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Abstract

Accurately estimating semantic aleatoric and epistemic uncertainties in large lan-
guage models (LLMs) is particularly challenging in free-form question answering
(QA), where obtaining stable estimates often requires many expensive generations.
We introduce a diversity-steered sampler that discourages semantically redun-
dant outputs during decoding, covers both autoregressive and masked diffusion
paradigms, and yields substantial sample-efficiency gains. The key idea is to inject
a continuous semantic-similarity penalty into the model’s proposal distribution
using a natural language inference (NLI) model lightly finetuned on partial prefixes
or intermediate diffusion states. We debias downstream uncertainty estimates with
importance reweighting and shrink their variance with control variates. Across four
QA benchmarks, our method matches or surpasses baselines while covering more
semantic clusters with the same number of samples. Being modular and requiring
no gradient access to the base LLM, the framework promises to serve as a drop-in
enhancement for uncertainty estimation in risk-sensitive model deployments.

1 Introduction

Large language models (LLMs) excel at generating fluent text yet remain prone to both intrin-
sic aleatoric ambiguity and epistemic gaps in their learned knowledge. The latter can lead to
hallucinations—confident outputs that are factually incorrect. Quantifying these uncertainties is
critical for building safe AI systems deployable in high-stakes applications. In free-form natural
language generation (NLG) tasks like question answering, this is especially challenging, as lexically
distinct responses can still be semantically equivalent.

Estimating uncertainty in language generation often relies on drawing large IID sample sets, which
often contain semantically redundant outputs and waste compute. For example, semantic entropy
has been proposed to quantify aleatoric uncertainty by clustering generated outputs into semantic
equivalence classes [1], while mutual information computed via iterative prompting has been used
to lower-bound certain forms of epistemic uncertainty [2]. Despite their conceptual appeal, both
approaches require extensive sampling to produce stable estimates, limiting their use in low-resource
settings. Diversity-oriented heuristics such as temperature scaling or nucleus sampling [3], on the
other hand, do not account for semantics. More recently, Aichberger et al. [4] proposed a method
that steers generation toward semantic diversity, though it relies on token substitutions and remains
restricted to autoregressive models (ARMs). We aim at extending this line of work.

While uncertainty estimation methods have focused on ARMs, masked diffusion models (MDMs)
have recently emerged as strong alternatives. These models extend masked language modeling
by learning iterative denoising schedules to progressively resolve masked spans [5–10]. Despite
achieving text quality on par with state-of-the-art ARMs, MDMs remain largely overlooked in the
context of uncertainty quantification.
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Next generation (autoregressive): 

Cosmic [TRUNC]

Cosmic microwave [TRUNC]

Cosmic microwave background [TRUNC]


. . .

Previous generations:  
The distance ladder method

Gravitational wave signals

Strong gravitational lensing time delays

Time delays from lensed quasars

Prompt:

Name one way to measure 
the Hubble constant.

Impose  
semantic similarity  

penalty

Next generation (masked diffusion): 

[MASK] microwave [MASK] [MASK]

Cosmic microwave [MASK] [MASK]

Cosmic microwave [MASK] anisotropy


. . .

Compute  
uncertainty estimate 
on semantic clusters

Figure 1: Our sampling workflow illustrated with a prompt that induces high aleatoric uncertainty.
Given previous generations, we guide the LLM’s next token away from semantically redundant
outputs. The semantic clusters of resulting generations are used to estimate downstream uncertainty.

We propose a unified, model-agnostic framework that (1) actively steers decoding away from semanti-
cally redundant hypotheses, (2) corrects the induced sampling bias via importance weighting, and (3)
reduces estimation variance with control variates. Crucially, our sampler operates in both ARM and
MDM settings using entailment-based penalties computed on partial continuations or masked spans.
A single natural language inference (NLI) model, fine-tuned minimally with a new [TRUNC] token
for prefixes or a [MASK] token for diffusion masks, enables live semantic scoring without altering
the base LLM. Our experiments evaluate the method’s ability to quantify established proxies for
aleatoric and epistemic uncertainties, demonstrating improved uncertainty estimation across diverse
NLP tasks. Practical enhancements, including adaptive tuning of the diversity hyperparameter and
online stopping based on estimator stability, further improve sample efficiency.

2 Estimating the predictive uncertainty of free-form responses

Let x be an input (e.g. a question) and θ the weights of a pretrained language model. We wish to
measure the total predictive uncertainty of the model’s output under semantic clustering. Following
Aichberger et al. [4], we define the distribution over semantic clusters c ∈ C by marginalizing over
all output sequences y:

p(c | x, θ) =
∫

1[y ∈ c | x, θ] p(y | x, θ)dy,

which can be approximated with the MC estimator1,

p̂(c | x, θ) ≈ 1

N

N∑
i=1

1[y(i) ∈ c], y(1), . . . , y(N) ∼ p(y|x, θ). (1)

If y is a sequence of tokens (y1, . . . , yT ), then p(y | x, θ) can be computed as the product of individual
conditional token probabilities, or, in terms of log probability: log p(y | x, θ) =

∑N
t=1 log p(yt |

y<t, x, θ). The total predictive uncertainty can then be written as the expected cross-entropy between
two independent draws of the model’s distribution [4]:

Eθ̃

[
CE

(
p(c |x, θ) ; p(c |x, θ̃)

)]︸ ︷︷ ︸
total

= H
(
p(c |x, θ)

)︸ ︷︷ ︸
aleatoric

+ Eθ̃

[
KL

(
p(c |x, θ)

∥∥ p(c |x, θ̃))]︸ ︷︷ ︸
epistemic

, (2)

where CE(·; ·) is the cross entropy, H(·) is the shannon entropy, and Eθ̃ := Eθ̃∼p(·|D) denotes
expectation over the weight posterior. As observed by Aichberger et al. [4], the first term on the right,

H
(
p(c | x, θ)

)
= −

∑
c∈C

p(c | x, θ) log p(c | x, θ), (3)

1The original presentation [1] used the biased estimator, p(c | x, θ) =
∑

y∈c p(y | x, θ).
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is the aleatoric semantic uncertainty, also called semantic entropy (SE) [1]. It captures the irreducible
ambiguity in the meaning of valid outputs under a single model. The second term,

Eθ̃

[
KL

(
p(c | x, θ)

∥∥ p(c | x, θ̃))], (4)

is the epistemic semantic uncertainty, measuring our ignorance about which cluster is correct due to
lack of model knowledge or data coverage.

Let us consider possible answers to the question, “Name a way to measure the Hubble constant.”
Aleatoric uncertainty arises when multiple answers are all valid. Even a reliable model may output
multiple correct variations that reflect different measurement methods, for example:

• “The distance ladder method, which uses Cepheid variable stars and Type Ia supernovae as
standard candles to determine distances and redshifts of galaxies.”

• “Gravitational lensing time delays, where the time differences in light arrival from multiple
images of a lensed quasar are used to infer cosmic distances and expansion rate.”

These two answers belong to distinct semantic clusters only to the extent that they report different
measurement methods; under a single model they contribute to SE (aleatoric uncertainty) but do not
indicate that the model lacks knowledge of the phenomenon. To reduce aleatoric uncertainty, the user
may rephrase the question to remove ambiguity (e.g., “Name a way to measure the Hubble constant
using quasars.”). On the other hand, if the model truly lacks knowledge or is out-of-distribution, it
may produce answers that conflict with scientific facts or admit ignorance, for example:

• “Sure! One method to measure the Hubble constant is by analyzing the oscillation patterns
of intergalactic neutrino winds using quantum parallax interferometry.” (hallucination)

• “Tracking the color shift of moonlight reflected off distant asteroids.” (hallucination)
• “I’m sorry, you might need to consult a scientific source or expert in cosmology for that.

These responses fall into semantically distinct clusters that reflect gaps in the model’s knowledge
(high epistemic uncertainty), signaling that the model is not trustworthy and should abstain.

3 Methods

3.1 Diversity-steered sampling

Our proposed sampling scheme modifies token-level conditional distributions to explicitly discourage
semantically similar samples. Let us omit the conditioning on x, θ for notational clarity and let
p(yt|y<t) represent the original language model distribution for the tth token given previously
generated tokens y<t. Our (unnormalized) sampling distribution is:

log q(yt|y<t) = log p(yt|y<t)− λmax
s∈S

E(y≤t, s) (5)

where S is the set of previously sampled sequences, and E(·, ·) is a score quantifying the degree of
semantic similarity between the inputs. In words, the tilting term repels the current sample away from
the most similar existing generation. Aggregation schemes other than max, such as mean or median,
may alternatively be used for softer guidance. Note also that we do not require gradients from the
scoring function, and any scoring function that can handle partial sequences in either input argument
would work. For full consistency with the NLI model used to semantically cluster the generations
downstream, we finetune the same NLI model to accept partial sequences, as detailed in Section 3.2.
Concretely, we opt for the bidirectional entailment score:

E(y≤t, s) = 1/2 (entailment(y≤t, s) + entailment(s, y≤t)) , (6)

where entailment is the entailment probability reported by an NLI model finetuned to handle
partially generated sequences. The pseudocode for our sampling strategy is given in Algorithm 1.

Extension to masked diffusion models. In MDMs, decoding proceeds by iteratively refining a
partially masked sequence y(t) through denoising steps. At each step t, a subset of masked positions
is selected for infilling. Our diversity-steered strategy applies by modifying the denoising distribution
p(y(t)|y(t+1)) to discourage infillings that are semantically similar to those from previous trajectories.
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Algorithm 1 Diversity-steered autoregressive sampling

Require: Prompt x; base model p(· | x); bidirectional NLI scorer E(·,·) from Equation 6, trained with a special
marker [TRUNC] for incomplete text; diversity penalty λ; number of samples N ; candidate tokens V

Ensure: Set of semantically diverse generations S
1: S ← ∅
2: for i = 1 to N do
3: prefix← tokenize(x)
4: token← <BOS>
5: while token ̸= <EOS> do
6: for next in V do ▷ Can alternatively consider the top-k tokens only
7: ℓ(next)← log p

(
next | prefix

)
▷ Base-model logits

8: ŝ← decode(prefix∥next)∥[TRUNC] ▷ Mark that ŝ is unfinished
9: π ← max

s∈S
E
(
ŝ, s

)
▷ Similarity score with the most similar existing generation

10: ℓ′(next)← ℓ(next)− λπ ▷ Repel toward semantic novelty
11: end for
12: token ∼ Categorical

(
softmax(ℓ′)

)
13: prefix← prefix∥token
14: end while
15: s(i) ← decode(prefix)

16: S← S ∪ {s(i)}
17: end for
18: return S

To compute similarity, we construct an intermediate input z(t) by substituting the current proposal
y(t) into the masked positions of y(t+1), and then evaluate:

log q(y(t)|y(t+1)) = log p(y(t)|y(t+1))− λmax
s∈S

E(z(t), s). (7)

The NLI model here is finetuned to handle masked or partially masked spans. This allows our
method to promote semantic diversity across the entire denoising trajectory. Algorithm 2 provides
the analogous pseudocode for MDMs.

Adaptively tuning the diversity parameter. The diversity strength parameter λ significantly
influences the semantic novelty of generated samples: too small a value yields redundancy as in
vanilla IID sampling, while too large risks unnatural, low-likelihood outputs. To navigate this trade-
off, we adaptively tune λ during both token-level sampling within sequences and across multiple
sampled sequences. See Section B.3 for details of the adaptive tuning procedure.

3.2 Fine-tuning NLI for partial sequences

Standard NLI models expect full premise–hypothesis pairs, but our sampler requires entailment
scores for partially generated or masked text. To adapt an off-the-shelf NLI model with minimal
overhead, we begin by loading a model finetuned on a natural language understanding dataset such as
the MNLI benchmark dataset [11] (e.g. DeBERTa-large-MNLI [12]) and freezing all of its existing
parameters. We then consider a special token: [TRUNC]2 in the case of ARMs and [MASK] in the case
of MDMs. The token embedding and the model’s final classification layer are the only components
allowed to update during finetuning.

Next, we construct an augmented dataset by corrupting exactly one side of each NLI training
example. The corruption mechanism is truncation for ARMs and masking for MDMs. For each
premise–hypothesis pair, we randomly determine whether to corrupt the premise or the hypothesis.
For ARMs, we truncate the selected sequence of length T at a point drawn uniformly at random from
t ∈ {1, . . . , T} and append the token [TRUNC] if t < T . This procedure exposes the model to cases
where either the premise or the hypothesis ends abruptly, teaching it to interpret [TRUNC] as a signal
of incompleteness. For MDMs, we randomly select the masking probability uniformly in [0, 1] and
independently replace tokens with [MASK] with that probability.

2If the token does not exist in the tokenizer’s vocabulary, we add it and initialize its embedding randomly.
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Figure 2: Predictions of the finetuned NLI at each truncated point of the hypothesis, on two examples
from the GLUE MNLI validation_matched split [13].
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Figure 3: Predictions of the finetuned NLI at each masking percentage of the hypothesis, on two
examples from the GLUE MNLI validation_matched split [13].

We then finetune using the standard cross entropy loss, updating only the [TRUNC] or [MASK]
embedding, [CLS]3 embedding, and the classification head, which corresponds to only 0.3% of the
model parameters (around 3M parameters) in the case of DeBERTa-large-MNLI [12]. This adaptation
is thus lightweight and preserves the model’s original NLI performance. At inference time, for ARMs,
whenever we need to score a partial prefix against a full previous sample (or vice versa), we append
[TRUNC] to the truncated side and query the finetuned NLI model for the probability of entailment.
For MDMs, no preprocessing is needed to query the finetuned NLI model, as its vocabulary already
contains the [MASK] token.

Figure 2 traces the probability that the fine-tuned NLI model assigns to the “entailment” class as
progressively longer prefixes of each hypothesis are revealed. In both panels the trajectory converges
to the ground-truth label long before the final token appears, suggesting that even partially generated
hypotheses already contains enough semantic signal for identifying entailment. See Figure 3 for a
similar demonstration for the MDM case. In another view, Figure 6 plots the classification accuracy of
the finetuned NLI model at varying corruption levels. For both ARMs and MDMs, the classification
accuracy matches that of the NLI model prior to finetuning and slowly falls until it reaches the
“random guess” accuracy at complete corruption.

3Keeping the [CLS] frozen had little effect on performance.
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3.3 Importance-reweighted estimators of uncertainty

As we sample from the biased proposal q(·) in Equations 5 and 7 instead of the true model distribution
p(·), we apply importance reweighting to correct for the introduced bias. For a set of N generated
sequences {s(i)}Ni=1 where each s(i) was drawn from q(s(i)), we compute the unnormalized and
self-normalized importance weights:

wi =
p
(
s(i)

)
q
(
s(i)

) , w̃i =
wi∑N
j=1 wj

. (8)

In this section, we illustrate how importance reweighting and semantic clustering interact for the
purpose of estimating SE [1] and MI [2], proxies of aleatoric and epistemic uncertainty, respectively.
Note that these are meant to serve as illustrating examples and we do not advocate for these particular
uncertainty metrics over alternatives.

Semantic (aleatoric) uncertainty. Let C be the set of semantic clusters. The probability of each
cluster c ∈ C can be estimated using the importance-weighted version of Equation 1:

p̂(c) ≈
N∑
i=1

1[s(i) ∈ c] w̃i. (9)

This yields the importance-weighted version [4] of SE [1] in Equation 3:

Ĥ = −
∑
c∈C

p̂(c) log p̂(c). (10)

Epistemic uncertainty. We use the MI proxy introduced by Yadkori et al. [2, Algorithm 2],
restricted here to the pairwise case n=2, as a worked example of how one can quantify epistemic un-
certainty with our semantically–diverse sample set. Rather than a faithful reproduction of the original
MI implementation, we aim at demonstrating our diversity sampling within an importance sampling
framework. The MI proxy operates on the assumption that successive answers are conditionally
independent under the ground-truth distribution p∗:

p∗(y1, y2 | x) = p∗(y1 | x) p∗(y2 | x)
so that any observed dependence between them can be ascribed to epistemic uncertainty.

We draw N pairs z(i) := (s
(i)
1 , s

(i)
2 ) from the diversity-steered distribution qe by iterative prompting.

Each response token sequence is mapped to a semantic cluster c
(i)
j ∈C using the NLI-reported

bidirectional entailment score [1], rather than using the F1 score [14] as originally done in Yadkori
et al. [2]. We find cluster centers S defined by all tuples j, k such that E(z(j), z(k)) < τ and each
cluster center z⋆ ∈ S is associated with a cluster c(z⋆) := {z′ : E(z⋆, z′) ≥ τ}.

While we sample from the proposal qe, the target distribution for MI is the model distribution pe, so
each pair receives a self-normalized weight

wi,joint =
pe
(
s
(i)
1 , s

(i)
2

)
qe
(
s
(i)
1 , s

(i)
2

) , w̃i,joint =
wi,joint∑N
j=1 wj,joint

.

After clustering the response pairs, we evaluate the joint and marginal cluster probabilities:

p̂(c(z1, z2)) =

N∑
i=1

1[(s
(i)
1 , s

(i)
2 ) ∈ c(z1, z2)

]
w̃i,joint, (11)

p̂⊗
(
c(z1, z2)

)
=

[∑
z′∈S

p̂
(
c(z1, z

′
2)
)] [∑

z′′∈S
p̂
(
c(z′′1 , z2)

)]
. (12)

Finally, the importance-reweighted MI estimator becomes:

Î =
∑
c∈C

p̂(c) log
p̂(c)

p̂⊗(c)
. (13)

A large Î signals strong dependence between successive clustered answers (hence high epistemic
uncertainty) whereas Î≈0 is consistent with the conditional independence assumption and suggests
that the model’s current parameters are locally trustworthy for the given query.
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3.4 Variance reduction via adaptive control variates

The importance-weighted estimators for SE and MI can exhibit high variance, particularly when
the proposal q(·) differs substantially from the model distribution p(·). To mitigate this, we employ
control variates; we choose a proxy statistic correlated with our target and estimate its coefficient
from the same weighted samples. They may optionally be applied adaptively on the running samples.
Appendix E provides additional background and derivations.

Semantic entropy. We define a control variate based on the log probabilities from the base model.
Denote Yi = − log p̂(c(s(i))), where c(s(i)) is the cluster containing s(i). The estimator in Equa-
tion 10 is then

∑N
i=1 w̃iYi. Now define Xi = − log p(s(i)), and let X ′

i = Xi−µX and Y ′
i = Yi−µY

represent the centered versions, with empirical means µX =
∑N

i=1 w̃iXi and µY =
∑N

i=1 w̃iYi. Our
adjusted entropy estimator is then:

Ĥcv =

N∑
i=1

w̃iYi︸ ︷︷ ︸
Ĥ in Eq. (10)

−α

N∑
i=1

w̃iX
′
i︸ ︷︷ ︸

control variate

, (14)

where the optimal coefficient α that minimizes variance is computed as:

α⋆
SE =

∑N
i=1 w̃iX

′
iY

′
i∑N

i=1 w̃iX ′
i
2
.

This scheme leverages the correlation between the log model probabilities and the cluster entropy to
reduce variance without extra inference cost; note that Xi is already required to compute wi.

Mutual information. Analogously, we introduce an adaptive control variate for reducing the
variance of the MI estimator. Letting Yi = log(p̂(c(z1, z2))/p̂

⊗(c(z1, z2))) represent the log ratio
appearing in Equation 13, we similarly define the control variate using the joint log probability under
the base model, Xi = log p(s

(i)
1 , s

(i)
2 ), with means and centered variables defined analogously to the

SE case. Our control variate-corrected estimator is thus:

Îcv =

N∑
i=1

w̃i,jointYi − αMI

N∑
i=1

w̃i,jointX
′
i, (15)

with the adaptively computed coefficient given by:

α⋆
MI =

∑N
i=1 w̃i,jointX

′
iY

′
i∑N

i=1 w̃i,jointX ′
i
2
.

4 Related Work

Uncertainty estimation. Common approaches for uncertainty quantification in vision and classifi-
cation tasks include Monte Carlo dropout [15], deep ensembles [16], and prior networks [17, 18].
While these methods have also been adapted for text classification and regression in NLP [19–22],
their extension to free-form NLG presents specific challenges due to semantic invariances inherent in
generated text [1, 23]. Several studies have proposed prompting or fine-tuning language models to
explicitly articulate their confidence levels [24–31], though this typically requires additional supervi-
sion. Attention values may contain information about relevance or confidence [32, 33]. Alternatively,
cross-examination leverages a secondary language model to evaluate uncertainty in another model’s
outputs [34]. Predictive entropy quantifies the token-level entropy of the predictive distribution [17].
Semantic entropy [1] offers an unsupervised method that clusters multiple outputs into semantic
equivalence classes based on bidirectional entailment and then computes entropy on these clusters.
Complementary strategies, such as conformal prediction, can provide bounds on hallucinations under
stronger theoretical assumptions [35, 36].

When a question has multiple valid answers, it can be useful to differentiate epistemic uncertainty
from aleatoric uncertainty, expected to be high. Classically, the former is defined by an expectation
over possible weight realizations (Equation 4), which vanishes when all admissible weight vectors
agree. Recent work, however, suggests that one can probe it with a single fixed network by measuring
the consistency of multiple answers it produces to the same query [37, 38, 2].
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Diversity-promoting sampling. Sampling heuristics aimed at enhancing output diversity, such as
temperature scaling, top-k, and nucleus sampling [3] do not account for semantics. Diverse beam
search (DBS) introduces diversity heuristics within beam search optimization [39]. Contrastive
decoding enlists a secondary, weaker language model whose output tokens are penalized to encourage
diverse token selection by the primary model [40]. Cluster-based beam search methods apply semantic
clustering to prune beam candidates and diversify subsequent selections [41, 42], but this heavily
depends on initial candidate diversity. Semantically Diverse Language Generation (SDLG) substitutes
the most informative token in a fully generated sample and allows standard sampling to proceed
from that token onward [4]. It does not, however, explicitly account for diversity within a running
sample set and, because the token scoring involves a gradient of the NLI loss with respect to the
NLI token space, requires additional implementation [e.g., 43] if the base LLM does not share the
tokenization scheme or vocabulary with the NLI. Our approach differs by integrating a continuous
semantic penalty directly into the sampling logits during text generation in a gradient-free manner.
For comparative analyses of diversity-enhancing decoding strategies, see Ippolito et al. [44].

Semantic clustering and paraphrase detection. Grouping model outputs based on semantic
equivalence often reduces to paraphrase detection. Casting semantic equivalence as bidirectional
entailment dates back to early linguistics work [45] and was later adopted in NLP [46, 47]. Early
methods relied on lexical overlap [48, 49] or vector embedding similarities [50, 51]. Recent systems
employ BERT-style encoders to build binary “paraphrases” vs. “not paraphrases” classifiers [12, 52,
53]. The entailment probability from NLI models has been used to cluster LLM generations into
meaning-equivalent sets, enabling unsupervised uncertainty estimation [1, 4, 54].

5 Experiments

We evaluate our diversity-promoting sampling scheme for estimating SE [1] and MI [2]. The target
estimators are the importance-reweighted versions with control variates: Ĥcv in Equation 14 and Îcv
in Equation 15, respectively. Due to space constraints, implementation details, additional results for
Ĥ including ablation studies, and results for Îcv are deferred to Appendices B to D. As observed by
Aichberger et al. [4], it is common to employ diversity heuristics during sampling without correcting
for the introduced bias with principled importance reweighting [e.g., 1, 2]. Although one of our
contributions is the variance-reduced application of importance correction with control variates, we
apply the same estimation procedure to the final generations from all sampling schemes, to enable a
fair comparison. Estimation is performed on top of the semantic clusters created using Kuhn et al. [1,
Algorithm 1]. In brief, clustering works by querying the DeBERTa-large-MNLI model [12], finetuned
on the NLI dataset MNLI [11], on every pair of sampled responses. If the model returns “entailment”
for both directions, the answers belong in the same cluster, and otherwise, a new cluster is created.

Sampling baselines. As the main contribution of our method is to promote semantic diversity in
the samples, we compare against other sampling schemes. Our ARM baselines include (1) standard
IID sampling with temperatures τ ∈ {1, 2}, (2) diverse beam search (DBS) [39] with a penalty
hyperparameter of 0.5, and (3) our re-implementation of SDLG [4], where we handle the differing
vocabularies of the base LLM and NLI by decoding each OPT/LLaMA token to its raw string and
then re-tokenizing that string with the DeBERTa NLI tokenizer, so that substitution candidates and
gradient attributions live in the same NLI embedding space. For the MDM, we compare with Gumbel
temperatures of τ ∈ {1, 2}.

Datasets. We perform experiments on four question-answering (QA) benchmark datasets covering
both closed-book and open-book tasks: 907 validation matched instances with shorter stories from
CoQA [55], a closed-book abstractive QA; 1,000 instances from the validation no-context reading
comprehension split of TriviaQA [14], a closed-book extractive QA; 800 instances from the validation
split of TruthfulQA [56], a closed-book generative QA; and the light validation split of AmbigQA
[57], an open-book open-domain QA. Because AmbigQA contains multi-answer questions requiring
question disambiguation and abstractive responses, it serves as a test environment with highly
ambiguous questions, where Ĥcv is expected to be large.
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Table 1: AUROC of SE [1] computed on generations from various sampling schemes. Each scheme
uses N=16 sequences. The correctness metric Rouge-L (F1 score) was thresholded at 0.3. All
numbers are mean±std over 5 jackknife samples of size 200. The symbol “−” indicates that the
sampling scheme does not apply to MDMs. “Vanilla” refers to standard sampling without any
tempering. Best methods based on mean are bolded. For AmbigQA, we omit results for OPT-6.7B,
as it generated a high fraction of nonsensical responses.

Dataset Model Vanilla (τ = 1) τ = 2 DBS [39] SDLG [4] Ours

CoQA

OPT-6.7B .59±.06 .69±.04 .68±.04 .71±.02 .75±.02
OPT-13B .70±.04 .76±.04 .73±.04 .72±.02 .75±.03
LLaMA 3 8B-Instruct .68±.03 .72±.04 .71±.05 .74±.02 .77±.02
LLaDA 8B-Instruct .78±.02 .81±.05 - - .81±.04

TriviaQA

OPT-6.7B .66±.05 .67±.06 .71±.04 .78±.03 .82±.03
OPT-13B .72±.04 .70±.05 .73±.04 .86±.03 .85±.03
LLaMA 3 8B-Instruct .79±.04 .70±.04 .70±.03 .79±.04 .84±.03
LLaDA 8B-Instruct .81±.11 .83±.05 - - .86±.04

AmbigQA

OPT-13B .65±.10 .68±.11 .78±.08 .71±.08 .78±.04
LLaMA 3 8B-Instruct .70±.04 .55±.07 .71±.08 .77±.05 .76±.03
LLaDA 8B-Instruct .70±.09 .71±.08 - - .76±.03

TruthfulQA

OPT-6.7B .80±.04 .80±.05 .77±.02 .78±.06 .81±.06
OPT-13B .73±.06 .74±.08 .79±.05 .81±.04 .85±.04
LLaMA 3 8B-Instruct .88±.04 .88±.05 .89±.04 .86±.04 .89±.02
LLaDA 8B-Instruct .85±.04 .89±.04 - - .94±.02

Models. We apply our method to four models spanning a range of QA capabilities as well as both
ARM and MDM sampling paradigms: OPT-6.7B, OPT-13B [58]4 for comparisons with prior work
[1, 4, 33]; LLaMA 3 8B-Instruct [59, 60], as a modern instruction-finetuned backbone; and LLaDA
8B-Instruct [10], an instruction-finetuned MDM.

Metrics. Following the evaluation procedures in prior work, we report the Area Under the Receiver
Operating Characteristic curve (AUROC), where the correct answer is defined by ROUGE-L (F1
score) < 0.3 against the reference answer. When there are more than one reference answers, we take
the maximum score across the answers. We also evaluate the average number of clusters and the
effective sample size (ESS) [61] of the importance weights relative to N=16.

6 Discussion and limitations

Figure 4: Number of semantic clus-
ters captured by various sampling
schemes on the CoQA dataset.

By design, our sampling scheme covers more semantic clusters
than the baselines while using the same number of samples
(see Figure 4). Meanwhile, applying importance correction
with control variates preserves the rank agreement between esti-
mated uncertainties and correctness, as reflected in competitive
or superior AUROC across models and datasets (see Table 1).
Consistent with Aichberger et al. [4], we find that semantics-
agnostic heuristics such as simple temperature scaling or DBS
[39] are insufficient to fully explore the semantic space. The
advantage of our method is more evident in free-form and am-
biguous datasets like CoQA and AmbigQA than in TriviaQA,
for which there is a single, usually short, unambiguous answer.
These findings are robust to the choice of ROUGE-L threshold;
we observe the same trends at threshold values of 0.1 and 0.5
(Appendix C). As a complementary threshold-free metric, the Spearman ρ between the negated
ROUGE-L scores and our estimated uncertainties were 5% and 6% greater on average than those
of DBS and SDLG, respectively. We suspect SDLG’s weaker rank correlation may be due to our

4We omit OPT-30B, as the marginal AUROC improvement relative to OPT-13B has been insignificant [4, 33].
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simplified handling of differing tokenizations between OPT/LLaMA and the NLI model. Finally, the
ratio ESS/N stays above 0.4, which would suggest acceptable variance even without control variates.

If the finetuned NLI models systematically overestimate entailment on the partial generations, it is
possible for the steering to be biased. We empirically observe, however, that the predicted entailment
probability sharply peaks at the “random guess” value of 1/3 when the input generation has one token
revealed (Figure 5). That is, the finetuned NLI models are not biased toward high entailment when
there is minimal semantic signal. The value of 1/3 motivates the choice of our default schedule for λ
(Section B.3), where we increase λ when the bidirectional entailment score of the current generation
with respect to the most similar existing generation is higher than 1/3.

In general, sampling algorithms face a trade-off between encouraging exploration by introducing
a joint steering term on the walkers and facilitating parallel sampling by preserving each walker’s
independence. Our method can be viewed as prioritizing the former; we enforce diversity sequentially
in the running sample set [62], at the expense of computation time that grows linearly with N .
By contrast, SDLG can parallelize the generation of subsequent tokens once an initial sample is
produced and substitutions are identified, although its diversity gains depend on the quality of the
initial sample. Our experiments suggest that the extra cost of sequential diversity steering may be
justified by the improved accuracy of downstream semantic uncertainty estimates. As future work,
we could investigate hybrid approaches, such as batch sampling, to balance exploration with parallel
throughput. Note also that, although we fixed N for all sampling schemes here, the online stopping
mechanism based on estimator stability, described in Appendix B, can help with sample efficiency.

7 Conclusion

We presented diversity-steered sampling, a simple plug-in that adds a bidirectional-entailment
repulsion term to both ARM and MDM decoding, and then corrects the resulting bias with importance
weights to recover consistent estimates of SE (aleatoric uncertainty) and a MI lower bound on
epistemic uncertainty. Because these uncertainty estimators group outputs into semantic clusters
defined by the very same entailment metric, enforcing that metric during sampling is coherent;
generation and estimation are aligned by design, so each draw already respects the sample space
of the downstream estimator. To our knowledge, this is the first framework that (1) applies to both
ARM and MDM decoding paradigms (including recent models such as LLaMA-v3 [60] and LLaDA
[10]), (2) has been demonstrated on both aleatoric and epistemic proxies, and (3) requires no gradient
access to the NLI or the base LLM.

Several opportunities for improving robustness remain. While we inherit the NLI-based clustering
scheme from prior work, real text often straddles several plausible semantic clusters and NLI scores
are noisy; treating the cluster assignments as random and marginalizing over them could make
downstream estimates more robust. The cluster inference may be performed on the token level, the
embedding level, or jointly on both. Moreover, our current pipeline conditions on a single prompt
realization. We can instead sample multiple paraphrased prompt templates and marginalize over
them, yielding uncertainty estimates that are robust to prompt wording. Specifically in the QA setting,
we may even generate paraphrases of the question itself using the base model.

Looking ahead, the same logit–repulsion plus self-normalized importance-weighting scheme can,
in principle, be embedded inside on-policy RL fine-tuning methods such as Proximal Policy Opti-
mization (PPO) [63] and its grouped-reward variant GRPO [64]. During roll-outs, the repulsion term
would drive the policy toward novel semantic clusters, while the accompanying importance weights
would keep return estimates unbiased.
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Technical Appendices and Supplementary Material

A Extension to masked diffusion models

Algorithm 2 provides a simplified pseudocode of our diversity steering scheme for MDMs, assuming
a denoising schedule where one masked token is predicted at a time. Figure 3 plots the entailment
probability against the fraction of hypothesis tokens that are randomly masked. In the contradiction
example (left) the score remains near zero throughout, while in the entailment example (right) it stays
high until roughly two-thirds of the words are hidden. The model thus settles on the correct label
long before the sentence is fully revealed, showing that even heavily masked hypotheses still carry
signal for guiding MDM generation.

Algorithm 2 Diversity-steered masked-diffusion sampling

Require: Prompt x; base masked-diffusion model p(· | ·); bidirectional NLI scorer E(·,·) from Equation 6,
trained with a special marker [MASK] for incomplete spans; diversity penalty λ; number of samples N ; total
denoising steps T

Ensure: Set of semantically diverse generations S
1: S ← ∅
2: for i = 1 to N do
3: y(T ) ← MASKTOKENS(x) ▷ Initialize by masking random spans of the input sequence
4: for t = T−1 downto 0 do
5: Mt ← SELECTMASK(y(t+1)) ▷ Choose subset of masked positions to fill at step t
6: for each position m ∈Mt do
7: for each candidate token next ∈ V do ▷ Can alternatively consider the top-k tokens only
8: ℓ(next)← log p

(
y
(t)
m =next | y(t+1)

)
▷ Base model logits for current mask

9: ŷ(t) ← y(t+1); ŷ(t)
m ← next ▷ Temporarily fill mask with candidate token

10: ŝ← decode(ŷ(t)) ▷ Form partially denoised sequence
11: π ← max

s∈S
E
(
ŝ, s

)
▷ Similarity score with the most similar existing generation

12: ℓ′(next)← ℓ(next)− λπ ▷ Repel toward semantic novelty
13: end for
14: y

(t)
m ∼ Categorical

(
softmax(ℓ′)

)
▷ Sample a token for the current masked position

15: end for
16: y(t) ← FILLMASKS(y(t+1), y

(t)
Mt

) ▷ Update denoised sequence
17: end for
18: s(i) ← decode(y(0))

19: S←S ∪ {s(i)}
20: end for
21: return S
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Figure 5: Distributions of entailment probability predicted by the finetuned NLI on the GLUE MNLI
validation_matched dataset when (a) truncating or (b) masking all but one token of the hypothesis.
Both distributions are peaked at the “random guess” probability of 1/3.
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Figure 6: Classification accuracy of finetuned NLI models at varying corruption levels for (a) prefix
truncation and (b) masked tokens. At zero corruption, the accuracy matches that of the pretrained
model and slowly falls until it reaches the “random guess” accuracy of 1/3 at complete corruption.

B Additional implementation details

Our sampling pipeline is implemented at https://github.com/jiwoncpark/diversity_
steered_sampling�.

B.1 NLI finetuning

Prefix truncation. We start from the microsoft/deberta-large-mnli checkpoint correspond-
ing to the DeBERTa model [12] finetuned on the GLUE Multi-NLI matched dataset [13]. To mark
a sequence as partially generated, we introduce a dedicated [TRUNC] token. The MNLI dataset is
augmented as follows. Every MNLI pair is deterministically unrolled into (i) the original sentence
pair, (ii) all proper prefixes of the hypothesis (lengths 1 . . . Lh − 1) each followed by [TRUNC], and
(iii) all proper prefixes of the premise (lengths 1 . . . Lp − 1) similarly tagged. A single example with
tokenized lengths (Lp, Lh) thus contributes 1 + (Lh − 1) + (Lp − 1) training instances, covering
every possible truncation. All backbone model parameters are frozen, but three small modules
remain trainable: the single embedding row for [TRUNC], the full classification head, and the pooler
projection. We finetune on the augmented version of the GLUE MNLI matched training split and
evaluate on the correspondingly augmented validation split, while also monitoring the classification
accuracy on the original (unaugmented) validation split to ensure that the performance on the original
sentence pairs does not degrade. Optimization uses ADAMW [65] (initial learning rate 5×10−5,
weight decay 0.01) with a batch size of 8 for two epochs. The final validation accuracy on the
augmented set was 73.3% and that on the original set was 91.0%, which was similar to the accuracy
prior to finetuning (90.8%).

Masked tokens. Starting from the same microsoft/deberta-large-mnli checkpoint, we first
ensure that the tokenizer exposes a [MASK] token. During training, each MNLI example is expanded
on-the-fly into one intact pair plus 20 stochastic variants in which either the premise or the hypothesis
has a uniformly random fraction of tokens (f∼U(0, 1)) replaced by [MASK]. The training mirrored
that of the truncation case, but progressed for just one epoch. The final validation accuracy on the
augmented set was 73.9% and that on the original set was 91.1%, which was similar to the accuracy
prior to finetuning (91.2%).

B.2 Prompts

We use the following prompt for the SE experiments on CoQA [55].

<context> Answer in one sentence. Q: <question> A:

For the MI experiments on CoQA, we modify the prompt in Yadkori et al. [2]. We sample the first
answer with the above prompt and the second answer using the following.
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Figure 7: Trajectory of the diversity parameter λt over token positions for different autoregressive
samples shown in different colors. The parameter usually increases monotonically with t as the
partially generated sample becomes more semantically similar to the running sample set.

<context> Consider the following question. Q: <question>
One answer to the question Q is <first answer>
Answer in one sentence. Q: <question> A:

B.3 Adaptively tuning the diversity parameter λ

Within a sequence, we dynamically adjust λ by monitoring token-level entailment scores and increas-
ing λ when semantic similarity with existing samples exceeds a target threshold. Formally, at token
position t, we update:

λt+1 = λt + ηtok

(
max
s∈S

E(y≤t, s)− Etarget

)
,

with a small learning rate ηtok. Empirically, Etarget = 0.3 and λ0 = 0 work well. We observe that λt

tends to increase monotonically over autoregressive sampling time, as shown in Figure 7. Across
sequences, we similarly tune λ by tracking the variance and stability of SE estimates computed so
far. Specifically, if entropy variance across samples is excessively high, we slightly increase λ to
encourage greater diversity; if too low, we decrease it accordingly:

λnext seq = λcurrent seq + ηseq

(
Var{Ĥ} − Vtarget

)
,

with sequence-level learning rate ηseq. These adaptive schemes, though simple, substantially reduce
the need for manual hyperparameter tuning, ensuring stable, efficient, and semantically diverse
generations in practice. While λ can similarly be calibrated on a held-out dataset using Etarget

or Vtarget as target values [e.g., 2], we do not opt for a separate calibration step, as this expends
additional compute and it is difficult to curate an IID calibration dataset in practice.

B.4 Semantic clustering

As observed by Kuhn et al. [1], semantic equivalence depends on the context. Two answers may be
semantically distinct in the absence of any context (e.g., “I’m not an astronomer.” and “You should
consult a cosmology textbook.”) while being semantically equivalent conditioned on the context. If
the question were to be “Name one way to measure the Hubble constant,” the responses would be
semantically equivalent in the sense of acknowledging ignorance. We thus concatenate the prompt
with the answer when generating the semantic clusters for semantic uncertainty estimation. For the
SE experiments, the clusters are generated greedily following their Algorithm 1 using the binary
bidirectional entailment criterion (1 if predicted “entailment” both ways and 0 otherwise). For the MI
experiments, they are also generated greedily but by clustering the bidirectional entailment distances
defined by 1− E(si, sj) for every pair si, sj of iteratively prompted responses (see Equation 6 for
the definition of the bidirectional entailment score E(·, ·)). Each si is a concatenation of the prompt
and the iteratively prompted responses separated by a special delimiter ||.
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For computing the diversity steering term, however, we find that truncating the prompt and comparing
the answers alone is sufficient. We thus compute the bidirectional entailment score on the sampled
answers (or concatenated answers in the case of MI) only.

B.5 Computational complexity

When using no diversity penalty, standard autoregressive sampling involves a forward pass through
the language model and softmax/sampling over the vocabulary. This incurs a per-token cost of
O
(
Mgen + V

)
, where Mgen is the cost of one forward pass through the language model and V the

vocabulary size. Over T tokens per sequence and N sequences, the total cost is O
(
N T (Mgen+V )

)
.

With full-vocabulary diversity steering, each token step additionally computes the entailment proba-
bility for all V candidates against P prior samples at cost MNLI per entailment. The per-token cost
becomes O

(
Mgen + V P MNLI + V

)
.

By restricting the penalty computation to the top-k tokens (k ≪ V ), where the top-k ranking is
done using the base language model only, the entailment work per token drops to only k candidates,
yielding O

(
Mgen + k P MNLI + V

)
per token. This optimization makes semantic diversity steering

tractable for large-scale decoding.

B.6 Computing resources

All experiments were conducted on an NVIDIA A100 GPU, with each sampling scheme requiring
under 32 GB of VRAM.

C Qualitative case studies

We explore the LM’s responses to the following prompt: Answer in one sentence. Q: Name
one way to measure the Hubble constant. A: The prompt is inherently ambiguous, as
there are multiple ways to measure the Hubble constant.

C.1 Sample answers: ARM

Here are some sample answers (N=8) by LLaMA 3 8B-Instruct [60] without any diversity steering.
The answer set covers two distance-ladder measurement methods: one using Cepheid variable stars
and another using Type Ia supernovae as standard candles.

• Use Cepheid variable stars. Cepheid variable stars have a known intrinsic brightness, which
makes them useful for measuring distances in space. (cluster 1)

• By analyzing the distances to Cepheid variable stars in the Milky Way and other galaxies.
(cluster 1)

• One way to measure the Hubble constant is by comparing the brightness and redshift of
Type Ia supernovae, which are used as standard candles. (cluster 2)

• By measuring the distances to Type Ia supernovae in different galaxies and then using these
distances to calculate the Hubble constant. (cluster 2)

• The Hubble constant can be measured using the light curves of Type Ia supernovae, which
have a consistent maximum brightness allowing for distance estimation. (cluster 2)

• One way to measure the Hubble constant is by observing the distance to Type Ia supernovae
and using the recession velocity of the expanding universe. (cluster 2)

• The method of standard candles involves using supernovae as "candles" to measure distances
and then infer the Hubble constant from redshift data. (cluster 2)

• One way to measure the Hubble constant is by using the distance-luminosity relationship
for Type Ia supernovae. (cluster 2)

With diversity steering, the answer set becomes more diverse. In addition to the Cepheid variable
stars (cluster 1) and supernovae (cluster 2) measurement methods covered above, it now includes low-
likelihood nonsensical ones but also covers an answer addressing the cosmic microwave background
method (cluster 5).
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• Name one way to measure the Hubble constant. The Hubble Space Telescope Key Project
found a good estimate by analyzing Cepheid variable star distances (cluster 1)

• The expansion (cluster 3): nonsensical
• Parallax distance method is one way to measure the value of the Hubble constant from Type

Ia supernovae. (cluster 2)
• Find the word answer (WA). I think. Haha (cluster 4): nonsensical
• 1) By observing how light coming from the cosmic microwave background (cluster 5)
• 1 way to measure the Hubble constant... (cluster 6): nonsensical
• Measuring cosmic distances of supernovae at fixed redshift, comparing observed luminosti-

ties (cluster 2)
• A value of the Hubble constant (H subscript 0 equal to 67 kilometers per second... (cluster

7): nonsensical

C.2 Sample answers: MDM

Similarly, here are some sample answers by LLaDA 8B-Instruct [10] to the same prompt as the above.
The answers all refer to a single measurement method, of mapping the redshifts (rates of recession)
and distances of distant galaxies hosting supernovae.

• One way to measure the Hubble constant is by observing the distance and apparent work of
celestial objects/standard candles such as Type Ia supernovae.

• One way to measure the Hubble constant is by observing the redshift of supernovae, which
provides direct evidence of the expansion of the universe.

• One way to measure the Hubble constant is by observing the expansion of the universe
through the measurement of the redshift of the light from distant supernovae.

• One way to measure the Hubble constant is by observing the redshift of distant supernovae,
as their distance changes relates to the expansion of the universe.

• One way to measure the Hubble constant is by observing the rate of recession of distant
galaxies, which allows astronomers to determine the expansion rate of the universe.

• One way to measure the Hubble constant is by observing the redshift of distant supernovae,
which allows astronomers to determine the expansion rate of the universe.

• One way to measure the Hubble constant is by observing the redshift of distant supernovae,
which allows astronomers to determine the expansion rate of the universe.

• One way to measure the Hubble constant is by observing the redshifts of distant galaxies,
which indicate stretched light due to the expansion of the universe.

Diversity steering makes the answer set more diverse for MDMs as well. It consists mostly of answers
addressing the same supernovae-based measurement method covered above (cluster 2) and also
includes low-likelihood vague or nonsensical ones, but also covers an answer addressing the cosmic
microwave background method (cluster 6).

• One of the better methods is to measure the Hubble constant (known as H0) using modern
techniques, resulting in better accuracy than distance-ladder observations. (cluster 1): vague

• One method around the red complex within the past few years of water resources is to
estimate it using radiation and other methods. (cluster 5): nonsensical

• The Hubble constant can be measured using standard galaxy-distance measurements by
comparing the brightness of distant supernovae to their redshift. (cluster 2)

• One way to measure the Hubble constant is by observing Type Ia supernovae and creating
the standard distance ladder (LZ ladder diagram). (cluster 2)

• One way to measure the Hubble constant is through observations of remote galaxies, such
as with the Hubble Telescope or Lemlint. (cluster 3): vague

• One way to measure the Hubble constant involves measuring the distance between seemingly
related astronomical objects. (cluster 4): vague
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• One method to measure the Hubble constant is by observing the cosmic microwave back-
ground using microwave receivers and other sophisticated techniques. (cluster 6)

• To measure the Hubble constant, one can use observations and discoveries of Type Ia
supernovae, also known as supernovae H0. (cluster 2)

D Mutual information results

As shown in Table 2, AUROC gains over baselines for MI are modest, and the results exhibit high
variance. One possible explanation is that the clustering based on NLI (which applies to all methods
in the comparison) introduces noise.

Table 2: AUROC of MI [2] computed on generations from various sampling schemes. Each scheme
uses N=8 pairs of iteratively generated answers. The correctness metric Rouge-L (F1 score) was
thresholded at 0.2. All numbers are mean±std over 5 jackknife samples of size 200. “Vanilla” refers
to standard sampling without any tempering. Best methods based on mean are bolded.

Dataset Model Vanilla (τ = 1) τ = 2 DBS [39] SDLG [4] Ours

CoQA LLaMA 3 8B-Instruct .61±.07 .66±.09 .58±.12 .64±.08 .68±.07
LLaDA 8B-Instruct .51±.03 .54±.06 - - .56±.06

TriviaQA LLaMA 3 8B-Instruct .49±.07 .51±.04 .54±.08 .57±.11 .54±.07
LLaDA 8B-Instruct .52±.08 .53±.06 - - .55±.06

AmbigQA LLaMA 3 8B-Instruct .56±.04 .55±.07 .51±.08 .56±.08 .56±.06
LLaDA 8B-Instruct .53±.09 .51±.12 - - .53±.05

TruthfulQA LLaMA 3 8B-Instruct .58±.06 .57±.07 .59±.08 .63±.08 .63±.07
LLaDA 8B-Instruct .60±.06 .67±.10 - - .69±.08

E Variance reduction with control variates

In this section, we provide additional justification for using control variates to reduce the variance of
importance-weighted estimators in Section 3.3. For a self-contained treatment, we begin with a brief
introduction to control variates.

Let Z ∼ p be a random variable and assume we wish to estimate its moment

µ = Ep

[
h(Z)

]
,

using N iid samples Z1:N . The classical estimator takes the form

µ̂ =
1

N

N∑
i=1

h(Zi),

which has variance Var[µ̂] = Var[h(Z)]
N .

The idea of control variates is to pick any auxiliary function g whose mean µg = Ep[g(Z)] is known
in closed form. For any coefficient α ∈ R,

µ̂cv(α) =
1

N

N∑
i=1

{
h(Zi)− α

[
g(Zi)− µg

]}
is unbiased, because Ep[g(Z)− µg] = 0.

It then remains to choose the optimal coefficient α⋆ that minimizes the variance. Define σ2
h =

Var[h(Z)], σ2
g = Var[g(Z)], and σhg = Cov[h(Z), g(Z)]. Writing H = h(Z) − µ and G =

g(Z)− µg , we have

Var
[
µ̂cv(α)

]
=

1

N
Var

[
H − αG

]
=

1

N

(
σ2
h − 2ασhg + α2σ2

g

)
.
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Differentiating with respect to α and setting the result to zero,

∂

∂α
Var = 0 =⇒ −2σhg + 2ασ2

g = 0 =⇒ α⋆ =
σhg

σ2
g

=
Cov[h(Z), g(Z)]

Var[g(Z)]
.

Substituting α⋆ back yields

Var
[
µ̂cv(α

⋆)
]
=

1

N
σ2
h (1− ρ2),

where ρ =
σhg

σhσg
is the correlation between h and g, so variance is reduced by the factor 1− ρ2 such

that the closer |ρ| is to 1, the greater the reduction in variance.

Semantic entropy The estimator proposed in Equation 14 uses

N∑
i=1

w̃iX
′
i

as the control variate. The centered negative log probabilities X ′
i = Xi−µX with Xi = − log p(s(i))

are strongly correlated with the negative cluster probabilities Yi = − log p̂(c(s(i))), being based on
the same sample s(i). In natural language generation, likely samples with low Xi tend to be mapped
to dominant clusters, so Yi becomes more negative when Xi is more negative.

The proposed control variate does not incur extra inference cost, as the log probabilities were already
computed for evaluating the importance weights wi. Particularly in the context of self-normalized
importance sampling, log probabilities behave nicer than, e.g., a function of the ratio p/q, which can
take higher moments.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We state the main methodological contributions (diversity steering using a NLI
model and importance sampling with control variates) in the abstract and Section 1.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the computational limitations in Section 6 and the dependence on
NLI clustering and prompt wording in Section 7.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 5 and Appendix B contain all the main implementation details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Appendix B contains an anonymized codebase that implements our method
and experiments, with plans to open-source it following the paper’s acceptance. All the
pretrained models and datasets used in our experiments are open-source.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In the main text, Section 5 lays out the data splits, baselines, and metrics.
Additional details regarding hyperparameters, NLI finetuning, and diversity-steered sampling
are deferred to Appendix A and Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: Due to computational resource constraints, we report the error bars from
jackknife sampling.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We include compute details in Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conform to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [Yes]
Justification: As mentioned in the Introduction, accurate uncertainty characterization is
critical for deploying LLMs in safety-critical applications. As this work represents founda-
tional research on uncertainty quantification of LLMs, we do not foresee immediate negative
societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not pretrain a language model nor release a dataset.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We properly cite all pretrained models and benchmark datasets used in our
experiments.
Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: This paper proposes a new sampling scheme for LLMs that encourages
semantic diversity in their generation. We describe the usage of all LLMs used in the
experiments.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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