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Abstract

Classification is a core NLP task architecture001
with many potential applications. While large002
language models (LLMs) have brought sub-003
stantial advancements in text generation, their004
potential for enhancing classification tasks re-005
mains underexplored. To address this gap, we006
propose a framework for thoroughly investigat-007
ing fine-tuning LLMs for classification, includ-008
ing both generation- and encoding-based ap-009
proaches. We instantiate this framework in edit010
intent classification (EIC), a challenging and011
underexplored classification task. Our exten-012
sive experiments and systematic comparisons013
with various training approaches and a represen-014
tative selection of LLMs yield new insights into015
their application for EIC. To demonstrate the016
proposed methods and address the data short-017
age for empirical edit analysis, we use our best-018
performing model to create Re3-Sci2.0, a new019
large-scale dataset of 1,780 scientific document020
revisions with over 94k labeled edits. The new021
dataset enables an in-depth empirical study of022
human editing behavior in academic writing.023
We make our experimental framework, models024
and data publicly available.1025

1 Introduction026

Generative large language models (LLMs) have027

demonstrated substantial advancements in text gen-028

eration tasks (Zhang et al., 2023; Wang et al., 2023;029

Pham et al., 2023). However, their potential for030

enhancing classification tasks, a significant subset031

of NLP applications, remains underexplored. The032

predominant strategy for applying LLMs to clas-033

sification tasks is to cast them as generation tasks,034

followed by instruction tuning (Qin et al., 2023;035

Sun et al., 2023; Peskine et al., 2023; Milios et al.,036

2023; Patwa et al., 2024), supervised fine-tuning037

(Parikh et al., 2023), and active learning (Rouzegar038

and Makrehchi, 2024), all of which aim to gener-039

ate label strings within the output tokens. Recent040

1URL omitted for anonymity
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Figure 1: In this work, we (1). present a general frame-
work to explore the classification capabilities of LLMs,
conducting extensive experiments and systematic com-
parisons on the EIC task; (2). use the best model to
create the Re3-Sci2.0 dataset, which comprises 1,780
scientific document revisions (a-b), associated reviews
(c, d), and 94,482 edits annotated with action and in-
tent labels (e, f), spanning various scholarly domains;
(3). provide a first in-depth empirical analysis of human
editing behavior using this new dataset.

studies (Lee et al., 2024; Kim et al., 2024; Meng 041

et al., 2024) have shown the superiority of LLMs 042

as embedding models on the MTEB benchmark 043

(Muennighoff et al., 2023). However, there is a 044

lack of a holistic framework for a systematic study 045

of the classification capabilities of LLMs in end-to- 046

end fine-tuning paradigms. Yet, such a framework 047

is important as it extends beyond the current use of 048

LLMs as generative or embedding models for clas- 049

sification, opens new opportunities for a wide range 050

of real-world tasks, and reveals novel potential for 051

advanced LLM training and utilization. 052

To instantiate the framework, we seek a com- 053

plex, challenging, and underexplored task that is 054

crucial for addressing unresolved real-world ap- 055

plications. Edit intent classification (EIC) is such 056

a complex task, aiming to identify the purpose of 057

textual changes, necessitating a deep understanding 058

of the fine-grained differences between paired in- 059
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puts. Previous works have provided small human-060

annotated datasets and demonstrated the crucial061

role of the intent labels in studying domain-specific062

human editing behavior (Zhang et al., 2016; Yang063

et al., 2017; Kashefi et al., 2022; Ruan et al., 2024).064

However, due to the high cost of human annota-065

tion, existing datasets are limited in size. There is066

a lack of effective NLP automation and extensive067

labeled datasets to facilitate larger-scale revision068

analysis. From the modeling perspective, previous069

studies have primarily explored EIC using basic070

feature engineering (Zhang et al., 2016; Yang et al.,071

2017; Kashefi et al., 2022), fine-tuning small pre-072

trained language models (PLMs) (Du et al., 2022;073

Jiang et al., 2022), or instruction tuning with LLMs074

(Ruan et al., 2024). Advanced methodologies in-075

volving fine-tuning LLMs remain unexplored. The076

suboptimal results of previous works (Table 1) fur-077

ther highlight the task’s inherent difficulty and the078

necessity for advancements in NLP.2079

To close the gap, we introduce a general frame-080

work to explore the use of LLMs for classification,081

featuring one generation-based and three encoding-082

based fine-tuning approaches (§3). We instantiate083

the framework in EIC, conduct extensive experi-084

ments and provide novel insights from systematic085

comparisons of the four approaches, eight LLMs,086

and various training strategies. Our findings re-087

veal that partially fine-tuned LLMs exhibit supe-088

rior encoding and classification capabilities on EIC089

compared to fully fine-tuned PLMs and instruction-090

tuned larger LLMs. We also identify the most effec-091

tive approach and LLM, among other insights (§4).092

To illustrate the application of the proposed meth-093

ods and address the lack of data for extensive edit094

analysis, we use our models to create Re3-Sci2.0, a095

large-scale dataset with 1,780 scientific document096

revisions and 94,482 labeled edits across various re-097

search domains (§5). This dataset enables the first098

in-depth science-of-science (Fortunato et al., 2018)099

analysis of scientific revision success and human100

editing behavior across research domains (§5.3).101

Our work thus makes four key contributions:102

• A general framework for fine-tuning LLMs103

for classification tasks, with four approaches104

and various training strategies.105

• Extensive experiments on EIC, and systematic106

comparisons of different approaches, training107

2Note that direct performance comparison is not possible
due to different datasets, label sets and data sizes, but they
illustrate the inherent difficulty of EIC despite data variations.

strategies, PLMs and LLMs. 108

• A large dataset of 1,780 scientific document 109

revisions with 94,482 edits, annotated by our 110

best model, which achieves a macro average 111

F1 score of 84.3. 112

• A first in-depth science-of-science analysis of 113

scientific revision success and human editing 114

behavior across various scholarly domains. 115

Our work paves the path towards systematically 116

investigating the use of LLMs for classification 117

tasks. Our experiments yield substantial results in 118

the challenging EIC task. The resulting large-scale 119

dataset facilitates empirical analysis of human edit- 120

ing behavior in academic publishing and beyond. 121

2 Related Work 122

#label #train #test acc. method
Zhang et al. (2016) 8 1,757 10CV 58.8* FE
Yang et al. (2017) 13 5,777 10CV 59.7* FE
Kashefi et al. (2022) 9 3,238 5CV 68 FE
Du et al. (2022) 5 3,254 364 49.4* PLM
Jiang et al. (2022) 4 600 200 84.4 PLMs
Jiang et al. (2022) 9 600 200 79.3 PLMs
Ruan et al. (2024) 5 2,234 8,936 70 LLM (inst)
Ours 5 7,478 2,312 85.6 PLMs & LLMs

Table 1: Comparison of related works on EIC, including
counts of unique intent labels, training and test sam-
ples, best accuracy (or *macro average F1 scores), and
explored methods. nCV: n-fold cross-validation. FE:
feature engineering.

Edit Intent Classification. Identifying the under- 123

lying intent of textual edits is a challenging yet 124

underexplored task, with only a few studies con- 125

tributing taxonomies, datasets and methodologies. 126

Among these, several works (Zhang et al., 2016; 127

Yang et al., 2017; Kashefi et al., 2022) have investi- 128

gated various feature engineering techniques and 129

employed basic classifiers such as SVM (Cortes 130

and Vapnik, 1995), MULAN (Tsoumakas et al., 131

2011), and XGBoost (Chen and Guestrin, 2016). 132

Other studies (Du et al., 2022; Jiang et al., 2022) 133

explored fine-tuning PLMs such as RoBERTa (Liu 134

et al., 2019), T5 (Raffel et al., 2020), and PURE 135

(Zhong and Chen, 2021). Ruan et al. (2024) is the 136

first application of LLMs for EIC. However, it is 137

limited to using Llama2-70B (Touvron et al., 2023) 138

with instruction tuning, without any fine-tuning. As 139

outlined in Table 1, our work is the first to system- 140

atically compare different fine-tuning approaches 141

for a broad set of PLMs and LLMs using various 142

training strategies for EIC, achieving substantial 143

progress in this challenging task. 144
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Figure 2: Proposed approaches with a systematic investigation of the key components: input types (red), language
models (green), and transformation functions (yellow). See §3 and §4 for details.

LLMs for Classification. Previous studies have145

utilized LLMs for classification, primarily aiming146

to generate label strings within the output tokens147

through instruction tuning (Qin et al., 2023; Sun148

et al., 2023; Peskine et al., 2023; Milios et al., 2023;149

Patwa et al., 2024). Few studies have enhanced150

LLMs to generate label text through supervised151

fine-tuning (Parikh et al., 2023) and active learn-152

ing (Rouzegar and Makrehchi, 2024). Additionally,153

recent studies (Lee et al., 2024; Kim et al., 2024;154

Meng et al., 2024) have demonstrated the superi-155

ority of LLMs as embedding models on MTEB3156

(Muennighoff et al., 2023), an extensive text em-157

bedding benchmark where embeddings are pro-158

cessed by additional classifiers. However, there is159

a lack of a holistic framework for systematically160

investigating the encoding capabilities of LLMs161

in end-to-end fine-tuning paradigms. We are the162

first to address the gap by proposing encoding-163

based methodologies that extensively investigate164

and fine-tune LLMs as supervised classification165

models, systematically comparing these method-166

ologies with the generation-based approach within167

a unified framework. While this work focuses168

on the challenging and crucial EIC task (§1), our169

methodologies and the framework are applicable170

to a wide range of classification tasks.171

3 Framework172

We investigate four distinct approaches to fine-tune173

LLMs for classification (§3.1), use various training174

strategies including three input types (§3.2) and175

five transformation functions (§3.3), systematically176

3https://huggingface.co/blog/mteb

comparing different language models (§3.4). 177

3.1 Approaches 178

We illustrate the proposed approaches to text clas- 179

sification using the EIC task. We formulate it as a 180

multi-label classification task involving a sentence 181

edit pair e(So, Sn), where So represents the origi- 182

nal sentence and Sn denotes the new sentence after 183

the edit. In cases of sentence additions or deletions, 184

only the single added/deleted sentence (Sn/So) is 185

provided, while the corresponding pair sentence 186

remains empty. The objective is to predict an edit 187

intent label l from a set of k possible labels L. As 188

illustrated in Figure 2, 189

• Approach Gen addresses the task as a text 190

generation task, aiming to produce the label 191

string within the output tokens from input text 192

that includes the task instruction, the old sen- 193

tence So, and the new sentence Sn. 194

• Approach SeqC treats the task as a sequence 195

classification task using LLMs equipped with 196

a linear classification layer on top. It utilizes 197

the last hidden states of the last token (u) as 198

the input embedding for classification. The 199

linear layer transforms u of the model size d 200

into a k-dimensional logit vector, where the 201

maximum value indicates the predicted label. 202

• Approach SNet employs a Siamese architec- 203

ture for sequence classification. It processes 204

the two sentences independently through twin 205

Siamese LLMs, producing o and n (represent- 206

ing the last token of each), for the old and 207

new sentences respectively. A transformation 208

function f (§3.3) combines these into a single 209

representation u for classification. 210

3
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• Approach XNet employs a cross network211

to process both sentences simultaneously212

through a single LLM, extracting the last-213

token embeddings o and n for the old and new214

sentences respectively. They are then merged215

into a single representation u by a transforma-216

tion function f for classification.217

3.2 Input Tuning218

The input text, indicated by red blocks in Fig-219

ure 2, comprises three components: the task in-220

struction (inst), the original sentence So and the221

new sentence Sn. The task instruction outlines222

the task’s objective and specifies the possible la-223

bels. The input text is provided in two different224

formats: (1) natural input, which includes only225

the content of the instruction and the sentences,226

and (2) structured input, where the content is en-227

closed within specific structure tokens such as228

<instruction></instruction>, <old></old>, and229

<new></new>. In our experiments, we tune the230

presence of task instructions and the input text for-231

mats to explore their effects (§4). Examples of232

input texts are displayed in Table 7 in §A.233

3.3 Transformation Functions234

In approaches SNet and XNet, the representations235

of the old and new sentences, o and n, can be com-236

bined into a single representation u using five dif-237

ferent transformation functions f :238

fdiff : u = n− o (1)239

240
fdiffABS : u = |n− o| (2)241

242
fn−diffABS : u = n⊕ |n− o| (3)243

244
fn−o : u = n⊕ o (4)245

246
fn−diffABS−o : u = n⊕ |n− o| ⊕ o (5)247

where ⊕ represents vector concatenation, - denotes248

vector subtraction, and | | indicates that absolute249

values are taken from the subtraction. The five250

transformation functions are systematically evalu-251

ated in our experiments (§4).252

3.4 Language Models253

The proposed approaches are intended for systemat-254

ically investigating fine-tuning LLMs but are read-255

ily extendable to other language models (LMs). We256

explore eight of the most advanced LLMs: GPT-j257

(Wang and Komatsuzaki, 2021), Mistral-Instruct258

(Jiang et al., 2023), Llama2-7B and Llama2-7B-259

Chat (Touvron et al., 2023), Llama2-13B and260

Llama2-13B-Chat (Touvron et al., 2023), Llama3- 261

8B and Llama3-8B-Instruct4, and compare them 262

with two small PLMs: T5 (Raffel et al., 2020) and 263

RoBERTa (Liu et al., 2019). Details on model se- 264

lection and an overview of the chosen LLMs and 265

PLMs are provided in §A. 266

4 Results and Discussion 267

4.1 Data and Experimental Details 268

For our experiments, we seek a high-quality dataset 269

with a sufficient number of samples for fine-tuning. 270

Re3-Sci (Ruan et al., 2024) is such a dataset, which 271

comprises 11,566 high-quality human-labeled sen- 272

tence edits from 314 document revisions. We di- 273

vide the dataset into training, validation, and test 274

sets with 7,478/1,776/2,312 edits. Re3-Sci catego- 275

rizes edit intents into five distinct labels: Grammar 276

and Clarity for surface language improvements, 277

Fact/Evidence and Claim for semantic changes in 278

factual content or statements, and Other for all 279

other cases. The task is thus formulated as a 5-label 280

classification challenge given a sentence revision 281

pair (§3.1). We fine-tune all linear layers of the 282

LLMs using QLoRA (Dettmers et al., 2023). The 283

PLMs are fully fine-tuned with all weights being di- 284

rectly updated. For approach Gen, the output token 285

limit is set to ten. We define Answer Inclusion Rate 286

(AIR) as the percentage of samples where a label 287

string falls within the ten output tokens, regardless 288

of correctness. Further details are provided in §B. 289

4.2 Discussion 290

Table 2 shows the performance of human annota- 291

tors and instruction tuning baselines using GPT-4 292

and Llama2-70B (details in §B), as well as the per- 293

formance from approaches Gen and SeqC, compar- 294

ing various input types. Table 3 presents the com- 295

parative results of approaches SNet and XNet, eval- 296

uating different transformation functions. Based on 297

these results, we address five research questions: 298

RQ1: Are fine-tuned LLMs good edit intent clas- 299

sifiers compared to fully fine-tuned PLMs and 300

instruction-tuned larger LLMs? Our results sug- 301

gest that LLMs can be effectively enhanced to serve 302

as good edit intent classifiers with our optimal ap- 303

proaches, outperforming larger instruction-tuned 304

LLMs and fully fine-tuned PLMs. First, we com- 305

pare our best results with the baselines. Bold texts 306

in Table 2(b) indicate that approach SeqC with ei- 307

ther Llama2-13B or Llama3-8B-Instruct achieves 308

4https://github.com/meta-llama/llama3
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Baselines
size acc. m. f1 AIR acc. m. f1 AIR

Human - 90.2 89.7 100
zero-shot ICT+CoT

GPT-4 - 45.5 37 99.9 64.8 60.9 100
Llama2-70B (2024) 70B - - - 70† 69† 100

(a). Gen
NFT Baselines Fine-tuned Models

1⃝ inst + natural input 2⃝ inst + structured input
base LM size acc. m. f1 AIR acc. m. f1 AIR acc. m. f1 AIR
T5 220M 1.2 1.5 4.8 79.9 78.1 100 78.3 (↓1.6) 78.0 (↓0.1) 100
GPT-j 6B 12.6 9.3 68.9 32.8 17.5 97.6 21.2 (↓11.6) 12.8 (↓4.7) 86.8 (↓10.8)
Mistral-Instruct 7B 28.0† 20.0† 99.9 68.5 63.4 100 62.8 (↓5.7) 59.2 (↓4.2) 100
Llama2-7B 7B 21.4 10.2 78.2 34.3 24.7 100 60.4 (↑26.1) 39.7 (↑15.0) 88.7 (↓11.3)
Llama2-7B-Chat 7B 12.1 7.2 85.2 63.0 49.2 100 72.4 (↑9.4) 45.8 (↓3.4) 88.5 (↓11.5)
Llama2-13B 13B 13.8 4.3 93.3 50.9 32.9 99.9 73.4 (↑22.5) 56.3 (↑23.4) 85.9 (↓14.0)
Llama2-13B-Chat 13B 0.5 1.6 2.0 75.5 72.9 100 83.6 (↑8.1) 82.8 (↑9.9) 100
Llama3-8B 8B 14.0 11.1 77.8 79.4 65.9 95.4 83.3 (↑3.9) 68.4 (↑2.5) 99.9 (↑4.5)
Llama3-8B-Instruct 8B 12.6 14.4 47.3 84.1† 82.4† 100 84.7† (↑0.6) 83.7† (↑1.3) 100

(b). SeqC
NFT Baselines Fine-tuned Models

1⃝ natural input 2⃝ structured input 3⃝ inst + structured input
base LM size acc. m. f1 acc. m. f1 acc. m. f1 acc. m. f1
RoBERTa 125M 22.5 7.3 78.4 75.8 79.8 (↑1.4) 78.4 (↑2.6) 78.8 (↓1) 75.8 (↓2.6)
GPT-j 6B 16.0 11.2 81.1 79.2 81.3 (↑0.2) 80.0 (↑0.8) 82.2 (↑0.9) 80.8 (↑0.8)
Mistral-Instruct 7B 15.7 9.1 83.3 81.9 52.4 (↓30.9) 32.8 (↓49.1) 48.8 (↓3.6) 32.4 (↓0.4)
Llama2-7B 7B 22.4 14.1† 82.7 81.5 84.3 (↑1.6) 83.3 (↑1.8) 84.5 (↑0.2) 83.0 (↓0.3)
Llama2-7B-Chat 7B 24.2 12.5 81.6 80.1 84.4 (↑2.8) 82.8 (↑2.7) 83.8 (↓0.6) 82.1 (↓0.7)
Llama2-13B 13B 15.5 5.4 84.0 82.0 84.9 (↑0.9) 84.1 (↑2.1) 85.4† (↑0.5) 84.3† (↑0.2)
Llama2-13B-Chat 13B 26.9 13.0 83.0 81.5 84.2 (↑1.2) 82.5 (↑1.0) 85.1 (↑0.9) 83.7 (↑1.2)
Llama3-8B 8B 35.6† 13.0 84.1 82.3† 84.2 (↑0.1) 83.1 (↑0.8) 46.8 (↓37.4) 26.4 (↓56.7)
Llama3-8B-Instruct 8B 10.6 9.0 84.4† 82.2 85.6† (↑1.2) 84.3† (↑2.1) 83.4 (↓2.2) 81.9 (↓2.4)

Table 2: Results of human and instruction tuning baselines, approaches (a) Gen and (b) SeqC. Reported are accuracy
(acc.), macro average F1 score (m. f1) and Answer Inclusion Rate (AIR) on the test set. For each base LM, we
compare the performance of the non-fine-tuned model with that of models fine-tuned using different input formats,
noting performance differences in parentheses. The best-performing setting for each LM is underlined, and † denotes
the best-performing LM within each setting. The best metrics from each approach are highlighted in bold.

the highest macro average F1 score of 84.3. This309

result notably exceeds the GPT-4 baselines, both310

in a zero-shot setting and when enhanced with ICL311

and CoT. It also surpasses an instruction-tuned312

Llama2-70B, as reported by Ruan et al. (2024).313

Then, we compare the results from fine-tuning314

LLMs and PLMs. Table 2(b) shows that using the315

encoding-based approach SeqC, all eight LLMs sur-316

pass a fully fine-tuned RoBERTa in most settings,317

highlighting the superior encoding capabilities of318

LLMs. Table 2(a) shows that using approach Gen,319

Llama2-13B-Chat, Llama3-8B, and Llama3-8B-320

Instruct can achieve better or comparable results321

to a fully fine-tuned T5. The favorable results in322

Table 3(d) indicate that fine-tuning via XNet also323

effectively enhances LLMs as edit intent classifiers.324

RQ2: Which LLMs are more effective as edit325

intent classifiers? Overall, an analysis of the best-326

performing models, marked with † in Tables 2 and327

3, reveals that the largest 13B Llama2 models and328

the latest 8B Llama3 models outperform others in329

most cases. Using the Gen approach (Table 2(a)),330

the instruction-fine-tuned versions of LLMs con- 331

sistently and substantially outperform their non- 332

instruction-fine-tuned counterparts, which may be 333

attributed to their improved understanding of in- 334

structions. In SeqC (Table 2(b)), the non-Chat ver- 335

sions of the Llama2 models slightly outperform 336

their Chat version counterparts. However, Llama3- 337

8B-Instruct outperforms Llama3-8B using SeqC, 338

particularly with more complex inputs (further dis- 339

cussion in RQ4). In approaches SNet and XNet 340

(Table 3), there are no substantial or consistent per- 341

formance differences among the LLMs. 342

RQ3: Which approach is most effective? Over- 343

all, approach SeqC demonstrates superior perfor- 344

mance, answer inclusion rate (AIR), and inference 345

efficiency. Regarding AIR, Table 2(a) indicates 346

that generative models encounter AIR issues even 347

after fine-tuning. This suggests that the generation- 348

based approach is not optimal in practice due to 349

its lack of robustness and difficulty in control. The 350

other encoding-based approaches achieve perfect 351

AIR. In terms of performance, approaches SeqC 352
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(c). SNet
1⃝ diff 2⃝ diffABS 3⃝ n-diffABS 4⃝ n-o 5⃝ n-diffABS-o

base LM acc. m. f1 acc. m. f1 acc. m. f1 acc. m. f1 acc. m. f1
Llama2-7B 61.5 60.5 69.7 69.5 68.5 68.0 60.8 58.8 67.7 68.0†

Llama2-7B-Chat 60.7 56.5 72.4 71.4 65.4 64.7 58.7 55.3 68.5† 67.6
Llama2-13B 62.4 59.3 73.1 72.4 67.5 67.2 61.0† 59.1† 66.0 67.2
Llama2-13B-Chat 63.7† 61.6† 69.4 69.3 66.9 66.3 60.4 57.9 66.0 65.3
Llama3-8B 61.0 57.4 70.6 69.8 69.8† 68.7† 58.6 56.6 64.8 63.8
Llama3-8B-Instruct 59.9 56.6 73.3† 72.9† 61.2 54.7 60.6 58.4 61.2 54.7

(d). XNet
1⃝ diff 2⃝ diffABS 3⃝ n-diffABS 4⃝ n-o 5⃝ n-diffABS-o

base LM acc. m. f1 acc. m. f1 acc. m. f1 acc. m. f1 acc. m. f1
Llama2-7B 83.0 81.4 84.4 83.1 84.5 82.8 83.6 82.2 83.2 81.6
Llama2-7B-Chat 84.3 83.2 83.6 81.9 83.6 82.4 83.3 81.4 83.2 81.8
Llama2-13B 84.3 82.7 84.0 82.7 85.0 83.9† 84.4 83.4 84.6† 83.7†

Llama2-13B-Chat 84.3 82.9 85.2† 83.7† 84.5 83.6 84.9 83.7† 84.6† 83.3
Llama3-8B 83.7 82.4 84.1 82.4 84.7 83.6 76.7 73.7 83.5 82.1
Llama3-8B-Instruct 84.4† 83.4† 84.5 83.2 85.1† 83.7 85.1† 83.7† 84.1 83.3

Table 3: Results of approaches (c) SNet and (d) XNet. Reported are accuracy (acc.) and macro average F1 score
(m. f1) on the test set. For each base LM, we compare the performance of models fine-tuned using different
transformation functions (§3.3). The best-performing setting for each LM is underlined, † denotes the best-
performing LM within each setting. The best metrics from each approach are in bold.

and XNet are superior. The Siamese network (SNet)353

consistently and substantially underperforms the354

cross network (XNet) when using the same LLMs355

and transformation functions (Table 3). Inference356

efficiency is measured by the number of samples357

processed per second during inference. This metric358

is particularly important when applying the model359

to large datasets. Figure 5 in §C compares the360

three metrics for the four approaches using Llama2-361

13B as the base LM. Approach SeqC achieves per-362

fect AIR, the best performance, and a 12x infer-363

ence speedup compared to approach Gen and a 4x364

speedup compared to SNet and XNet.365

RQ4: What are the effects of the input types?366

Now, we examine the ablation results detailed in367

parentheses in Table 2. Table 2(a) shows that us-368

ing structured input instead of natural language369

input improves performance for the Llama2 mod-370

els in approach Gen, though it may decrease AIR.371

However, for GPT-j and Mistral-Instruct, structured372

input has a substantial negative impact. Table 2(b)373

shows that in approach SeqC, using structured in-374

puts positively impacts RoBERTa and all LLMs375

except for Mistral-Instruct. Adding the task in-376

struction to structured inputs has minimal effects377

on most models, however, it particularly negatively378

impacts Llama3-8B.379

RQ5: What are the effects of the transformation380

functions? We examine the most effective transfor-381

mation functions, indicated by the most frequently382

underlined columns in Table 3. Table 3(c) indi-383

cates that when using SNet, fdiffABS substantially384

outperforms all other functions across all LLMs.385

When using XNet, the best-performing functions 386

are fn−diffABS , fdiffABS and fdiff , as shown in 387

Table 3(d). However, the differences across the 388

transformation functions are not substantial. 389

5 Application: Re3-Sci2.0 390

The original Re3-Sci dataset contains only 314 doc- 391

uments covering limited research domains, thus 392

constraining in-depth science-of-science analysis 393

of how humans improve scientific quality through 394

revisions and how their document-based editing be- 395

havior varies across domains. Having determined 396

the optimal approach for EIC among the consid- 397

ered ones, we apply our best-performing model 398

to create Re3-Sci2.0: the first large-scale corpus 399

of academic document revisions for edit analysis 400

across research domains. 401

5.1 Data Collection and Labeling 402

Re3-Sci is built upon F1000RD (Kuznetsov et al., 403

2022) and the ARR-22 subset of NLPeer (Dycke 404

et al., 2023), which include revisions of scientific 405

papers and associated reviews. We extend the Re3- 406

Sci dataset by annotating the remaining documents 407

from the two source corpora totaling 1,780 scien- 408

tific document revisions: 325 from NLPeer and 409

1,455 from F1000RD. 410

The automatic annotation consists of two steps: 411

(1) Revision Alignment (RA) to identify sentence 412

revision pairs as well as additions and deletions of 413

sentences, and label them with action labels "Mod- 414

ify", "Add" or "Delete". We fine-tune a Llama2- 415

13B classifier using SeqC achieving an accuracy of 416
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99.3%, and employ a two-stage method as detailed417

in §D.1. (2). EIC to label the identified edits with418

intent labels. We use the best-performing Llama2-419

13B5 classifier (§4), as it achieves the best perfor-420

mance, perfect AIR and high inference efficiency.421

A human evaluation of 10 randomly selected doc-422

uments with 348 edits reveals 100% accuracy for423

RA and 90.5% accuracy for EIC (details in §D.2).424

5.2 Basic Statistics and Subsets425

The Re3-Sci2.0 dataset includes 1,780 document426

revisions with 94,482 edits, each annotated with427

action and intent labels. The 325 documents from428

NLPeer are all from the NLP field (nlp), whereas429

the documents from F1000RD fall into three main430

subject domains: Natural Sciences (nat), Medi-431

cal and Health Sciences (med) and Social Sciences432

(soc). Specific documents from the medical domain433

that provide brief reports on individual medical434

cases are separated from standard medical research435

papers to form a distinct case category. Similarly,436

documents from the natural sciences domain that437

provide technical reports on software or tools, pri-438

marily from computational biology, are separated439

into the tool category. §D.3 provides detailed defi-440

nitions of the research domains and document cate-441

gories, Table 4 presents statistics for each subset.442

doc. edit d_word d_sent. d_edit
all 1,780 94,482 4,650 201 53
nlp 325 29,782 5,775 262 92
case (med) 112 2,248 2,118 100 20
med 208 7,521 4,616 193 36
tool (nat) 162 7,143 3,505 170 44
nat 349 18,834 5,001 210 54
soc 46 2,466 4,888 206 54

Table 4: Re3-Sci2.0 statistics and subsets. Presented are
counts of documents and total sentence edits, and aver-
age counts of words, sentences and edits per document.

5.3 Analysis of Editing Behavior443

As a resource, Re3-Sci2.0 enables new empirical in-444

sights into the text editing behavior in the academic445

domain. We illustrate this analysis by investigating446

the following research questions:447

RQ1: How do successful revisions enhance sci-448

entific quality compared to unsuccessful ones?449

We interpret increased review scores between docu-450

ment versions as indicators of successful revisions451

and improvements in scientific quality (more de-452

tails in §E.1). We investigate the focus of authors’453

5We did not use the Llama3 classifiers since Llama3 was
released after our auto-annotation process was completed.

revisions by analyzing the document-based propor- 454

tions of edit action and intent combinations as key 455

variables. A value of 1 is assigned to successfully 456

revised documents with increased review scores 457

and 0 to unsuccessful ones. We then fit a binary 458

logistic regression model to predict revision suc- 459

cess, which is statistically significant with an LLR 460

p-value of 0.001. Table 5 shows that focusing on 461

modifications to enhance clarity and claims, and 462

additions of new facts or evidence, significantly 463

and positively influences the success of revisions. 464

Additionally, Table 10 in §E.1 indicates that suc- 465

cessful revisions include significantly more edits 466

compared to unsuccessful ones.

coef p-value
Add, Fact/Evidence 0.9341 0.003
Add, Claim 0.6116 0.221
Delete, Fact/Evidence 2.0920 0.061
Delete, Claim 2.9626 0.076
Modify, Grammar -0.5324 0.161
Modify, Clarity 1.0723 0.004
Modify, Fact/Evidence 0.3506 0.347
Modify, Claim 3.3392 0.040

Table 5: Results of the binary logistic regression. Pre-
sented are the regression coefficients for the variables.
Bold values indicate statistical significance (p < 0.05).

467
RQ2: How do human editing behaviors differ 468

across various research domains and document 469

categories? To analyze human editing behaviors, 470

we examine the proportions of action and intent 471

combinations to reflect authors’ editing focus (Fig- 472

ure 4) and analyze the distribution of edits across 473

documents to identify editing location (Figure 3). 474

A Kullback–Leibler Divergence (KL) analysis of 475

the distributions across research domains and doc- 476

ument categories is shown in Figure 7 in §E.2. 477

Analysis indicates that human editing behav- 478

iors are consistent within the same research do- 479

main, despite variations in document categories. 480

For example, consider the case and med categories, 481

both from the medical domain. Table 4 here and 482

Figure 6 in §E.2 show that medical case reports 483

(case) are generally shorter with fewer edits com- 484

pared to other documents in the medical sciences 485

(med). However, the revision focus of the authors 486

appears similar, as illustrated in Figure 4b and Fig- 487

ure 4c. This similarity is further substantiated by 488

the low KL values between case and med shown in 489

Figure 7c in §E.2. The revision locations for both 490

action and intent in case and med are also similar, 491

as evidenced by comparing Figure 3b and Figure 492

3c, as well as Figure 3h and Figure 3i. These sim- 493
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(a) nlp: action
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(c) med: action
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(d) tool: action
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(e) nat: action

0

5

10

15

20

0-1
0%

10
-20
%

20
-30
%

30
-40
%

40
-50
%

50
-60
%

60
-70
%

70
-80
%

80
-90
%

90
-10
0%

Modify Delete Add

(f) soc: action

0

5

10

15

20

0-1
0%

10
-20
%

20
-30
%

30
-40
%

40
-50
%

50
-60
%

60
-70
%

70
-80
%

80
-90
%

90
-10
0%

O Cm F Cy G

(g) nlp: intent
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(i) med: intent
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(j) tool: intent
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(k) nat: intent
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(l) soc: intent

Figure 3: Edit action and intent labels distribution over documents. The x-axis represents the relative sentence
positions within documents. G: Grammar, Cy: Clarity, F: Fact/Evidence, Cm: Claim, O: Other.
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Figure 4: Combinations of edit action and intent labels
across various categories. A: Add, D: Delete, M: Mod-
ify, G: Grammar, Cy: Clarity, F: Fact/Evidence, Cm:
Claim, O: Other.

ilarities are supported by low KL scores between494

case and med in both Figure 7a and Figure 7b. Sim-495

ilarly, when comparing tool and nat across Figures496

3, 4 and 7, it is evident that human editing focus and497

location are consistent within the natural sciences,498

regardless of different document categories.499

Regarding editing focus, Figure 4 indicates that500

authors in the medical domain (case and med) and501

natural sciences (tool and nat) tend to make fewer502

deletions. In contrast, authors in NLP (nlp) and503

social sciences (soc) make more deletions, with the504

former emphasizing Fact/Evidence and the latter505

focusing more on Claim. Figure 7c in §E.2 further506

shows that the social sciences domain differs most507

substantially from other domains in terms of editing508

focus, as indicated by the high KL scores between509

soc and other domains. Regarding editing location,510

Figure 3 illustrates that in NLP, the final parts of511

documents are most frequently revised, primarily512

through additions and deletions of Fact/Evidence513

and Claim. In medical sciences (case and med), the514

70-90% range of relative document positions is in-515

tensively revised, characterized by more additions516

and claim changes compared to other locations. In 517

natural sciences (tool and nat) and social sciences 518

(soc), edits tend to be more evenly distributed. 519

6 Conclusion 520

We have introduced a general framework for fine- 521

tuning LLM classifiers, including four approaches, 522

various LLM families, and training strategies. Ex- 523

periments on EIC have demonstrated the strong en- 524

coding capabilities of LLMs. Our findings suggest 525

that LLMs can be effectively fine-tuned as intent 526

classifiers, outperforming fully fine-tuned PLMs 527

and most advanced larger LLMs with instruction 528

tuning. Among the approaches, the encoding-based 529

SeqC approach has shown superiority in model 530

performance, inference efficiency, and answer in- 531

clusion, while the cross network (XNet) also per- 532

forms strongly. Using the best model achieving 533

a macro average F1 score of 84.3, we have anno- 534

tated a large-scale dataset of scientific document 535

revisions, enabling in-depth empirical analysis of 536

revision success and human editing behavior across 537

various research domains. Our illustratory analysis 538

suggests that (1) focus on Clarity and Claim modi- 539

fications and Fact/Evidence additions significantly 540

and positively impacts revisions success; (2) human 541

editing focus and location remain consistent within 542

the same research domain regardless of document 543

categories but vary substantially across different 544

domains. Our work paves the way for systematic 545

investigation of LLMs for classification tasks and 546

beyond. The general experimental framework is 547

applicable to a wide range of classification tasks. 548

The annotated dataset provides a robust foundation 549

for multifaceted science-of-science research. The 550

annotation models and processes can be applied to 551

other domains as relevant data becomes available. 552
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Limitations553

This study has several limitations that should be554

considered when interpreting the results. From a555

task and modeling perspective, this work focuses556

on edit intent classification, aiming to address this557

complex, challenging, yet underexplored task and558

facilitate crucial but understudied real-world appli-559

cations for science-of-science analysis. The exper-560

imental results and discussions may not directly561

apply to other classification tasks. However, the562

proposed approaches and training strategies can be563

readily adapted to a wide range of classification564

tasks using our experimental framework, which we565

leave for future work.566

From a data and analysis standpoint, the study’s567

focus on English-language scientific publications568

stems from the limited availability of openly li-569

censed scholarly publications in other languages.570

The use of Re3-Sci is driven by the need for571

high-quality and sufficiently large datasets for fine-572

tuning. Exploring the transferability of our findings573

to new languages, domains, and editorial work-574

flows represents a promising direction for future575

research. When new data becomes available, our576

publicly available models can be used for anno-577

tation and analysis. Additionally, our experimen-578

tal framework facilitates easy fine-tuning on other579

datasets and allows for systematic comparisons of580

various approaches and training strategies.581

Finally, we highlight that our analysis serves an582

illustrative purpose. Its primary goal is to inspire583

researchers from other related disciplines to utilize584

natural language processing-based analysis in an-585

swering new questions about research work and586

scientific publishing. Enabled by the new dataset587

and methods, we leave the in-depth investigation588

of human editing behavior across research commu-589

nities for future research.590

Ethics Statement591

Re3-Sci and both subsets of the source data are592

licensed under CC-BY-NC 4.0, ensuring that the593

construction and use of our dataset comply with594

licensing terms. Our annotated dataset is available595

under a CC-BY-NC 4.0 license. The automatic an-596

notation and analysis process does not involve the597

collection of any personal or sensitive information.598

For privacy protection, author metadata has been599

omitted from the data release.600
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A Framework 824

Input Tuning. Table 7 provides examples of input 825

texts in various settings, see §3.2 for details on 826

input tuning. 827

Language Models. We select the LLMs based 828

on four criteria: (1) they should be open-sourced 829

to ensure reproducibility; (2) they should have a 830

reasonable size to allow fine-tuning with moder- 831

ate computing resources, while still varying in size 832

(ranging from 6B to 13B) to assess the impact of 833

model size; (3) there should be both instruction- 834

fine-tuned and non-instruction-fine-tuned versions 835

to study their performance differences and evalu- 836

ate the effectiveness of instruction fine-tuning for 837

different approaches (see RQ2 in §4.2), and (4) 838

they should be recent and proven to be state-of- 839

the-art or advanced on extensive NLP benchmarks 840

(Zellers et al., 2019; Lin et al., 2022; Muennighoff 841

et al., 2023). For the generation-based approach, 842

we select an encoder-decoder PLM specifically 843

designed for text-to-text generation to align with 844

the approach’s design. For the encoding-based ap- 845

proach, we use an encoder-only transformer model 846

to assess its encoding capabilities in comparison 847

to LLMs. Table 8 compares the models’ features, 848

including parameter size, number of layers, model 849

dimension and architecture.

base LM r a d acc. m.f1 AIR
(a). Text generation

Llama2-13B-Chat 16 16 0.1 81.5 80.7 100
128 16 0.1 81.8 81.1 100
128 128 0.1 82.4 81.5 100
256 16 0.1 80.8 80.7 100
256 128 0.1 83.1 68.2 99.9
256 256 0.1 83.6 82.8 100
256 512 0.1 79.5 66.1 94.1
512 16 0.1 81.7 66.9 99.9
512 512 0.1 82.3 67.4 99.8
1024 16 0.1 81.5 80.3 100
1024 512 0.1 74 56.3 87.7
1024 1024 0.1 84.5 68.9 99.9
2048 16 0.1 81.7 67.1 99.9
2048 2048 0.1 82 80.7 100

(b). Sequence Classification
Llama2-7B-Chat 16 16 0.1 83.9 82.2 100

64 64 0.1 83.7 82.3 100
128 128 0.1 84.4 82.8 100
128 128 0.2 84.1 82.5 100
256 256 0.1 83.8 82.0 100
512 512 0.1 81.7 80.5 100

Table 6: Hyperparameters tuning. r: LoRA rank, a:
LORA alpha, d: dropout. acc.: accuracy, m.f1: marco
F1 score, AIR: Answer Inclusion Rate.
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(a) Gen 1⃝ inst + natural input
Instruction: Classify the intent of the following sentence edit. The possible labels are: Grammar, Clarity,
Fact/Evidence, Claim, Other.
INPUT:
OLD: The model is trained in a NVIDIA GeForce RTX 2080Ti GPU.
NEW: The model is trained in an NVIDIA GeForce RTX 2080Ti GPU.
RESPONSE:

2⃝ inst + structured input
<instruction>
Classify the intent of the following sentence edit. The possible labels are: Grammar, Clarity,
Fact/Evidence, Claim, Other.
</instruction>
<input>
<old> The model is trained in a NVIDIA GeForce RTX 2080Ti GPU. </old>
<new> The model is trained in an NVIDIA GeForce RTX 2080Ti GPU. </new>
</input>
<response>

(b) SeqC 1⃝ natural input
The model is trained in a NVIDIA GeForce RTX 2080Ti GPU.
The model is trained in an NVIDIA GeForce RTX 2080Ti GPU.

2⃝ structured input
<old> The model is trained in a NVIDIA GeForce RTX 2080Ti GPU. </old>
<new> The model is trained in an NVIDIA GeForce RTX 2080Ti GPU. </new>

3⃝ inst + structured input
Classify the intent of the following sentence edit. The possible labels are: Grammar, Clarity,
Fact/Evidence, Claim, Other.
<old> The model is trained in a NVIDIA GeForce RTX 2080Ti GPU. </old>
<new> The model is trained in an NVIDIA GeForce RTX 2080Ti GPU. </new>

Table 7: Examples of different input types.

B Experimental Details851

We fine-tune all linear layers of the LLMs using852

QLoRA (Dettmers et al., 2023), tuning parame-853

ters such as LoRA rank (r), LoRA alpha (a), and854

dropout (d) during initial experiments. Based on855

the results in Table 6, we set the parameters as fol-856

lows: for approach Gen, we set r=256, a= 256,857

d=0.1; for approaches SeqC, SNet, and XNet, the858

settings are r=128, a=128, d=0.1. The small PLMs,859

T5 and RoBERTa, are fully fine-tuned with all860

weights being directly updated.861

For approach Gen, the output token limit is set862

to ten. We define the metric Answer Inclusion Rate863

(AIR) as the percentage of samples where a label864

string falls within the ten output tokens regardless865

of correctness. If the output tokens do not contain866

any label string, the prediction is considered a fail-867

ure. When using RoBERTa for approach SeqC, the868

the first token representation is used as the input869

for classification.870

For all approaches and base LMs, the models871

are fine-tuned for ten epochs on the training set,872

with checkpoints saved after each epoch. The final873

model selection is determined based on evaluation 874

results from the validation set, and its performance 875

is subsequently assessed on the test set. For ap- 876

proaches SeqC, SNet, and XNet, a single NVIDIA 877

A100 or H100 GPU with 80GB memory is utilized. 878

Approach Gen requires two such GPUs. 879

In Table 2, the human performance is calcu- 880

lated from individual human annotations in Re3-Sci 881

and the gold labels aggregated by majority voting. 882

For the GPT-4 baselines, the gpt-4-turbo model re- 883

leased in April 2024 was used. GPT-4 (ICL+CoT) 884

uses the default ICL examples and CoT formats 885

provided by Ruan et al. (2024). In Table 3, the 886

structured input format (§3.2) without task instruc- 887

tions is used. 888

C Discussion 889

Figure 5 compares the three metrics for the four 890

approaches using Llama2-13B as the base LM. Ap- 891

proach SeqC achieves perfect AIR, the best per- 892

formance, and a 12x inference speedup compared 893

to approach Gen and a 4x speedup compared to 894

approaches SNet and XNet. 895
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models size #layers dim inst architecture
GPT-j (2021) 6B 28 4096 no decoder-only
Mistral-Instruct (2023) 7B 32 4096 yes decoder-only
Llama2-7B (2023) 7B 32 4096 no decoder-only
Llama2-7B-Chat (2023) 7B 32 4096 yes decoder-only
Llama2-13B (2023) 13B 40 5120 no decoder-only
Llama2-13B-Chat (2023) 13B 40 5120 yes decoder-only
Llama3-8B (2024) 8B 32 4096 no decoder-only
Llama2-8B-Chat (2024) 8B 32 4096 yes decoder-only
RoBERTa-base (2019) 125M 12 768 no encoder-only
T5-base (2020) 220M 12 768 no encoder-decoder

Table 8: Language model comparisons. Presented are the parameter size, number of layers, model dimension,
whether the model is fine-tuned for instruction-following, and the transformer architecture of each model.

0

25

50

75

100

Gen SeqC SNet XNet

Performance Efficiency AIR

Figure 5: Approaches comparison. AIR: Answer In-
clusion Rate, performance: accuracy, efficiency: the
number of samples processed per second during infer-
ence.

D Auto-annotation896

D.1 Revision Alignment897

Both source datasets, F1000RD and NLPeer con-898

tain structured documents organized into sections899

and paragraphs, which we refine to sentences using900

the method proposed by Ruan et al. (2024). To901

manage the extensive comparison scope resulting902

from candidate pairs within long document revi-903

sions, we employ a two-stage approach for revi-904

sion alignment. Initially, we utilize the lightweight905

pre-alignment algorithm proposed by Ruan et al.906

(2024), which efficiently identifies candidates and907

accurately extracts revision pairs with a precision908

of 0.99, while maintaining minimal computational909

cost. However, the recall for alignment (0.92) is910

relatively low due to the algorithm’s stringent align-911

ing rules. To address this, we fine-tune a Llama2-912

13B model using approach SeqC with instruction913

and structured input on the revision alignment data914

from Re3-Sci. This achieves a precision of 0.99 for915

non-alignment and a recall of 0.99 for alignment,916

perfectly enhancing the pre-alignment algorithm.917

We selectively apply the fine-tuned model to non-918

aligned candidates identified by the pre-alignment919

algorithm. This approach allows us to identify miss- 920

ing revision pairs without significantly increasing 921

computational overhead. The identified revision 922

pairs are annotated with the action label "Modify". 923

Sentences in the new document that do not align 924

with any in the old document are labeled as "Add", 925

while unmatched sentences in the old document are 926

marked as "Delete". 927

D.2 Human Evaluation 928

A human evaluation of the labeled Re3-Sci2.0 data 929

is conducted, randomly selecting 10 documents 930

with 348 edits. The evaluation reveals 100% ac- 931

curacy for revision alignment, and for edit intent 932

classification, a 90.5% accuracy and a macro av- 933

erage F1 score of 86.4. Table 9 indicates that the 934

failures in edit intent classification are particularly 935

associated with the low-resource "Other" class in 936

the training set (Ruan et al., 2024), while the other 937

classes have substantial F1 scores. 938

D.3 Subject Domains and Document 939

Categories 940

The F1000RD documents fall into three main sub- 941

ject domains according to the F1000RD website6: 942

• Medical and health sciences focuses on the 943

provision of healthcare, the prevention and 944

treatment of human diseases and interventions 945

and technology for use in healthcare to im- 946

prove the treatment of patients. 947

• Natural sciences comprises the branches of 948

science which aim to describe and understand 949

the fundamental processes and phenomena 950

that define our natural world, including both 951

life sciences and physical sciences. 952

6https://f1000research.com/
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class Total Grammar Clarity Fact/Evidence Claim Other
count 348 17 61 158 88 24
metrics Acc. M. F1 P R F1 P R F1 P R F1 P R F1 P R F1

90.5 86.4 73.9 100 85 84.1 95.1 89.2 92.6 94.9 93.8 97.4 85.2 90.9 88.2 62.5 73.2

Table 9: Human evaluation of edit intent classification. Displayed are the overall accuracy (Acc.), macro average F1
score (M. F1), and precision (P), recall (R), and F1 score for each label. The failures are particularly associated with
the low-resource "Other" class in the training set (Ruan et al., 2024), while the other classes have substantial F1
scores.

successful unsuccessful
#Grammar 5.5 6.1
#Clarity 9.3 7.3
#Fact/Evidence 22.0 19.1
#Claim 8.6 5.9
#Other 1.0 0.7
#edits 46.4 39.1

Table 10: Average number of edits per intent per docu-
ment and average number of total edits per document.
Values are bolded if two-sample t-tests indicate a signifi-
cant difference between the successful and unsuccessful
groups, with p<0.05.

• Social sciences subject areas seeks to under-953

stand social relationships, societal issues and954

the ways in which people behave and shape955

our world.956

The six document categories are defined as:957

• nlp: documents from the NLPeer corpus that958

present research on Natural Language Process-959

ing960

• case (med): specific F1000RD documents961

from the medical and health sciences that pro-962

vide short reports on individual medical cases963

• med: other research papers from the med-964

ical and health sciences domain within the965

F1000RD dataset966

• tool (nat): specific F1000RD documents from967

the natural sciences domain that provide tech-968

nical reports on software or tools, primarily969

from computational biology970

• nat: other research papers from the natural971

sciences field within the F1000RD dataset972

• soc: documents from the social sciences do-973

main within the F1000RD dataset974

Documents that do not fit into any domains or be-975

long to more than one domain are excluded from976

the divisions.977

(a) doc length (s) (b) doc edits (s)

Figure 6: Comparison of categories by (a) document
sentence count and (b) sentence edits within documents.

E Edit Analysis 978

E.1 Successful vs. Unsuccessful Revisions 979

We interpret increased reviewer scores as indica- 980

tors of successful revisions and improvements in 981

scientific quality. Reviewers in the F1000RD com- 982

munity evaluate publications using one of three 983

decisions: "reject," "approve-with-reservations," or 984

"approve", which we convert into numeric values.7 985

Document revisions that result in an increased aver- 986

age reviewer score are considered successful, while 987

those that do not are deemed unsuccessful. Among 988

the 849 F1000RD documents with reviewer scores 989

for both initial and final versions, 575 are catego- 990

rized as successful and 274 as unsuccessful. Docu- 991

ments from the NLPeer corpus lack final reviewer 992

scores for their final versions; however, since all 993

are accepted to a venue, we assume that the 325 994

documents have all undergone successful revisions. 995

Given that our objective for RQ1 in §5.3 is to com- 996

pare successful revisions with unsuccessful ones, 997

we utilize the categorized F1000RD documents for 998

the analysis, as the NLPeer documents lack unsuc- 999

cessful samples. 1000

Table 10 shows that successful revisions contain 1001

significantly more edits than unsuccessful ones, par- 1002

ticularly with more changes in Clarity and Claim. 1003

E.2 Editing Behavior across Research 1004

Domains and Document Categories 1005

7"reject":1, "approve-with-reservations":2, "approve":3
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(a) action location

(b) intent location

(c) label combination

Figure 7: Kullback–Leibler (KL) Divergence analysis of
the distributions across categories for (a) action location
(Figure 3, 1st line) (b) intent location (Figure 3, 2nd line)
and (c) edit action and intent combinations (Figure 4).
The higher the KL divergence, the greater the difference
between the distributions.
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