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Abstract

Extent Of Resection (EOR) after surgery is one of the main prognostic factors for patients
diagnosed with glioblastoma. The current standard method for estimating EOR is subject
to high inter- and intra-rater variability, and an automated method for segmentation of
residual tumor in early post-operative MRI could lead to a more accurate estimation of
EOR. In this study we trained neural networks for segmentation of residual tumor tissue
in early post-operative MRI. We introduce a new dataset for this task, consisting of data
from 645 patients from 13 hospitals in Europe and the US. The segmentation performance
of the best model is similar to that of human expert raters, and the results be used to
classify cases of gross total resection and residual tumor with high recall and precision.
Keywords: Post-operative segmentation, Glioblastoma, MRI, Deep Learning

1. Introduction

After surgical removal of glioblastomas, extent of resection (EOR) is one of the main prog-
nostic factors (Coburger et al., 2017). The standard manual method for estimating EOR
has high inter- and intra-rater variability (Berntsen et al., 2020), and an automatic seg-
mentation of the residual tumor from early post-operative MRI scans can give more precise
estimation of the EOR .

Segmentation of glioblastomas from pre-operative MRI scans has received a lot of at-
tention in the literature, motivated by the MICCAI Brain Tumor Segmentation (BRATS)
Challenge (Menze et al., 2015). The current state-of-the-art methods are extensions of the
nnU-Net architecture by (Isensee et al., 2021).

Segmentation of residual tumor in early post-operative MRI scans has been much less
explored, as there is no large dataset openly available for this task. The problem of post-
operative segmentation is inherently more difficult than pre-operative segmentation because
the residual tumor volumes are usually small, and loss functions used to train segmentation
models (e.g., Dice loss) are less stable when applied to small lesions. The previous work
most closely related to ours is the one by (Meier et al., 2017), who in their previous work
presented an automated method based on decision forests for residual tumor segmentation,
based on early post-operative MRI from 19 patients. In this work we introduce a new
dataset consisting of early post-operative MRI scans from 645 patients, and show that
residual tumor segmentation is feasible with current state-of-the art deep learning models.
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2. Data and Method

Data: The models were trained on a dataset comprised of post-operative MRI scans from
645 patients from 13 hospitals in Europe and the US. Out of all 645 patients, 189 cases are
Gross Total Resections (GTR) and 456 cases have residual tumor. The dataset includes T1-
weighted (T1-w), contrast-enhanced T1-w (T1-CE) and fluid attenuated inversion recovery
T2-weighted (FLAIR) scans for all patients, as well as the pre-operative T1-CE scans and
the annotated tumor regions in both pre-op and post-op T1-CE. The tumors were annotated
by experts in 3D.

Architecture and training: We used the neural network architecture AGU-Net in all our
experiments, described in detail in previous work (Bouget et al., 2021). The models were
trained on different combinations of the post-operative MRI sequences, along with the pre-
operative T1-CE MR scans and pre-operative tumor labels as input for one of the models.
All sequences were registered to the post-operative T1-CE volume, and all networks were
initialized with weights from a model pre-trained on pre-op images of gliomablastomas.

3. Results and Discussion

The segmentation performances of the different models are reported in Table 1. We report
Dice score for the voxel-wise segmentation performance on the full dataset (DSC) and two
subsets, namely the subset of true positive samples (DSC-TP), and the subset of all positive
samples (true positives and false negatives) (DSC-P). In a clinical setting it is valuable to
know whether Gross Total Resection (GTR) has been achieved or not, and we therefore
report patient-wise metrics for classification of GTR / residual tumor. Following the work
of (Stummer et al., 2006), GTR is defined as a residual tumor volume of less than 0.175
mL.

Table 1: Voxel-wise segmentation performances and patient-wise residual tumor detection.

MR sequences | Voxel-wise | Patient-wise

| DSC DSC-TP DSC-P | F1 Recall Precision
Tlce 38.26+£1.91  47.474+3.27  40.78+2.26 | 87.14+2.56  90.93+4.21  83.75£2.65
Tlce+T1lw 47.43+3.12 55.81+2.60 46.66+2.13 | 88.49+1.17 87.30+3.43 89.95+3.32
Tlce+T1w+FLAIR 44.13£1.05  52.2941.63  43.00£1.35 | 88.384+2.20  86.33+3.57  90.69+3.04

Tlce+T1w+Preop Tlce | 45.114£5.00  53.84+3.42  44.50£2.67 | 88.56+1.37  86.68+3.14  90.88+5.05

The highest Dice scores are achieved for the model trained with T1-CE and T1-w as
input. The main difference between the T1-w and T1-CE sequence is that blood products
are usually signal intense in both, but tumor tissue is only signal intense in the T1-CE
sequence. The addition of the T1-w sequence as input thus produces higher dice scores, as
it adds important information about the type of enhancing tissue. The best model achieve
similar overlap scores as reported by (Visser et al., 2019) for agreement between human
expert raters, evaluated on a small subset of the dataset we are using. All the models
resulted in similar F1-scores. The addition of the T1-w sequence has an effect on the recall
and precision, as the recall is higher for the model with T1-CE as only input, and the
precision is higher for the other three models. The addition of the post-operative FLAIR
sequence and the pre-operative T1-CE sequence with tumor labels as input does not seem
to have an effect on the results. Example data and results are shown in Figure 1.
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4. Conclusion

In this study we trained neural networks for segmentation of early post-operative glioblas-
tomas. We introduce a new dataset consisting of MRI scans from 645 patients from 13
hospitals, the largest dataset presented so far for this task. We demonstrate that the model
can be useful in a clinical setting, as the segmentation performance of the best model is
similar to the inter-rater variability of human experts, and can distinguish between gross
total resections and residual tumor with high recall and precision.

(a) Raw T1-CE (b) Ground truth (¢) T1-CE model (d) TI-CE+T1-w (e) TI-CE+TIw+FLAIR (f) T1-CE+T1-w+Pre-op

Figure 1: Axial slice from a T1-CE scan, ground-truth in red and network predictions in green.
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