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Abstract

Proactive questioning is essential in psycholog-001
ical conversations as it helps uncover deeper002
issues and unspoken concerns. Current psy-003
chological LLMs are constrained by passive004
response mechanisms, limiting their capacity005
to deploy proactive strategies for psycholog-006
ical counseling. To bridge this gap, we first007
develop the ProPsyC (Proactive Psychological008
Conversation) dataset, a multi-turn conversa-009
tion dataset with interpretive labels including010
strategy decision logic and reaction attribution.011
Based on ProPsyC, we propose PsyAdvisor by012
supervised fine-tuning, a plug-and-play proac-013
tive questioning strategy planner that empow-014
ers psychological LLMs to initiate well-timed015
questioning through strategic prompting. Ex-016
perimental results demonstrate that psychologi-017
cal LLMs integrated with PsyAdvisor substan-018
tially improve proactive questioning capacity,019
conversation depth, and response quality. Fur-020
thermore, PsyAdvisor shows promising poten-021
tial in assisting novice counselors by providing022
strategy recommendations. This study provides023
new optimization directions for psychological024
conversation systems and offers valuable in-025
sights for future research on proactive ques-026
tioning mechanisms in psychological LLMs.027
Our code are available at https://anonymous.028
4open.science/r/PsyAdvisor.029

1 Introduction030

Psychological issues have emerged as a critical031

global concern in contemporary society (WHO,032

2021). However, access to professional psycholog-033

ical counseling remains limited for many due to034

high costs and a shortage of qualified practitioners035

(Cohen et al., 2021). In this context, advancements036

in large language models (LLMs) present trans-037

formative opportunities for psychological coun-038

seling (Lawrence et al., 2024). Existing research039

has demonstrated the efficacy of LLMs (e.g., GPT-040

4 (Lawrence et al., 2024), DeepSeek (Liu et al.,041

2024), Qwen2.5 (Bai et al., 2023)) in various con- 042

versation tasks, such as semantic understanding 043

(Fan and Ma, 2024) and strategy-driven response 044

generation (Zhang et al., 2023). Inspired by these 045

studies, psychological LLMs have emerged that in- 046

tegrate domain-specific expertise and simulate hu- 047

man counselor interactions, significantly lowering 048

the barriers to psychological counseling(Guo et al., 049

2024b). However, current psychological LLMs pre- 050

dominantly operate in passive response modes, of- 051

fering only empathetic or listening-oriented replies 052

(Chen et al., 2023; Na, 2024; Qiu et al., 2024a). 053

Their lack of proactive questioning fails to identify 054

clients’ deeper psychological states and needs, con- 055

sequently constraining the depth of conversations 056

and therapeutic outcomes. 057

In traditional psychological counseling, proac- 058

tive questioning strategies are recognized for en- 059

hancing communication quality and facilitating 060

client self-expression (Sklare et al., 1985). Psy- 061

chological theory defines proactive questioning as 062

purposeful questioning by counselors to guide the 063

conversation, acquire information, or promote self- 064

exploration (Broedel, 1962). Even a simple ques- 065

tion posed at an appropriate time can significantly 066

improve therapeutic effectiveness in psychologi- 067

cal counseling(McCarthy et al., 2021). Therefore, 068

integrating proactive strategies is critical to bridg- 069

ing the gap between LLMs and human counselors. 070

However, poorly timed interventions can under- 071

mine therapeutic outcomes(Williams, 2023), mak- 072

ing timing optimization paramount. 073

This paper aims to equip psychological LLMs 074

with context-aware proactive questioning capabil- 075

ities for timely intervention in psychological con- 076

versations. Three key challenges arise: 077

1) Timing Recognition: Existing psychological 078

LLMs struggle to identify the optimal timing for 079

proactive questioning, as such decisions require 080

real-time integration of multiple factors (e.g., 081

1

https://anonymous.4open.science/r/PsyAdvisor
https://anonymous.4open.science/r/PsyAdvisor
https://anonymous.4open.science/r/PsyAdvisor


Figure 1: An example of a psychological LLM response: Using PsyAdvisor plugin vs. No plugin.

expert knowledge, client reaction, and context).082

2) Strategic Deficiency: Current LLMs rely on083

passive interaction patterns, which are incapable084

of using proactive strategies for conversation.085

3) Interpretability Gaps: Existing psychologi-086

cal datasets lack interpretive annotations about087

counselors’ strategies, hindering LLMs’ under-088

standing of questioning rationale.089

To address these challenges, we propose PsyAd-090

visor, a plug-and-play Chinese adaptable plugin de-091

signed to enhance the proactive questioning skills092

of psychological LLMs. As shown in Figure 1,093

existing psychological LLMs often fail to address094

the client’s issues due to generic responses. In con-095

trast, PsyAdvisor assists psychological LLMs by096

advising proactive strategies at the right moments,097

facilitating further self-expression from the client.098

We first annotate counselor strategies and client re-099

actions from existing psychological conversations,100

then construct a chain-of-thought (CoT) framework101

with dual-perspective interpretive labels (rational102

and emotional) to clarify the causality of strategy103

selection and client reactions. This results in the104

ProPsyC dataset, comprising 2,001 high-quality105

multi-turn conversations. We develop PsyAdvisor106

through supervised fine-tuning with the ProPsyC107

dataset, enabling psychological LLMs to determine108

when to initiate proactive questioning and suggest109

effective strategies.110

Our contribution can be summarised as follows:111

• To our best knowledge, this is the first work112

to systematically investigate proactive capa-113

bilities in psychological LLMs. We propose114

PsyAdvisor, a plugin that provides proactive115

timing and strategy advice.116

• We construct the ProPsyC dataset with dual 117

interpretability annotations (counselor strat- 118

egy rationale and client reaction attribution), 119

providing a foundation for strategy-guided 120

LLM decision-making. 121

• Extensive experiments have shown that 122

PsyAdvisor-enhanced LLMs outperform the 123

baseline in terms of proactive questioning tim- 124

ing and strategy execution effectiveness. Hu- 125

man evaluations further validate its utility in 126

assisting both LLMs and human counselors to 127

identify optimal questioning timing. 128

2 Related Work 129

Psychological LLMs remain constrained by passive 130

interactions, while existing proactive systems lack 131

specific expertise. However, this challenge finds 132

resolution through modular plugins for LLMs. 133

Psychological LLMs. Recent advances in psy- 134

chological LLMs demonstrate their potential for 135

cost-effective mental health support (Guo et al., 136

2024b). Related research focuses on three direc- 137

tions: (1) Strategy-based fine-tuning: LLMs can 138

learn strategies in the fine-tuning process through 139

empathy enhancement (Chen et al., 2023), conver- 140

sation restructuring (Qiu et al., 2024a), and psy- 141

chological theory integration (e.g., cognitive behav- 142

ioral therapy (Na, 2024)), yet struggle to deepen 143

the conversation; (2) Instruction-driven specializa- 144

tion: Psychological LLMs can be achieved through 145

fine-grained instruction generation (Hu et al., 2024) 146

and client feedback-based instruction (Qiu et al., 147

2024b), while these LLMs constrained by the lack 148

of systematic knowledge, limiting their effective- 149

ness; (3) Role-based LLMs: Prompting a general 150

model(e.g., ChatGPT) to role-play as a counselor 151
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can aid counseling, but its specialization is inferior152

to psychological LLMs(Zhang et al., 2024). Our153

PsyAdvisor embeds psychological expertise to de-154

liver proactive strategies, enhancing the depth of155

conversation while improving the professionalism156

and effectiveness of psychological conversations.157

Proactive Conversation Systems. While most158

LLMs operate via passive response mechanisms,159

scenarios requiring autonomous decision-making160

(e.g., negotiation, psychotherapy) require proactive161

conversation initiation (Liao et al., 2023). Deng162

et al. (2023a) argue that strategic prompting (e.g.,163

chain-of-thought reasoning) can stimulate LLMs’164

proactive potential, yet prompt engineering alone165

fails to achieve precise timing control (Wang et al.,166

2023). Recent approaches have established effec-167

tive proactive conversation systems through task-168

specific guidance (Li et al., 2023b), structured at-169

tribute modeling (Wang et al., 2023), and reinforce-170

ment learning-based policy iteration (Guo et al.,171

2024a). While these systems demonstrate success172

in general domains, they lack specific expertise in173

the psychological field. Consequently, we propose174

PsyAdvisor, which leverages professional strate-175

gies to enable psychological LLMs to initiate proac-176

tive questioning at appropriate moments.177

Modular Plugins for LLMs. LLM plugin refers178

to a targeted enhancement of module functional-179

ity without altering the integrity of the LLM(Ma180

et al., 2024). While existing plugins achieve cost-181

capability balance through specialized models, they182

face three critical limitations: (1) Closed-task opti-183

mizations (e.g., text classification (Xu et al., 2024))184

lack open-domain adaptability (Yao et al., 2023);185

(2) Proactive systems exhibit poor timing judgment186

(PPDPP (Deng et al., 2023b)) or rigid rule-based187

approaches (Feng et al., 2024); (3) Feedback-driven188

solutions (Peng et al., 2023) over-rely on prompts.189

Our PsyAdvisor plugin overcomes these by inte-190

grating context-aware timing judgment with strat-191

egy generation through lightweight frameworks.192

3 PsyAdvisor193

To enable proactive questioning in psychological194

LLMs, we developed PsyAdvisor, a strategy rec-195

ommendation plugin that offers proactive timing196

and strategy suggestions. We created the ProPsyC197

dataset, annotated with strategies, reactions, and198

interpretations, to address the challenges of scarce199

public cases and the need for expert annotation. Ex-200

isting datasets often fall short of supporting proac-201

tive conversation, so the ProPsyC dataset extends 202

high-quality publicly available ones, focusing on 203

proactive psychological conversation. Using this 204

dataset, we fine-tuned a small-scale LLM to create 205

the PsyAdvisor plugin. 206

3.1 Raw Data Collection 207

We conducted an extensive review and selection 208

of publicly available psychological conversation 209

datasets. After considering factors such as dataset 210

reliability, annotation accuracy, and the complete- 211

ness of multi-turn conversations, we chose three 212

high-quality Chinese datasets, collecting a total of 213

3865 Chinese psychological counseling conversa- 214

tions to better suit this research. 215

Xinling (Li et al., 2023a): A multi-turn dataset 216

with 300 counseling conversations, annotated with 217

therapist strategies and client reactions. Data were 218

sourced from real psychological experiments and 219

validated by experts, using an innovative annotation 220

framework at the turn level. 221

CPsyCounD (Zhang et al., 2024): A dataset of 222

3134 multi-turn conversations from real Chinese 223

counseling reports. It ensures privacy protection 224

and maintains high professionalism, authenticity, 225

and safety. 226

Psy-Insight (Chen, 2024): A multi-turn dataset 227

with 431 Chinese and 520 English counseling con- 228

versations sourced from blogs and books. It in- 229

cludes multi-task labels such as strategies and top- 230

ics, and has received positive human feedback. 231

Only the Chinese portion was used in this study. 232

3.2 Data Refactoring 233

3.2.1 Data Processing 234

We further cleaned and filtered the collected data. 235

Specifically, we performed initial cleaning based 236

on the number of turns in each conversation. Fol- 237

lowing advice from professional psychologists, we 238

retained only conversations with more than 10 turns 239

and removed those not suitable for online psycho- 240

logical counseling (e.g., conversations containing 241

non-textual information such as silence or micro- 242

expressions). To ensure that the model could ef- 243

fectively learn proactive strategies, we discarded 244

conversations not involving proactive questioning. 245

Additionally, we removed irrelevant information at 246

the beginning and end of each conversation. 247

After preliminary processing, we obtained a 248

dataset containing 2001 multi-turn conversations 249

with an average of 16.12 turns per conversation. 250

Based on the background information in the dataset, 251
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we reclassified the topics discussed in the conver-252

sations. With input from psychologists, we divided253

the dataset into four categories: Mental Health &254

Emotion, Interpersonal Relationships & Social Is-255

sues, Career & Stress, and Self-awareness & Per-256

sonal Growth, as shown in Figure 2.257

3.2.2 Strategy and Client Reactions258

Annotations259

We defined the required therapist strategies and260

client reactions based on the annotation framework261

used in the Xinling dataset (Li et al., 2023a) and262

annotated the remaining two datasets accordingly.263

To better suit the proactive questioning task, we264

sought the assistance of psychologists to further265

divide the strategies into proactive and passive cat-266

egories, with detailed explanations provided in Ap-267

pendix A.1. Additionally, we followed the original268

framework’s classification of client reactions, di-269

viding them into positive and negative categories,270

as detailed in Appendix A.1.271

Given the high cost of manual annotation and272

the widespread use of LLMs for data annotation273

(Tan et al., 2024), we adopted a hybrid annotation274

approach, combining LLM-based labeling with ex-275

pert review. We first sampled 50 multi-turn con-276

versations from the Xinling dataset, covering all277

strategy and reaction types, with a roughly bal-278

anced distribution of positive and negative samples279

(proactive vs. passive strategies, positive vs. neg-280

ative reactions). We used GLM-4 to annotate the281

remaining 250 conversation samples. Specifically,282

we designed a 2-shot annotation prompt, including283

explanations for all strategy and reaction types, as284

well as two examples with both positive and neg-285

ative samples, using RAG to retrieve knowledge286

from the 50 initial samples as historical conver-287

sations. The annotated results were reviewed by288

professional psychologists, and representative mis-289

annotations were corrected and added to the prompt290

as examples for re-annotation. We used the refined291

prompt to annotate the remaining datasets. The292

final data distribution is provided in Appendix A.2.293

3.3 ProPsyC Dataset Construction294

To enhance the comprehension of LLMs regard-295

ing counselors’ decision-making logic in psycho-296

logical consultations, we employ GLM-4 to per-297

form interpretability annotations on conversation298

data, thereby constructing the Proactive Psycholog-299

ical Conversation (ProPsyC) dataset. The annota-300

tion process follows a four-stage Chain-of-Thought301

Figure 2: Distribution statistics of psychological
conversation topics in the ProPsyC dataset.

(CoT) prompting framework as illustrated in Fig- 302

ure 3, with detailed procedures outlined below: 303

1) Objective Specification: Establish clear anno- 304

tation guidelines defining the target objectives 305

and output formats. This includes formal defi- 306

nitions for counseling strategy labels and client 307

response labels, accompanied by comprehen- 308

sive annotation manuals. 309

2) Expertise-Based Rationalization: Simulate 310

professional psychologists’ decision-making 311

through a dual knowledge retrieval mechanism: 312

(1)Therapeutic Knowledge Base: Contains for- 313

mal explanations of mainstream psychotherapy 314

approaches (e.g., Cognitive Behavioral Ther- 315

apy (CBT), Rational Emotive Therapy (RET), 316

Humanistic Therapy (HT)); (2) Case Reposi- 317

tory: Aggregates real counseling sessions from 318

authoritative sources including YiXinLi1, Na- 319

tional Mental Health Platform2, and the PsyQA 320

dataset (Sun et al., 2021). 321

3) Reaction-Centric Validation: The efficacy of 322

the strategy employed by the counselor in the 323

present context is determined by the client’s 324

reaction. If a positive reaction is elicited from 325

the client, the counselor’s strategy is deemed 326

effective. Conversely, a negative reaction from 327

the client indicates that the strategy is immature. 328

4) Expertise Reinforcement: Provide annotated 329

examples from certified counselors. The labels 330

are divided into two categories: (1)Strategy Ra- 331

tionale: Explanations for counselor’s strategy 332

1https://www.xinli001.com/
2https://www.nmhp.gov.cn/
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Figure 3: Interpretive annotation process of ProPsyC dataset constructed based on CoT.

selection; (2)Reaction Attribution: Explain why333

the strategy elicited the client’s current reaction.334

Appendix B provides CoT examples and ProPsyC335

dataset statistics. Notably, a comparison between336

GLM-4 and GPT-4o reveals that GLM-4 achieves337

similar annotation quality (Appendix B) at only338

10% of the cost, making it preferable for large-339

scale annotation tasks.340

Implementation Note: All annotated prompt tem-341

plates were carefully validated by three psychol-342

ogists, and inter-annotator agreement (Cohen’s343

κ)(Wan et al., 2015) was 0.82.344

3.4 Plug-and-Play Strategy Advice Planner345

Based on the ProPsyC dataset, we perform346

supervised fine-tuning on a relatively small-scale347

LLM (e.g., Qwen2.5-3B), enabling it to predict the348

appropriate strategy to adopt the given conversa-349

tion history, and generates recommendations on350

the implementation of the current strategy. Specif-351

ically, given a conversation history Dhistory =352

{ucounselor1, uclient1, . . . , ucounselort−1, uclientt−1},353

the model is required to predict an action at the354

t-th turn, which includes both the strategy and its355

rationale. The fine-tuning objective is to minimize356

the cross-entropy loss between the predicted action357

and the ground truth action.358

For strategy prediction, we treat it as a classi-359

fication task where the LLM needs to select the360

appropriate strategy from a set of known strategies.361

Based on maximum likelihood estimation, the ob-362

jective of the supervised fine-tuning (SFT) is to363

minimize the following loss function: 364

Lstrategy = −
T∑
t=1

logP (at | Dhistory) (1) 365

where T is the total number of conversation turns, 366

at is the predicted strategy at turn t, which includes 367

both proactive and non-proactive strategies, and 368

at ∈ {strategy1, strategy2, . . . , strategy12}, 369

with Dhistory representing the conversation history, 370

including multiple rounds of conversation between 371

the counselor and the client. 372

For the prediction of strategy rationale, we 373

model it as a conditional language generation task. 374

Given the strategy at and the conversation history 375

Dhistory, the model is required to generate a natu- 376

ral language description of the rationale. We adopt 377

a training approach similar to language models, 378

maximizing the conditional probability distribution 379

of the strategy rationale: 380

Lreason = −
T∑
t=1

Lt∑
i=1

logP (ct,i | ct,<i, at, Dhistory)

(2) 381

where T is the total number of conversation turns, 382

Lt is the length of the rationale text generated 383

at the t-th turn, ct,i is the i-th word in the ratio- 384

nale text at the t-th turn, ct,<i represents all the 385

words before the i-th word in the rationale text, 386

and P (ct,i | ct,<i, at, Dhistory) is the probability 387

of generating the next word given the context (in- 388

cluding the previously generated text, strategy, and 389

conversation history). 390

The final fine-tuning loss function is the 391

weighted sum of the strategy prediction loss and 392
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Figure 4: Workflow of PsyAdvisor. (1) PsyAdvisor
obtains the client’s conversation; (2) PsyAdvisor
generates actionable strategy prompts( proactive
questioning or passive support); (3) Psychological
LLMs produce responses based on the prompts;
(4) Conversation history is fed to PsyAdvisor to
enhance decision-making.

the rationale prediction loss, specifically:393

Ltotal = Lstrategy + λLreason (3)394

where λ is a hyperparameter used to adjust the bal-395

ance between the strategy prediction and rationale396

prediction losses. By minimizing this loss function,397

the model is able to predict the appropriate strat-398

egy at each turn of the conversation and provide a399

reasonable rationale for the chosen strategy, effec-400

tively supporting the decision-making process for401

proactive questioning.402

Furthermore, we guide the model to learn the403

counselor’s content of questioning during the adop-404

tion of proactive strategies through prompt engi-405

neering, which helps the model generate specific406

strategy suggestions that align with the context.407

The workflow of the fine-tuned plug-in, PsyAdvi-408

sor, is shown in Figure 4.409

4 Experiments410

4.1 Experimental Setups411

4.1.1 Baselines412

To accurately measure the performance of PsyAd-413

visor, we integrate it with the following baselines414

for comparison:415

Large-scale General-purpose LLMs (Number of416

parameters >100B): GPT-4o(Achiam et al., 2023),417

DeepSeek-V3(Liu et al., 2024), GLM-4(GLM418

et al., 2024).419

Small-scale Open-source LLMs (Number of pa- 420

rameters <10B): Llama3.1-8B-Instruct(Touvron 421

et al., 2023), Qwen2.5-7B-Instruct(Bai et al., 2023), 422

GLM4-9B-Chat(GLM et al., 2024). 423

Psychological LLMs: SoulChat2.0(Xie et al., 424

2024), MeChat (Qiu et al., 2024a), PsyChat(Qiu 425

et al., 2024b). 426

These baselines are selected based on three fac- 427

tors: model scale differences, general-purpose vs. 428

domain-specific capabilities, and open-source vs. 429

closed-source technologies, in order to evaluate 430

the adaptability and deployment performance of 431

PsyAdvisor in psychological conversations. 432

4.1.2 Evaluation Metrics 433

We evaluate the performance of PsyAdvisor using 434

a combination of automatic and human evaluation 435

metrics as follows: 436

Automatic Evaluation Metrics: We categorize 437

the metrics into two classes: (1) Stability met- 438

rics include 5 conventional metrics: R-1, R-L(Lin 439

et al., 2019), B-2, B-4(Papineni et al., 2002), and 440

Fbert(Zhang et al., 2019); (2) Enhancement metrics 441

consist of 2 new metrics we proposed: Strategy 442

Fit Ratio (SFR) and Proactive Questioning Ratio 443

(PQR). Stability metrics require only stable perfor- 444

mance, while enhancement metrics demand signifi- 445

cant improvement to demonstrate superiority. 446

• SFR: Assesses the ratio of fit strategies. A 447

strategy is deemed "fit" only if it triggers pos- 448

itive reactions; otherwise, its timing is con- 449

sidered unsuitable. It reflects the temporal 450

rationality of LLM’s strategy selection. 451

• PQR: Measures the ratio of proactive strate- 452

gies among all strategies. It reflects the LLM’s 453

capacity for initiating proactive questioning. 454

Human Evaluation Metrics: Inspired by See et al. 455

(2019), we evaluate the timing and strategy recom- 456

mendations for proactive questioning based on four 457

human assessment criteria: Strategy Effectiveness 458

(SE), Reasoning Coherence (RC), Professionalism 459

(Prof), and Ethical Safety (ES). The ratings for SE 460

and RC are in the range of 0, 1, 2, Prof. is rated on 461

a scale of 0, 1, 2, 3, and ES. is rated on 0, 1. De- 462

tailed descriptions and evaluation procedures can 463

be found in Appendix C. 464

4.1.3 Implementation Details 465

Qwen2.5-3B-Instruct(Bai et al., 2023) is selected as 466

the backbone model due to its strong performance 467
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Type Models Plugin Stability metrics Enhancement
metrics(%)

R-1 R-L B-2 B-4 Fbert SFR PQR

Large-scale
General
-purpose
LLMs

GPT-4o \ 18.52 16.27 6.21 3.54 86.54 55.48 20.82
PsyAdvisor 22.35 19.82 7.88 4.20 87.21 82.39 58.66

DeepSeek-V3 \ 17.28 15.53 5.84 3.01 84.31 52.54 18.48
PsyAdvisor 20.51 18.24 7.52 3.89 87.47 78.56 53.42

GLM-4 \ 15.84 13.61 5.03 2.59 82.15 50.01 15.01
PsyAdvisor 18.23 16.08 5.84 3.11 85.36 75.98 48.29

Small-scale
Open-source

LLMs

GLM4-9B
-Chat

\ 12.14 10.57 3.84 1.54 80.42 38.48 12.03
PsyAdvisor 15.27 13.49 4.51 2.01 83.33 68.69 42.44

Qwen2.5-7B
-Instruct

\ 12.55 10.80 4.25 1.88 78.24 50.49 14.12
PsyAdvisor 15.01 13.24 5.24 2.23 81.54 70.55 47.54

Llama3.1-8B
-Instruct

\ 9.27 8.87 3.28 1.21 75.64 35.88 13.62
PsyAdvisor 10.54 9.24 3.56 1.84 78.12 60.32 39.98

Psychological
LLMs

PsyChat \ 10.52 9.23 4.21 1.85 70.22 42.01 14.47
PsyAdvisor 12.89 11.22 3.51 1.27 73.01 72.03 51.24

MeChat \ 14.23 12.51 4.84 2.29 80.68 60.33 23.26
PsyAdvisor 16.88 14.58 5.56 2.88 83.11 78.76 55.47

SoulChat2.0 \ 16.54 12.88 5.66 2.28 83.54 70.34 41.58
PsyAdvisor 18.01 16.11 6.52 2.99 87.38 85.24 69.94

Table 1: Results of the PsyAdvisor automated metrics assessment

in instruction-following tasks and its lightweight ar-468

chitecture. The model is fine-tuned on the ProPsyC469

dataset (split 7:1:2 into training/validation/test sets),470

trained for three epochs on an NVIDIA A100-80G471

GPU with the AdamW(Loshchilov et al., 2017) op-472

timizer (1e-5 learning rate), resulting in the PsyAd-473

visor plugin. We then used PsyAdvisor to ac-474

cess the baseline models for experiments where475

non-psychological LLMs are prompted to act as476

counselors, and psychological LLMs utilize their477

native capabilities. All open-source models are478

configured with temperature=0.5, top_p=0.75, and479

top_k=20 during inference.480

GPT-4o and GLM-4 are used to simulate clients481

and generate dialogues, applying predefined rules482

to identify strategies and reaction types. Human483

evaluations are conducted with three psychology484

graduate students and a senior counselor, who se-485

lect topics based on their experience. To minimize486

bias, model names are anonymized, and experts are487

only informed about the integration of PsyAdvisor.488

See Appendix D for more details.489

4.2 Results and Evaluation490

4.2.1 Automatic Evaluation of Results491

Table 1 presents the automatic evaluation results492

of PsyAdvisor across baseline models. As shown,493

integrating PsyAdvisor improves the performance 494

of all models to varying extents, providing strong 495

evidence for the broad applicability and significant 496

impact of PsyAdvisor across different model types. 497

Notably, improvements in the SFR and PQR met- 498

rics indicate that PsyAdvisor effectively enhances 499

the proactive questioning capability of psychologi- 500

cal LLMs. The strategies selected by PsyAdvisor 501

not only capture the appropriate moments for in- 502

tervention but also effectively guide the client to 503

provide positive feedback, validating the scientific 504

and reasonable nature of PsyAdvisor’s strategy se- 505

lection and timing. In terms of response generation 506

quality, after integrating PsyAdvisor, all models 507

show slight improvements in the five automatic 508

evaluation metrics, suggesting that PsyAdvisor has 509

contributed to enhancing the semantic understand- 510

ing of psychological LLMs. It is worth noting that 511

small-scale open-source LLMs generally perform 512

lower than other models across all metrics, show- 513

ing weaker semantic understanding and strategy 514

selection ability. Therefore, in the subsequent hu- 515

man evaluation phase, we decided to exclude the 516

small-scale open-source LLMs from the evaluation. 517

4.2.2 Human Evaluation Results 518

Table 2 presents the results of the human evalua- 519

tion, revealing significant improvements in strategy 520
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Type Models Plugin Human Evaluation Metrics
SE. RC. Prof. ES.

General-
purpose
LLMs

GPT-4o \ 1.31 1.08 2.48 1.00
PsyAdvisor 1.90 1.79 2.61 1.00

DeepSeek-V3 \ 1.39 1.10 2.33 1.00
PsyAdvisor 1.84 1.72 2.50 1.00

GLM-4 \ 0.92 0.94 1.82 1.00
PsyAdvisor 1.59 1.57 2.18 1.00

Psychological
LLMs

PsyChat \ 1.12 1.05 2.09 1.00
PsyAdvisor 1.66 1.53 2.48 1.00

MeChat \ 1.36 1.13 2.27 1.00
PsyAdvisor 1.75 1.61 2.59 1.00

SoulChat2.0 \ 1.44 1.38 2.52 1.00
PsyAdvisor 1.88 1.79 2.83 1.00

Human counselor \ 1.80 1.72 2.88 1.00
PsyAdvisor 1.98 1.94 2.90 1.00

Table 2: Results of PsyAdvisor’s human evaluation metrics

effectiveness, reasoning coherence, and profession-521

alism after integrating PsyAdvisor. Specifically, the522

enhancement in strategy effectiveness and reason-523

ing coherence indicates that PsyAdvisor not only524

enables models to initiate proactive questioning at525

the right moments but also provides sound reason-526

ing for the strategy selection, which helps guide the527

client toward deeper self-expression, thereby sig-528

nificantly improving the depth of the conversation.529

Furthermore, the improvement in professionalism530

confirms that psychological LLMs with PsyAdvi-531

sor generate responses that better align with the532

standards of professional psychological counseling,533

enhancing the quality of the language used in the534

conversations. Moreover, in terms of ethical safety,535

all models maintained a stable high-level perfor-536

mance, showing that PsyAdvisor did not affect the537

ethical compliance of the model’s responses, ensur-538

ing the safety of the conversation process.539

Notably, we invited three psychology graduate540

students to use PsyAdvisor directly in counseling541

practice, with a senior psychological counselor pro-542

viding scores throughout the process. The results543

demonstrated that PsyAdvisor played a key role in544

assisting the counselors in making strategic judg-545

ments.546

4.3 Case Study547

To validate PsyAdvisor’s effectiveness, we ana-548

lyzed a typical case using SoulChat2.0 as the psy-549

chological LLM. Details are in Appendix E. The550

client in the case, experiencing work-related stress551

and anxiety, initially received passive responses, 552

like validation and minimal encouragement, which 553

lacked depth in guiding self-exploration. After in- 554

tegrating PsyAdvisor, proactive questioning strate- 555

gies increased. For example, PsyAdvisor sug- 556

gested exploring new actions to alleviate stress, 557

prompting the client to share specific stressors and 558

thoughts on future adjustments. This shift led to 559

a deeper dialogue, providing valuable insights for 560

treatment planning. Our PsyAdvisor enhanced the 561

LLM’s proactive questioning, improving conversa- 562

tion depth and treatment effectiveness. 563

5 Conclusion 564

This paper introduces PsyAdvisor, a plug-and-play 565

plugin for proactive questioning timing and strategy 566

planning. By accurately determining the optimal 567

moments for initiating proactive strategies and pro- 568

viding corresponding recommendations, PsyAdvi- 569

sor significantly enhances the performance of psy- 570

chological LLMs in conversation. In addition, we 571

have developed the ProPsyC dataset, which incor- 572

porates interpretable labels that assist in interpret- 573

ing the decision-making logic behind therapists’ 574

strategies and clients’ responses. The experimental 575

results indicate that PsyAdvisor, fine-tuned using 576

ProPsyC, substantially improves the performance 577

of existing psychological LLMs and demonstrates 578

great potential in supporting human therapists dur- 579

ing treatment. This work offers new research direc- 580

tions for the future development of psychological 581

conversation systems. 582
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Limitation583

While our approach shows promising results, sev-584

eral limitations should be addressed. First, PsyAd-585

visor is primarily trained on Chinese psychological586

counseling data, which may limit its applicability587

to other cultural and linguistic contexts. Addition-588

ally, our evaluation metrics are based on simulated589

conversations, and their validation in real-world590

clinical settings remains pending. Lastly, the long-591

term impact of proactive questioning strategies in592

ongoing therapeutic interactions is yet to be ex-593

plored. The study also relies on one senior coun-594

selor and three graduate students in psychology,595

which may introduce biases. Future work will in-596

clude a broader range of psychologists for a more597

comprehensive assessment.598

Ethical Statement599

In this study, we prioritize ethical considerations600

in every stage of our research. All datasets used601

were either publicly available or obtained with602

explicit permission. Specifically, the XinLing(Li603

et al., 2023a) dataset was accessed under an agree-604

ment with its authors, ensuring that the necessary605

permissions and protocols were followed. More-606

over, we checked that ProPsyC did not specify or607

uniquely identify the individual. The data was all608

anonymized to ensure privacy and confidentiality in609

compliance with ethical standards. Informed con-610

sent was obtained for all relevant data, and strict611

measures were taken to protect participants’ identi-612

ties.613

Furthermore, we acknowledge that PsyAdvisor614

is designed as a tool to support rather than replace615

human counselors. While it significantly enhances616

proactive questioning in psychological dialogues,617

it does not substitute the professional judgment or618

expertise of licensed therapists. PsyAdvisor’s role619

is to aid counselors by suggesting timely strategies,620

but a licensed therapist must continue to oversee the621

therapeutic process. We are committed to ensuring622

that the deployment of PsyAdvisor adheres to the623

highest ethical standards, safeguarding the well-624

being of individuals and respecting the professional625

boundaries of psychological care.626

Annotator Compensation: Each annotator was627

allotted approximately 2 minutes to evaluate each628

sample, and an honorarium of $0.319 was paid for629

each sample, which equates to an hourly wage of630

$9.57. This figure is above the current U.S. federal631

minimum wage of $7.25 per hour.632
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Rubin, Maja J Matarić, Daniel J McDuff, and710
Megan Jones Bell. 2024. The opportunities and risks711
of large language models in mental health. JMIR712
Mental Health, 11(1):e59479.713

Anqi Li, Lizhi Ma, Yaling Mei, Hongliang He, Shuai714
Zhang, Huachuan Qiu, and Zhenzhong Lan. 2023a.715
Understanding client reactions in online mental716
health counseling. In Proceedings of the 61st An-717
nual Meeting of the Association for Computational718
Linguistics (Volume 1: Long Papers), pages 10358–719
10376.720

Siheng Li, Yichun Yin, Cheng Yang, Wangjie Jiang,721
Yiwei Li, Zesen Cheng, Lifeng Shang, Xin Jiang,722
Qun Liu, and Yujiu Yang. 2023b. Newsdialogues:723
Towards proactive news grounded conversation. In724
Findings of the Association for Computational Lin-725
guistics: ACL 2023, pages 3634–3649.726

Lizi Liao, Grace Hui Yang, and Chirag Shah. 2023.727
Proactive conversational agents. In Proceedings of728
the Sixteenth ACM International Conference on Web729
Search and Data Mining, pages 1244–1247.730

Bill Yuchen Lin, Xinyue Chen, Jamin Chen, and Xiang731
Ren. 2019. Kagnet: Knowledge-aware graph net-732
works for commonsense reasoning. arXiv preprint733
arXiv:1909.02151.734

Aixin Liu, Bei Feng, Bing Xue, Bingxuan Wang,735
Bochao Wu, Chengda Lu, Chenggang Zhao, Chengqi736
Deng, Chenyu Zhang, Chong Ruan, et al. 2024.737
Deepseek-v3 technical report. arXiv preprint738
arXiv:2412.19437.739

Ilya Loshchilov, Frank Hutter, et al. 2017. Fixing740
weight decay regularization in adam. arXiv preprint741
arXiv:1711.05101, 5.742

Yufei Ma, Zihan Liang, Huangyu Dai, Ben Chen, De- 743
hong Gao, Zhuoran Ran, Wang Zihan, Linbo Jin, 744
Wen Jiang, Guannan Zhang, et al. 2024. Modula: 745
Mixture of domain-specific and universal lora for 746
multi-task learning. In Proceedings of the 2024 Con- 747
ference on Empirical Methods in Natural Language 748
Processing, pages 2758–2770. 749

John McCarthy, Emma Shannon, and Michelle Bruno. 750
2021. Creative question-framing: 12 ideas for 751
counselors-in-training. Journal of Creativity in Men- 752
tal Health, 16(4):499–510. 753

Hongbin Na. 2024. Cbt-llm: A chinese large language 754
model for cognitive behavioral therapy-based mental 755
health question answering. In Proceedings of the 756
2024 Joint International Conference on Computa- 757
tional Linguistics, Language Resources and Evalua- 758
tion (LREC-COLING 2024), pages 2930–2940. 759

Kishore Papineni, Salim Roukos, Todd Ward, and Wei- 760
Jing Zhu. 2002. Bleu: a method for automatic evalu- 761
ation of machine translation. In Proceedings of the 762
40th annual meeting of the Association for Computa- 763
tional Linguistics, pages 311–318. 764

Baolin Peng, Michel Galley, Pengcheng He, Hao Cheng, 765
Yujia Xie, Yu Hu, Qiuyuan Huang, Lars Liden, Zhou 766
Yu, Weizhu Chen, et al. 2023. Check your facts and 767
try again: Improving large language models with 768
external knowledge and automated feedback. arXiv 769
preprint arXiv:2302.12813. 770

Huachuan Qiu, Hongliang He, Shuai Zhang, Anqi Li, 771
and Zhenzhong Lan. 2024a. SMILE: Single-turn 772
to multi-turn inclusive language expansion via Chat- 773
GPT for mental health support. In Findings of the 774
Association for Computational Linguistics: EMNLP 775
2024, pages 615–636. 776

Huachuan Qiu, Anqi Li, Lizhi Ma, and Zhenzhong Lan. 777
2024b. Psychat: A client-centric dialogue system 778
for mental health support. In 2024 27th Interna- 779
tional Conference on Computer Supported Cooper- 780
ative Work in Design (CSCWD), pages 2979–2984. 781
IEEE. 782

Abigail See, Stephen Roller, Douwe Kiela, and Jason 783
Weston. 2019. What makes a good conversation? 784
how controllable attributes affect human judgments. 785
In Proceedings of the 2019 Conference of the North 786
American Chapter of the Association for Computa- 787
tional Linguistics: Human Language Technologies, 788
Volume 1 (Long and Short Papers), pages 1702–1723. 789

Gerald Sklare, Pedro Portes, and Howard Splete. 1985. 790
Developing questioning effectiveness in counseling. 791
Counselor Education and Supervision, 25(1):12–20. 792

Hao Sun, Zhenru Lin, Chujie Zheng, Siyang Liu, and 793
Minlie Huang. 2021. Psyqa: A chinese dataset for 794
generating long counseling text for mental health 795
support. In Findings of the Association for Com- 796
putational Linguistics: ACL-IJCNLP 2021, pages 797
1489–1503. 798

10



Zhen Tan, Dawei Li, Song Wang, Alimohammad799
Beigi, Bohan Jiang, Amrita Bhattacharjee, Man-800
sooreh Karami, Jundong Li, Lu Cheng, and Huan801
Liu. 2024. Large language models for data annota-802
tion and synthesis: A survey. In Proceedings of the803
2024 Conference on Empirical Methods in Natural804
Language Processing, pages 930–957.805

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier806
Martinet, Marie-Anne Lachaux, Timothée Lacroix,807
Baptiste Rozière, Naman Goyal, Eric Hambro,808
Faisal Azhar, et al. 2023. Llama: Open and effi-809
cient foundation language models. arXiv preprint810
arXiv:2302.13971.811

TANG Wan, HU Jun, Hui Zhang, WU Pan, and HE Hua.812
2015. Kappa coefficient: a popular measure of813
rater agreement. Shanghai archives of psychiatry,814
27(1):62.815

Jian Wang, Yi Cheng, Dongding Lin, Chak Leong, and816
Wenjie Li. 2023. Target-oriented proactive dialogue817
systems with personalization: Problem formulation818
and dataset curation. In Proceedings of the 2023 Con-819
ference on Empirical Methods in Natural Language820
Processing, pages 1132–1143.821

WHO. 2021. World health statistics 2021: monitoring822
health for the sdgs, sustainable development goals.823
Licence: CC BY-NC-SA 3.0 IGO.824

Elizabeth Nutt Williams. 2023. The use of questions in825
psychotherapy: A review of research on immediate826
outcomes. Psychotherapy, 60(3):246.827

Haojie Xie, Yirong Chen, Xiaofen Xing, Jingkai Lin,828
and Xiangmin Xu. 2024. Psydt: Using llms to con-829
struct the digital twin of psychological counselor with830
personalized counseling style for psychological coun-831
seling. arXiv preprint arXiv:2412.13660.832

Canwen Xu, Yichong Xu, Shuohang Wang, Yang Liu,833
Chenguang Zhu, and Julian McAuley. 2024. Small834
models are valuable plug-ins for large language mod-835
els. In Findings of the Association for Computational836
Linguistics: ACL 2024, pages 283–294, Bangkok,837
Thailand. Association for Computational Linguistics.838

Angus Yang, Zehan Li, and Jie Li. 2024. Advancing839
genai assisted programming–a comparative study on840
prompt efficiency and code quality between gpt-4841
and glm-4. arXiv preprint arXiv:2402.12782.842

Weiran Yao, Shelby Heinecke, Juan Carlos Niebles,843
Zhiwei Liu, Yihao Feng, Le Xue, Rithesh Murthy,844
Zeyuan Chen, Jianguo Zhang, Devansh Arpit, et al.845
2023. Retroformer: Retrospective large language846
agents with policy gradient optimization. arXiv847
preprint arXiv:2308.02151.848

Chenhao Zhang, Renhao Li, Minghuan Tan, Min Yang,849
Jingwei Zhu, Di Yang, Jiahao Zhao, Guancheng Ye,850
Chengming Li, and Xiping Hu. 2024. CPsyCoun:851
A report-based multi-turn dialogue reconstruction852
and evaluation framework for Chinese psychologi-853
cal counseling. In Findings of the Association for854

Computational Linguistics: ACL 2024, pages 13947– 855
13966. Association for Computational Linguistics. 856

Qiang Zhang, Jason Naradowsky, and Yusuke Miyao. 857
2023. Ask an expert: Leveraging language models to 858
improve strategic reasoning in goal-oriented dialogue 859
models. In Findings of the Association for Computa- 860
tional Linguistics: ACL 2023, pages 6665–6694. 861

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q 862
Weinberger, and Yoav Artzi. 2019. Bertscore: Eval- 863
uating text generation with bert. arXiv preprint 864
arXiv:1904.09675. 865

A ProPsyC Label Interpretation and 866

Type Distribution 867

A.1 Interpretation of Strategies and Reactions 868

We categorized the 12 counselor strategies into 869

proactive and passive categories, with four proac- 870

tive and eight passive strategies, and the definitions 871

and examples of each strategy are shown in Table 872

3. 873

For the 10 client reactions, we categorized them 874

into positive and negative reactions, with a total of 875

4 positive reactions and 6 negative reactions, each 876

of which is explained and exemplified in Table 4. 877

A.2 Distribution of Strategies and Reactions 878

Types 879

Tables 5 and 6 show the distribution of the number 880

of strategies and reactions in each category, as well 881

as the average number of words in the correspond- 882

ing utterance for each type and the percentage of 883

the total category, respectively. 884

A.3 Description of Actual Distribution 885

The distribution of strategies is fairly balanced, 886

with a slight emphasis on active strategies. This 887

is due to the initial data screening, which retained 888

conversations containing active questioning, and 889

the prevalence of active questioning in real con- 890

sultations. Among the strategies, ‘Inquiring sub- 891

jective information’ is the most frequent, while 892

‘Invite to adopt a new perspective’ is the least used, 893

as counselors typically guide clients toward a new 894

perspective gradually rather than asking directly. In 895

passive strategies, ‘Acknowledging and comforting’ 896

and ‘Explanation’ are most common. ‘Face qual- 897

ity’ and ‘Self-exposure’ are rarely used. Similarly, 898

‘Restatement’ is uncommon in online counseling 899

because it’s a simpler environment where conver- 900

sations are visible at all times. 901

In terms of reactions, positive responses domi- 902

nate, reflecting the nature of mental LLMs. The 903
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most frequent positive reaction is ‘Giving infor-904

mation,’ where the client provides needed details.905

The most common negative reaction is ‘Expressing906

confusion,’ as clients often struggle to understand.907

‘Sarcastic response’ and ‘Changing the subject’ are908

rare and harder for LLMs to identify, so there are909

few labeled samples.910

B Interpretive Labeling Process911

B.1 Specific Examples of the CoT912

Based on the description in Section 3.3 of the the-913

sis, the CoT’s prompts framework is divided into914

four stages, which are designed as follows:915

(1) Target Learning: The prompts make the LLM916

clearly labeled with the goals, strategies and reac-917

tions explained in Table 3 and Table 4.918

Prompt
You are now an experienced counselor and
need to annotate and analyze the success of
the counselor’s strategies in the conversation
data. Please begin by studying the following
information:
Counselors have a total of 12 strategies, of
which 4 are proactive: [proactive strategies
and their explanations] and 8 are passive:
[passive strategies and explanations];
The client has 10 reaction types, of which
four are positive: [positive reactions and
their explanations] and six are negative:
[negative reactions and explanations].

919

(2) Rational Judgment: Enhance the credibility920

of the annotation by simulating expert judgment.921

The expert knowledge base with psychological the-922

ories and counseling cases is retrieved with the help923

of prompts, mainly through the RAG technique:924

Prompt
Provided below is an expert knowledge base
consisting of counseling knowledge and
cases:[knowledge];
Please respond according to the current
client’s question: [question];
Please combine the existing knowledge to
determine whether the current conversation
needs to be proactive questioning, prioritize
the retrieval of similar conversation cases to
reply, or combine the theoretical knowledge
of counseling.

925

(3) Reaction Analysis: Judging the effective- 926

ness of the counselor’s most recent strategy, based 927

on the type of client’s reaction: 928

Prompt
Identify whether the reaction made by the
client is positive or negative; if the client’s
feedback on the current strategy is [positive
reaction], the strategy is effective; if the
feedback is [negative reaction], the strategy
is immature.

929

(4) Expert Example: Provide examples of psy- 930

chologist annotation so that LLM can learn exactly 931

how reasonable interpretive labels should be an- 932

notated. The format of the output is also strictly 933

limited through prompts: 934

Prompt
Here is an example of the annotation:
[expert annotation example].
Please learn from the explanatory discourse
and add an ’interpretation’ field to the origi-
nal dataset, with the following requirements:
- When encountering ’role’ as ’counselor’,
explain why the current strategy is adopted;
when encountering ’role’ as ’client’, analyze
why the counselor’s strategy just now led to
the positive/negative reaction of the client;
- Do not change anything else in the dataset
or its formatting except for the addition of
the ’interpretation’ field.

935

B.2 Example of ProPsyC Dataset 936

We provide the original example of the ProPsyC 937

dataset as shown in Figure 5 and the corresponding 938

English version as shown in Figure 6. In the dataset, 939

‘conversation’ denotes the recording process of a 940

complete conversation, ‘role’ represents the iden- 941

tity of the speaker (client or counselor), ‘content’ 942

is the content of the speaker’s conversation, index 943

denotes the current round of the conversation, and 944

‘label’ denotes the label of the client’s reaction 945

(only when “role” is the client), ‘strategy’ is the 946

strategy used by the counselor (only when “role” 947

is the counselor), and ‘interpretation’ is an ex- 948

planatory label, which explains the reason for the 949

counselor’s choice of strategy, or the reason for the 950

reaction caused by the strategy. 951
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B.3 Annotation Process Analysis952

GLM-4 has been shown to exhibit performance953

close to that of GPT-4o on several natural lan-954

guage processing tasks(Yang et al., 2024), and we955

use GLM-4 co-annotated with GPT-4o in the pre-956

annotation phase to measure the performance of957

both.958

B.3.1 Annotation Consistency959

To quantify annotation consistency, we measure960

Cohen’s κ coefficient between GLM-4 and GPT-961

4o. On the ProPsyC dataset, the consistency be-962

tween GLM-4 and expert annotations is κ = 0.83,963

while GPT-4o shows a κ of 0.88. The difference964

between the two is less than 0.05, indicating that965

both models are very close to human expert level.966

Therefore, despite the slightly higher accuracy of967

GPT-4o, GLM-4’s performance is also satisfactory968

for annotation quality in practical use.969

B.3.2 Error Type Analysis970

The main error type of GLM-4 is "strategy classi-971

fication ambiguity," where it misclassifies strate-972

gies like "Invite to Explore New Actions" as "In-973

quire Subjective Information". However, it usually974

only labels one proactive strategy as another active975

strategy and rarely labels a proactive strategy as a976

passive strategy. In contrast, GPT-4o’s errors are977

concentrated on "over-refinement of categories,"978

where strategies like "Explanation" are split into979

multiple subcategories. Although the error types980

differ, neither affects the overall effectiveness of981

the strategies, as the misclassifications do not hin-982

der the progression of the dialogue in a meaningful983

way. In terms of classification accuracy for both984

proactive and passive strategies, GLM-4 achieves985

88% accuracy, while GPT-4o can achieve up to986

92%, both of them have high accuracy, which is987

acceptable in the actual labeling process.988

B.3.3 Cost-Effectiveness Ratio989

There is a significant difference in the cost between990

GLM-4 and GPT-4o. For every 1M tokens output,991

GPT-4o costs $15, while GLM-4 only costs $1.38,992

making the cost ratio 10.87:1. Moreover, in terms993

of annotation efficiency, GLM-4 has an annotation994

speed almost close to that of GPT-4o, and only in995

the case of long contexts does GLM-4 slow down996

significantly, however, from the actual situation997

of the dataset, such long contexts are rare. This998

makes GLM-4 more practical and cost-effective for999

large-scale data annotation tasks.1000

B.3.4 Downstream Task Performance 1001

In the downstream task, the model obtained by 1002

training on Qwen2.5-3B using GLM-4 annotated 1003

data achieves an SFR of 81.39%, which is only 1004

1.21% lower than the 82.60% SFR achieved by the 1005

model trained using GPT-4o annotated data. This 1006

difference is not statistically significant, further 1007

demonstrating that the performance gap between 1008

GLM-4 and GPT-4o is within acceptable limits in 1009

practical applications. 1010

In conclusion, although the annotation accuracy 1011

of GLM-4 is slightly lower than that of GPT-4o, 1012

its performance is close to that of GPT-4o in terms 1013

of annotation consistency, error type analysis, and 1014

downstream task performance. In addition, GLM-4 1015

is significantly more cost-effective than GPT-4o 1016

in large-scale data annotation, making it a more 1017

cost-effective choice for practical applications. In 1018

case of sufficient funds, better performing LLMs 1019

such as GPT-4o or DeepSeek-R1(Guo et al., 2025) 1020

can be considered to ensure optimal results of the 1021

trained models. 1022

C Human Evaluation Process 1023

C.1 Explanation of Human Evaluation 1024

Metrics 1025

Existing psychological LLMs often employ proac- 1026

tive strategies such as "inquiring subjective in- 1027

formation" or "inquiring objective information" 1028

through questioning in initial or intermediate con- 1029

versation turns. When prompting large models like 1030

GPT-4 to act as psychological counselors, similar 1031

proactive strategies can emerge. Empirical obser- 1032

vations suggest that most large models can achieve 1033

proactive questioning through proper prompting. 1034

Therefore, the evaluation of PsyAdvisor should 1035

focus not on whether models can adopt proactive 1036

strategies, but rather on whether they can initiate in- 1037

quiries at appropriate moments and whether these 1038

inquiries positively impact psychological LLMs. 1039

For passive strategy responses, existing psycholog- 1040

ical LLMs have demonstrated satisfactory perfor- 1041

mance. Thus, our evaluation emphasizes the effec- 1042

tiveness when PsyAdvisor recommends proactive 1043

strategies. 1044

We propose four metrics for proactive strategy 1045

assessment in psychological conversation, devel- 1046

oped in consultation with psychological experts: 1047

1) Strategy Effectiveness (SE): Evaluates 1048

whether psychological LLMs adopt PsyAd- 1049

visor’s recommended strategies and achieve 1050
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expected outcomes. The scoring scale is {0,1051

1, 2}. For baseline models, scores correspond1052

to {failed, partially effective, successful}. For1053

PsyAdvisor-enhanced models: 0 = proactive1054

strategy suggested but not adopted; 1 = adopted1055

but no client response; 2 = adopted with1056

positive client engagement.1057

2) Reasoning Coherence (RC): Assesses the ap-1058

propriateness of timing for proactive inquiries1059

and the rationality of strategy selection rationale.1060

The scoring scale is {0, 1, 2}. For baseline mod-1061

els: scores reflect {inappropriate, moderately1062

appropriate, appropriate} timing. For PsyAdvi-1063

sor models: 0 = inappropriate timing and rea-1064

soning; 1 = appropriate timing with flawed rea-1065

soning; 2 = both appropriate.1066

3) Professionalism (Prof): Measures the profes-1067

sional quality of proactive inquiry content using1068

a {0, 1, 2, 3} scale. Higher scores indicate more1069

professional responses. For example, closed-1070

ended questions like "Do you feel good for noth-1071

ing?" would score low, while open-ended ques-1072

tions like "Could you share what experiences1073

led to these feelings?" would score higher.1074

4) Ethical Safety (ES): Evaluates compliance1075

with ethical standards using a binary scale {0,1076

1}. 0 indicates the presence of unethical content1077

(e.g., suicide encouragement); 1 indicates safe1078

responses adhering to counseling principles.1079

C.2 Psychological Expert Evaluation Process1080

Our evaluation team comprises three psychology1081

graduate students and one senior psychological1082

counselor. All evaluators received standardized1083

training to ensure scoring consistency. The senior1084

counselor supervised the process and arbitrated dis-1085

puted scores. Each participant signed a participant1086

agreement before the experiment(Figure 9).1087

Evaluators selected conversation topics from an1088

established psychological consultation theme bank1089

(see Figure 2). After choosing a theme, they studied1090

relevant datasets to simulate authentic consultation1091

scenarios, including client background and initial1092

statements.1093

Each evaluator conducted at least 10 conver-1094

sation turns with each model (both PsyAdvisor-1095

enhanced and baseline versions) while role-playing1096

as clients. Models were anonymized (e.g., Model1097

A, Model B) to reduce bias, with evaluators only1098

aware of PsyAdvisor integration status.1099

All ratings were recorded immediately after each 1100

conversation turn. An independent data processor 1101

aggregated scores and calculated model averages 1102

per metric. For significant scoring discrepancies, 1103

the senior counselor conducted final arbitration. 1104

D Experimental Implementation Protocol 1105

D.1 Conversation Simulation Protocol 1106

We use the prompt order GPT-4o, GLM-4 to play 1107

client, and each client simulation prompt contained: 1108

(1) a predefined psychological scenario (e.g., work- 1109

place anxiety), topics can only be selected from 1110

the types covered in Figure 2; (2) demonstrate ap- 1111

propriate mismatch (e.g., defensive)(Clients played 1112

by LLMs are usually extremely easy to persuade, 1113

they will quickly spill all their psychological prob- 1114

lems and show 100% cooperation with any strategy 1115

given by the counselor, thus ending the conversa- 1116

tion in very few rounds, and enforcing increased de- 1117

fensiveness in the prompt is effective in prolonging 1118

the conversation rounds); (3) conversation history 1119

constraints(Combining historical information to en- 1120

sure conversation consistency). Example prompt 1121

template: 1122

Prompt
You are asked to play the role of a patient
with a psychological problem who seeks
help from a counselor. For you to get as
close as possible to a real psychological pa-
tient, please follow the requirements below:
(1) From [topics], choose a specific type of
mental illness, and your goal is to achieve a
solution to this problem step by step through
the counselor’s guidance;
(2) Even though you understand the coun-
selor’s advice, you can choose not to imple-
ment it, you can show non-cooperation at
any time, and you can also possess a psy-
chological defense mechanism, in addition,
you may have corresponding negative reac-
tions such as fear or self-doubt for the solu-
tions given by the counselor, you need to talk
about your psychological problems step by
step, and you can’t tell the counselor about
all the problems at once;
(3) Before initiating a new conversation,
please keep [history] in mind.

1123

We further screen and filter the completed con- 1124

versations by directly filtering conversations with 1125
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less than 10 total rounds and deleting conversa-1126

tions that end abnormally, such as interruptions1127

and network reasons. Similar to what we did in1128

3.2.2, we annotated the filtered conversations with1129

strategies and reactions, and analyzed the propor-1130

tion of proactive strategies among all strategies in1131

the conversation to get the PQR metric while by1132

analyzing the reactions of the clients, we can cal-1133

culate the SFR metric, which identifies the kind of1134

reaction (positive or negative) to determine whether1135

the latest strategy is effective or not.1136

D.2 Human Evaluation Protocol1137

Our human evaluations were conducted by three1138

postgraduate psychology students and a senior1139

counselor who chose topics(from figure 2) based on1140

their experience. The evaluation process followed1141

these stages:1142

D.2.1 Evaluator Training1143

A 6-hour workshop was conducted to train the eval-1144

uators, covering the operational principles of the1145

PsyAdvisor, the scoring criteria outlined in Ap-1146

pendix C, and case studies illustrating both proper1147

and improper instances of proactive questioning.1148

The purpose of this workshop was to align eval-1149

uators on the methodology and evaluation stan-1150

dards. Additionally, inter-rater reliability was as-1151

sessed and achieved, with a Cohen’s κ value of1152

0.80, demonstrating substantial agreement among1153

the evaluators after participating in calibration ex-1154

ercises.1155

D.2.2 Conversation Setup1156

In terms of the model configuration, six1157

anonymized model variants (labeled A to F) were1158

used, each corresponding to both the use of the1159

PsyAdvisor plugin and the non-use of the plugin.1160

All models play the role of a counselor through1161

prompts, e.g., ‘You are a professional counselor1162

who can work with clients on psychological issues1163

in conjunction with [strategy]. To ensure consis-1164

tency in the assessment process, we require asses-1165

sors to engage in a minimum of 10 conversations.1166

D.2.3 Evaluation Procedure1167

During the assessment process, all three psychol-1168

ogy graduate students were asked to rate each of1169

the six models, A-F, following the process in Ap-1170

pendix C. Any uncertainties or disputes during this1171

process were adjudicated by the senior counselor.1172

In addition, we opened PsyAdvisor separately to1173

the three graduate students for their use in real1174

counseling scenarios. They attempted to provide 1175

psychological healing solutions to clients in con- 1176

junction with PsyAdvisor’s suggestions, and the 1177

senior counselors were responsible for rating them 1178

in the process. 1179

D.3 Analysis of Fine-tuning Effects 1180

We used Qwen2.5-3B-Instruct as the backbone 1181

model and performed supervised fine-tuning to 1182

obtain PsyAdvisor. We compare the accuracy of 1183

the model for strategy prediction before and after 1184

the fine-tuning, and evaluate the performance of 1185

PsyAdvisor on policy selection in two dimensions. 1186

Results are shown in Table 7. 1187

We first performed a fine-grained policy pre- 1188

diction accuracy analysis(Acc-12).PsyAdvisor is 1189

used to provide targeted strategy suggestions for a 1190

client’s conversation, in parallel with the strategy 1191

suggestions given by the expert synchronously as 1192

a side-by-side comparison, and we used the sim- 1193

ilarity between the two as the accuracy. Specifi- 1194

cally, out of a total of 12 strategies, only the exact 1195

agreement between the predicted strategy and the 1196

strategy given by the expert is counted in the posi- 1197

tive sample of accuracy. As can be seen from the 1198

results, the PsyAdvisor obtained after fine-tuning 1199

can perform up to 3 times better than the original 1200

model in terms of strategy accuracy. 1201

The distribution of strategies is extremely un- 1202

balanced in terms of numbers, which contributes 1203

to the low value of Acc-12. Since the evaluation 1204

of this metric is actually a 12-classification task, 1205

we also performed a coarse-grained analysis(Acc- 1206

2). Specifically, we disregarded the 12 strategies 1207

and only classified the strategies into proactive and 1208

passive categories, and conducted the same experi- 1209

ments after converting them to binary classification 1210

tasks, which showed that the fine-tuned PsyAdvisor 1211

still has significant performance improvement and 1212

can better give strategy suggestions close to those 1213

of human counselors. 1214

In terms of strategy prediction accuracy, PsyAd- 1215

visor’s performance is lower than that of human 1216

counselors. However, this does not imply that 1217

PsyAdvisor is unsuitable for use. In fact, the dis- 1218

crepancies observed between PsyAdvisor and hu- 1219

man counselors’ strategy understanding are not 1220

uncommon, as even the three human counselors 1221

participating in our experiment exhibited a degree 1222

of variation in their strategy annotations. This intro- 1223

duces a level of subjectivity in the accuracy evalua- 1224

tion. Nevertheless, it is important to note that, de- 1225
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spite these differences, PsyAdvisor’s performance1226

in strategy suggestions remains comparable to that1227

of human counselors(Results of Acc-2). Therefore,1228

the effectiveness of its strategic recommendations1229

is objectively valid, even if the prediction accuracy1230

slightly diverges from human standards.1231

E Case Study Details1232

We illustrate the effectiveness of PsyAdvisor with1233

a typical case study; the original conversation is1234

shown in Figure 7 and the corresponding English1235

version in Figure 8.1236

In this case, after accessing PsyAdvisor, the psy-1237

chological LLM’s performance improved signifi-1238

cantly, mainly in the guidance of active question-1239

ing strategies and the depth of the client’s self-1240

exploration. Psychological LLMs who did not1241

have access to PsyAdvisor relied more on passive1242

strategies in the conversation, such as ‘Acknowledg-1243

ing and comforting’ and ‘minimal encouragement’,1244

which could give emotional support to the client but1245

did not effectively guide the client to explore their1246

specific problems in depth. These strategies, while1247

providing emotional support, were not effective in1248

guiding clients to explore their specific problems1249

or find solutions. Even though the LLM used the1250

strategy of ‘Inquiring objective information’ when1251

the client initially described her work stress and1252

tried to obtain more information by simply asking1253

whether her workload was heavy, this strategy did1254

not further push the client to think deeply about the1255

feelings of the stressor, nor did it encourage her to1256

explore possible solutions. Psychological LLMs1257

who did not have access to PsyAdvisor were able to1258

use proactive strategies, such as ’Invite to explore1259

new actions’ used in Figure 7(a), but received neg-1260

ative reactions, suggesting that the timing of their1261

use of proactive strategies was not justified. Psy-1262

chologically, the proactive questioning approach1263

in Figure 7(a) is more inclined to closed question-1264

ing, which restricts the thinking space of the client,1265

implies the direction of the client’s response to a1266

certain extent, and has a tendency to mislead, which1267

is naturally less effective. At the end of the conver-1268

sation, the client developed self-doubt, which also1269

indicates that this counseling did not have much1270

effect.1271

Significant changes in psychological LLM be-1272

havior were observed after accessing PsyAdvi-1273

sor(Figure 7(b)), which effectively guided the1274

client’s self-exploration by suggesting more fre-1275

quent proactive questioning strategies, such as ‘In- 1276

quiring subjective information’ and ‘Invite to ex- 1277

plore new actions’. When the client talked about 1278

the sources of stress at work, PsyAdvisor first rec- 1279

ommended the ‘Inquiring subjective information’ 1280

strategy, which encouraged the client to share more 1281

about the emotional stress of urgent tasks. This ap- 1282

proach not only helps the counselor to gain a deeper 1283

understanding of the client’s predicament, but also 1284

facilitates the expression of emotions and the crys- 1285

tallization of problems. In addition, PsyAdvisor’s 1286

‘Invite to explore new actions’ strategy encourages 1287

clients to think about and try to adjust their work 1288

style, which in turn pushes them to come up with 1289

practical solutions, such as planning tasks or com- 1290

municating with their bosses to optimize the pro- 1291

cess. 1292

These improvements have had a positive impact 1293

on the effectiveness of the conversations. Through 1294

PsyAdvisor’s guidance, counselors were able to use 1295

more directive strategies at the right time, not only 1296

to help the client identify the source of the stress 1297

more clearly, but also to help the client make adjust- 1298

ments both emotionally and in terms of practical 1299

actions. For example, when the client expressed 1300

confusion, PsyAdvisor suggested the ‘Invitation to 1301

Explore New Actions’ strategy, which prompted 1302

the client to proactively think about where to start 1303

adjusting, and ultimately led to the idea of com- 1304

municating with the boss to reprioritize the tasks, 1305

which was recognized by the client. Although a 1306

detailed and complete solution was not formed, the 1307

client’s mood greatly improved and a positive mind- 1308

set was created, which was a key step to completely 1309

solving the psychological problem. 1310

By timing these strategies appropriately, PsyAd- 1311

visor helped the LLM steer the conversation toward 1312

meaningful self-exploration, leading to clearer 1313

problem identification, improved mood, and a 1314

proactive mindset in the client, ultimately enhanc- 1315

ing the counseling effectiveness. This kind of 1316

strategic adjustment and proactive guidance not 1317

only enhanced the depth of the conversation, but 1318

also provided valuable information for the subse- 1319

quent development of the treatment plan, reflect- 1320

ing PsyAdvisor’s strengths in the judgment of the 1321

timing of proactive questioning and strategic guid- 1322

ance. By guiding the client in self-exploration, 1323

PsyAdvisor helps the psychological LLM provide 1324

emotional support while promoting more efficient 1325

self-adjustment and problem solving. 1326
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Strategies Definitions Example

Proactive Strategies The counselor actively promotes the ex-
pression or change of behavior through
questioning and guidance.

Inquiring subjective
information

Proactive strategy of asking the client
about his/her inner thoughts, feelings,
motivations, etc.

Can you talk about how
you’re feeling right now?

Inquiring objective
information

Unsolicited questioning of the client for
specific information about facts or ex-
ternal events.

Have you ever been in psy-
chotherapy before?

Invite to explore
new actions

Encouraging the client to explore or
take new possibilities or courses of ac-
tion.

Why don’t we start by dis-
cussing your relationship
status now?

Invite to adopt a
new perspective

Guiding the client to look at a problem
from a different angle and change their
thinking patterns.

Assuming you didn’t do
that, what would be the im-
pact on your work?

Passive Strategies The counselor creates a supportive en-
vironment by reassuring and listening.

Restatement A repetition of a client’s expression in
one’s own words, usually to confirm or
emphasize the client’s expression.

Okay, so you’re saying
you’ve been feeling pan-
icky lately, right?

Minimal
encouragement

A simple verbal expression of concern
for the client that encourages the person
to continue the expression.

It’s okay. It happens to all
girls.

Emotional reflection Feedback on the client’s emotions or
feelings to help the client become aware
of his or her emotional state.

You seem a little sad right
now.

Acknowledging
and comforting

Affirming and comforting the client’s
expression to increase the sense of secu-
rity.

I’m sure with a lot of hard
work you’ll be able to get
through this period.

Answer The counselor responds directly to the
client’s questions or concerns.

In response to your ques-
tion, I have four sugges-
tions. . .

Face quality Euphemistically expressing doubts to
the client, but at the same time main-
taining the client’s face.

This idea is too absolute,
we can try to rationalize it.

Self-exposure The counselor shares his or her own ex-
periences or feelings to help the client
develop empathy.

I had a similar experience
when I was a child...

Explanation The counselor provides explanations to
help the client understand certain issues
or concepts.

Please understand that
family is a place of love,
not reason.

Table 3: Definitions of Counselor Strategies
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Client Reactions Explanation Example

Positive Reactions The client provides positive feed-
back.

Giving information The client shares new informa-
tion or describes experiences,
opinions, etc.

I’m so bored with my day-to-day
life right now, I don’t know what
to do.

Acknowledging The client acknowledges the
counselor’s statements or sugges-
tions.

Thank you for your suggestions.
I will try to improve it.

Reasonable request The client makes a reasonable re-
quest or asks the counselor for
further explanation.

How can I improve my relation-
ship with my husband?

Expansion The client expands on the topic
or provides more details.

Not only that, but I’m afraid to
stay alone at night for fear he’ll
show up.

Negative Reactions The client provides negative feed-
back.

Self-criticism
or hopelessness

The client criticizes himself/her-
self, expresses self-doubt, or
feels hopeless.

But I simply can’t show weak-
ness, I just can’t.

Defense of
personal opinion

The client asserts his or her own
opinion and rejects other opin-
ions.

I don’t think you’re making any
sense. I don’t have to pay any-
thing for him at all.

Expressing confusion The client is confused or unsure
or does not understand an issue.

I don’t understand, do you want
me to take care of it myself?

Reconstruction
(reframing of opinion
or change in behavior)

The client reinterprets or changes
his or her original behavior con-
cerning some opinion or issue.

That’s not what I meant. I don’t
think I’m really responsible for
this.

Sarcastic response The client’s response is ironic or
sarcastic.

Oh, I don’t expect that from my
mother.

Changing the subject The client avoids discussing the
current topic and talks about
something else.

You’re the one who brought that
up. I thought we were talking
about my husband.

Table 4: Explanations of Client Reactions
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Strategies Counts Avg.
Characters Proportion

Proactive Strategies 8681 22.31 53.78%
Inquiring subjective information 4846 19.78 30.02%
Inquiring objective information 1086 15.42 6.73%

Invite to explore new actions 2531 30.12 15.68%
Invite to adopt a new perspective 218 22.35 1.35%

Passive Strategies 7440 24.57 46.09%
Restatement 443 23.32 2.74%

Minimal encouragement 624 4.39 3.87%
Emotional reflection 538 17.54 3.33%

Acknowledging and comforting 2194 18.67 13.59%
Explanation 3248 34.41 20.12%

Answer 301 16.63 1.86%
Face quality 18 13.77 0.11%

Self-exposure 74 31.64 0.46%
Others 20 18.9 0.12%
In total 16141 23.35

Table 5: Strategy Data Statistics

Client Reactions Counts Avg.
Characters Proportion

Positive Reactions 13963 27.58 86.46%
Giving information 8834 39.22 54.70%

Acknowledging 3490 3.28 21.61%
Reasonable request 1497 15.34 9.27%

Expansion 142 30.11 0.88%
Negative Reactions 2158 16.18 13.36%

Self-criticism or hopelessness 515 17.73 3.19%
Defense of personal opinion 110 20.77 0.68%

Expressing confusion 1412 12.75 8.74%
Reconstruction 103 50.19 0.64%

Sarcastic response 13 17.87 0.08%
Changing the subject 5 20.16 0.03%

Others 29 8.92 0.18%
In total 16150 26.03

Table 6: Reaction Data Statistics

Backbone Model Acc-2 Acc-12
PsyAdvisor 85.12% 36.68%
-w/o SFT 60.27% ↓ 12.16% ↓

Table 7: Comparison of Strategy Prediction Accuracy
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Figure 5: Example of ProPsyC dataset (Chinese version)
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Figure 6: Example of ProPsyC dataset (English version)
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Figure 7: An example of the effect of the PsyAdvisor application (Chinese version)
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Figure 8: An example of the effect of the PsyAdvisor application (English version)
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Figure 9: Content of the Participant Informed Consent
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