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ABSTRACT

Past decades have seen the great potential of generative machine learning in molec-
ular design while also exposed the gap between research contributions and practical
applications. Considering the expensive-to-evaluate nature of molecular properties
and hard-to-satisfy validity of molecular structures, this paper tackles molecular
design from graph Bayesian optimization viewpoint, i.e., generating feasible and
optimal molecular graph with compatible features given limited number of evalua-
tions. Our proposed method, BoGrape, uses shortest-path graph kernels to measure
the similarity between molecules and utilizes mixed-integer programming to allow
global exploration of molecular space while maintaining the feasibility of generated
candidates. Preliminary results show promising performance of BoGrape.

1 INTRODUCTION

The natural graph representations of (bio)molecules enable the application of graph machine learning
to molecular prediction and generation tasks (Gaudelet et al., 2021; Xia et al., 2019; Xiong et al.,
2021). To increase the validity and quality of generated candidates, numerous labeled molecules are
needed to learn the underlying structure-property relationships, making molecular design data-hungry,
and thus expensive. From optimization perspectives, the aim of molecular design is to learn and then
optimize an unknown objective using a few data points, leading researchers to Bayesian optimization
(BO) (Frazier, 2018). However, the discrete molecular space hinders the direct implementation of BO
techniques, which mostly operate on continuous inputs, motivating works that introduce a continuous
latent space and apply BO on it (Jin et al., 2018; Maus et al., 2022; Rittig et al., 2022). Nevertheless,
the validity of solutions is still measured on the original molecular space, whose counterpart on a
learned latent space is hard to define explicitly.

Alternatively, molecular generation can be viewed as a constrained graph optimization problem, i.e.,
finding desired graph structures and features subject to given constraints. Considering the black-box
objective and limited data, recent advances in graph BO seem to be promising alternatives. Existing
graph BO approaches mostly adopt Gaussian processes (GPs) with various graph kernels to fit graph
functions (Ramachandram et al., 2017; Borovitskiy et al., 2021; Ru et al., 2021; Zhi et al., 2023).
However, these works are impractical for (bio)molecular generation since they either (i) limit the
search space to a given fixed graph (Oh et al., 2019; Wan et al., 2023; Liang et al., 2024), directed
labeled graphs (White et al., 2021; Ru et al., 2021; Wan et al., 2021), unlabeled graphs (Cui & Yang,
2018), etc., or (ii) rely on task-specific similarity metrics (Kandasamy et al., 2018). Additionally,
acquisition functions in graph BO are mostly optimized using evolutionary algorithms (Kandasamy
et al., 2018; Wan et al., 2021) or sampling (Ru et al., 2021; Wan et al., 2023), which cannot efficiently
explore the search domain, flexibly handle constraints, or guarantee optimality.

This paper proposes Bayesian optimization over graphs with shortest-path encoded, or BoGrape,
as a paradigm for optimal molecular generation. GPs are chosen as the surrogates, using global
acquisition function optimization methods introduced by Xie et al. (2024). We develop four variants
of the classic shortest-path graph kernel (Borgwardt & Kriegel, 2005) for use in BoGrape. By
precisely representing the shortest paths as decision variables, the acquisition function optimization
is formulated as a mixed-integer program (MIP) with a mixed-feature search space, graph kernel, and
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Figure 1: Key components of BoGrape. Graph kernel comprises kG and kF on the graph and feature
levels respectively. Graph GP is then trained using the chosen kernel and samples. GP posterior is
used to build the acquisition, e.g., LCB. Note that graph GP includes discrete graph domains; the
continuous domain is only for illustration. Acquisition optimization is formulated as a MIP using
the encoding of shortest paths and graph kernels. Solving the MIP gives the next query point.

relevant problem-specific constraints. Figure 1 illustrates the BoGrape pipeline. Numerical results on
QM7 and QM9 datasets highlight the performance and sample efficiency of BoGrape in generating
good candidate molecules.

2 PRELIMINARIES

Bayesian optimization: BO is a derivative-free optimization framework designed to iteratively
approach the optimum of an expensive-to-evaluate, black-box function f : X → R (Frazier, 2018).
At each iteration, a surrogate model (usually GP) is trained on observed dataset, followed by selecting
the next query point through optimizing an acquisition function, i.e., lower confidence bound (LCB).

Optimization over trained ML models: A trained ML model is encoded into an optimization
formulation, enabling decision-making problems over model predictions. Many classic models are
studied in this area, e.g., GPs (Schweidtmann et al., 2021), trees (Mistry et al., 2021; Thebelt et al.,
2021; Ammari et al., 2023), neural networks (Anderson et al., 2020; Tsay et al., 2021), etc..

Global acquisition optimization: Xie et al. (2024) introduce a global acquisition optimization
framework based on mixed-integer quadratic programming (MIQP) named PK-MIQP, which is useful
because of its (i) compatibility with various kernels, and (ii) theoretical guarantee on regret bounds.

Graph kernels: Graph kernels extend the concept of kernels to graph domains and evaluate the
similarity between graphs. Past research develops graph kernels using various graph patterns, e.g.,
neighborhoods, subgraphs, walks, paths. We refer to Vishwanathan et al. (2010); Borgwardt et al.
(2020); Kriege et al. (2020); Nikolentzos et al. (2021) for more details about graph kernels.

3 METHODOLOGY

3.1 SHORTEST-PATH GRAPH KERNELS

We focus on variants of the shortest-path (SP) kernel. For graph G, denote lu as the label of node u,
eu,v as the shortest path from u to v (which may not be unique), and du,v as the shortest distance
from node u to v (which is unique). Borgwardt & Kriegel (2005) define an SP kernel between graphs
G1 = (V 1, E1) and G2 = (V 2, E2) as:

kSP (G
1, G2) =

∑
u1,v1∈V 1,u2,v2∈V 2

k(eu1,v1 , eu2,v2)

k(·, ·) compares the labels and lengths of two shortest paths:

k(eu1,v1 , eu2,v2) = kv(lu1 , lu2) · ke(du1,v1 , du2,v2) · kv(lv1 , lv2)

2



Published at the GEM workshop, ICLR 2025

where kv is a kernel comparing node labels, ke is a kernel comparing path lengths. Both kv and ke
are usually chosen as Dirac kernels, giving the explicit representation of the SP kernel as:

kSP (G
1, G2) =

1

n2
1n

2
2

∑
u1,v1∈V 1,u2,v2∈V 2

1(lu1
= lu2

, du1,v1 = du2,v2
, lv1 = lv2) (SP)

where 1
n2
1n

2
2

is normalizing coefficient with n1, n2 as node number in graph G1, G2, respectively.

Note that each node may have more problem-specific features beyond a single label. From here on,
we use X = (G,F ) to denote an attributed graph with G as the underlying labeled graph and F as
node features. Intuitively, we can compare the features of two nodes instead of labels in kv . However,
this could unnecessarily reduce the number of matching paths between two graphs. Therefore, we
borrow from Cui & Yang (2018) the idea to separate the implicit and explicit information of graphs,
i.e., the kernel value between two attributed graphs X1, X2 becomes:

k(X1, X2) = α · kG(G1, G2) + β · kF (F 1, F 2) (1)

where kG is any graph kernel, kF is any kernel over features, and α, β are trainable parameters
controlling the trade-off between graph similarity and feature similarity.

We also propose a simplified shortest-path (SSP) kernel corresponding to an unlabeled SP kernel:

kSSP (G
1, G2) =

1

n2
1n

2
2

∑
u1,v1∈V 1,u2,v2∈V 2

1(du1,v1 = du2,v2) (SSP)

Observe that both the SP and SSP kernels are linear kernels if we pre-process all shortest paths in each
graph and count the number of each length of shortest path. To improve the representation ability,
non-linear kernels are considered which demonstrate better empirical performance in exchange
of the additional difficulties for optimization. Motivated by the practically strong performance of
exponential kernels such as RBF kernel, Matérn kernel, graph diffusion kernel (Oh et al., 2019), etc.,
we propose the following two nonlinear graph kernels based on SP and SSP kernels:

kESP (G
1, G2) = exp(kSP (G

1, G2))/σ2
k (ESP)

kESSP (G
1, G2) = exp(kSSP (G

1, G2))/σ2
k (ESSP)

where variance σ2
k is added to control the magnitude of kernel value. Note that we could also add

variance to SP and SSP kernels, but it would be absorbed by α, β.

3.2 GLOBAL ACQUISITION OPTIMIZATION

We begin with the optimization formulation for the LCB acquisition function from Xie et al. (2024):

min µ− β
1/2
t σ (3a)

s.t. µ = KxXK−1
XXy (3b)

σ2 ≤ Kxx −KxXK−1
XXKXx (3c)

KxXi = k(x,Xi), ∀1 ≤ i < t (3d)
x = (G,F ) ∈ X = G × F (3e)

To maintain consistency with the general BO setting, we denote x = (G,F ) as the next sample and
X = {(Gi, F i), yi}t−1

i=1 as the prior samples at the t-th iteration. The difference is that now we need
to optimize over both the graph domain G ∈ G and the feature domain F ∈ F .

The advantages of formulation Eq. (3) are: (i) it is compatible with discrete variables, a key challenge
of graph optimization, (ii) Eq. (3e) allows problem-specific constraints over the graph domain, (iii)
Eq. (3d) is generic to the choice of graph kernel, and (iv) nonlinear kernels can be piecewise-linearly
approximated and incorporated into Eq. (3) with theoretical guarantees on regret bounds.

3.3 ENCODING OF GRAPH KERNELS

The explicit formulation of Eq.(3e) needs expressions of KxXi and Kxx, both of which involve the
shortest path between any two nodes. Deriving shortest paths for a given graph is straightforward
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Figure 2: Predictive performance of GP with different kernels. 100 samples are randomly chosen
from the QM7 dataset, 30 of which are used for training. The predictive mean with one standard
deviation (predicted y) of the remaining 70 graphs are plotted against their real values (true y).

using classic shortest-path algorithms, while representing them into decision variables is quite
complicated and thus the major contribution of this work. Due to space limit, we put all details about
the encoding of shortest paths in Appendix A, where Theorem A.2 and Theorem A.3 guarantee the
equivalence of our encoding for directed graphs. With shortest paths encoded, Appendix B formulates
graph kernels introduced in Section 3.1. All encoding could be further simplified for undirected
graphs, e.g., molecules (see Appendix B.3).

4 EXPERIMENTS

In this preliminary work, we consider the performance of our method in both prediction and optimiza-
tion tasks. Datasets QM7 (Blum & Reymond, 2009; Rupp et al., 2012) and QM9 (Ruddigkeit et al.,
2012; Ramakrishnan et al., 2014) are chosen as real-world case studies, each of which consists of
molecules with quantum mechanic properties. Each molecule is represented as a graph with F = 15
node features, including L = 4 labels. Since the maximal size of molecules is 7 and 9 for QM7 and
QM9, respectively, we follow Zhang et al. (2023) and train a GNN as a predictor for each dataset.

All experiments are performed on a 4.2 GHz Intel Core i7-7700K CPU with 16 GB memory. We use
GPflow (Matthews et al., 2017) to implement GP models, PyG (Fey & Lenssen, 2019) to implement
GNNs, and Gurobi v11.0.0 (Gurobi Optimization, LLC, 2024) to solve MIPs. Random sampling is
a common baseline, but is excluded here since it rarely produces even feasible solutions. Instead,
we use Limeade (Zhang et al., 2024b) to randomly generate feasible molecules, which is further
enhanced by incorporating the composition constraints and symmetry-breaking constraints proposed
by Zhang et al. (2023). Appendix C.2 compares random sampling and Limeade.

4.1 MOLECULAR PROPERTIES PREDICTION

We first test the predictive performance of GPs with the four graph kernels. Based on the molecular
size N , we consider two settings: (a) if the dataset includes molecules of size N , we randomly choose
molecules from the dataset and use their real properties, and (b) for larger N , we use Limeade to
generate molecules and use the trained GNN to predict their properties. To show the performance
of different kernels on representing similarity between graphs, we apply setting (a) and perform a
property prediction task using GPs equipped with the various kernels in Figure 2. For larger graph
sizes, we apply setting (b) and report the root mean square errors and mean negative log likelihoods of
GP regression in Tables 2 and 3 (see Appendix C.1). Figure 2 concludes the four graph kernels have
comparable prediction performance in terms of accuracy, while two exponential kernels may more
accurately quantify uncertainty (which is also observed in Table 3). When graph size N is larger,
Table 2 shows that the more complicated kernels, i.e., SP and ESP, are generally better at predicting
graph properties since they impose stronger criteria on comparing shortest-paths between two graphs.

4.2 OPTIMAL MOLECULAR DESIGN

Now we have presented all the pieces needed to implement an end-to-end BO procedure. We employ
the trained GNNs used in Section 4.1 as oracle predictors, i.e., the functions that we seek to optimize.
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(a) QM7, N = 10 (b) QM7, N = 20 (c) QM7, N = 30

(d) QM9, N = 10 (e) QM9, N = 20 (f) QM9, N = 30

Figure 3: Bayesian optimization results on QM7 and QM9 with N ∈ {10, 20, 30}. Best objective
value is plotted at each iteration. Mean with 0.5 standard deviation over 10 replications is reported.

At each iteration, we train a GP with a graph kernel and extract trained model parameters α, β, σ2
k to

calculate KXX and represent Kxx,KxXi
appearing in Eqs. (3b)–(3d). Eq. (3e) defines the search

domain, which is already set up in Zhang et al. (2024a) for QM7 and QM9. Solving the final MIP
suggests the next molecule to query. Algorithm 1 outlines BoGrape.

Algorithm 1 BoGrape at t-th iteration.

1: Input: dataset X = {(Gi, F i), yi}t−1
i=1 , graph kernel ∈ {SSP, SP, ESSP, ESP}.

2: Model training: kernel parameters α, β, σ2
k ▷ graph GP fit to X .

3: Acquisition formulation:
4: define objective in Eq. (3a) ▷ definition of LCB.
5: encode KxXi and Kxx in Eqs. (3b) – (3d) ▷ Appendix B.
6: search space X in Eq. (3e) ▷ problem-specific.
7: Optimization: optimal solution (Gt, F t) ▷ solve Eq. (3) (with warm start).
8: Output: proposed sample (Gt, F t).

In our experiments, 10 molecules generated by Limeade are used as the initial dataset, and 50 BO
iterations are performed with 600s as the time limit for each iteration. To initialize the algorithm
with some feasible solutions, i.e., good primal solutions, we use 20 molecules generated by Limeade
together with previously sampled molecules to warm start Eq. (3) before solving it. For each BO run,
we show the mean with 0.5 standard deviation of the best objective value over 10 replications.

Results in Figure 3 show that BoGrape outperforms Limeade regardless of which graph kernel is used.
The SSP kernel displays the best performance in most cases, especially when the graph size N is large.
This observation suggests that this simpler encoding reduces model complexity and produces better
solutions within the given computational time. The SP kernel, which includes stricter comparison
between graphs and has outstanding predictive performance as shown in Table 2, outperforms the
SSP kernel in some cases, e.g. Figures 3a, 3b, 3d. Exponential kernels have good representation
ability, at the trade-off that their formulations result in more complicated MIPs and require more
computational resources for good performance. We hypothesize that BO with the exponential kernels
may be more capable of providing high-quality solutions giving longer computational time.
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5 CONCLUSION

This work proposes BoGrape to optimize black-box functions over graphs. Four shortest-path graph
kernels are presented and tested on both prediction and Bayesian optimization tasks. The underlying
mixed-integer formulation provides a flexible and general platform including mixed-feature search
spaces, graph kernels, acquisition functions, and problem-specific constraints. BoGrape shows
its ability to generate feasible and qualified molecular graphs, leveraging the data-insufficiency
and validity requirement in practice. Numerical results show promising performance and suggest
trade-offs between query-efficiency and computational time when choosing a suitable kernel.
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A ENCODING OF SHORTEST PATHS

A.1 NOTATIONS

We provide details for all variables introduced in this paper in Table 1. Recall that the search domain
considered here consists of all connected graphs with node number ranging from n0 to n, each node
has M binary features with the first L node features as the one-hot encoding of node label. Use [n] to
denote set {0, 1, . . . , n− 1}.

Table 1: All variables introduced in the optimization formulation for graph kernels.

Variables Domain Description

Au,v, u, v ∈ [n] {0, 1} the existence of edge from u to v
du,v, u, v ∈ [n] [n+ 1] the length of shortest path from u to v

δwu,v, u, v, w ∈ [n] {0, 1} if w appears at the shortest path from u to v

dsu,v, u, v ∈ [n], s ∈ [n+ 1] {0, 1} indicator: 1(du,v = s)
Ds, s ∈ [n] [n2 + 1] # shortest paths with length s

Dc
s, s ∈ [n], c ∈ [n2 + 1] {0, 1} indicator: 1(Ds = c)

ps,l1,l2u,v , u, v, s ∈ [n], l1, l2 ∈ [L] {0, 1} indicator: 1(Fu,l1 = 1, du,v = s, Fv,l2 = 1)
Ps,l1,l2 , s ∈ [n], l1, l2 ∈ [L] [n2 + 1] # shortest paths with length s and labels l1, l2

P c
s,l1,l2

, s ∈ [n], l1, l2 ∈ [L], c ∈ [n2 + 1] {0, 1} indicator: 1(Ps,l1,l2 = c)

Nm, m ∈ [M ] [N + 1] sum of m-th feature over all nodes
Nc

m, m ∈ [M ], c ∈ [M + 1] {0, 1} indicator: 1(Nm = c)

A.2 SHORTEST PATH ENCODING FOR GRAPHS WITH FIXED SIZE

For the sake of exposition, we start with all connected graphs G with fixed size, i.e., node number n
is given. The optimization formulation for graph kernels involves constant graph information and
their variable counterparts. For each variable Var , we use Var(G) to denote its value on a given
graph G. For example, du,v(G) is the shortest distance from node u to node v in graph G.

If graph G is given, Au,v, du,v, δ
w
u,v in Table 1 can be computed using classic shortest-path algorithms,

such as the Floyd–Warshall algorithm (Floyd, 1962). In graph optimization tasks, however, we need
to encode the relationships between these variables as constraints. Motivated by the Floyd–Warshall
algorithm, we first present the constraints in Eq. (4) and then prove that there exists a bijective
between the feasible domain given by these constraints and all connected graphs with size n.

Av,v = 1, ∀v ∈ [n] (4a)
dv,v = 0, ∀v ∈ [n] (4b)

du,v

{
= 1, if Au,v = 1

> 1, if Au,v = 0
, ∀u, v ∈ [n], u ̸= v (4c)

du,v

{
= du,w + dw,v, if δwu,v = 1

< du,w + dw,v, if δwu,v = 0
, ∀u, v, w ∈ [n], u ̸= v (4d)

δwv,v =

{
1, if w = v

0, if w ̸= v
, ∀v, w ∈ [n] (4e)

δuu,v = δvu,v = 1, ∀u, v ∈ [n], u ̸= v (4f)∑
w∈[n]

δwu,v

{
= 2, if Au,v = 1

> 2, if Au,v = 0
, ∀u, v ∈ [n], u ̸= v (4g)

Eq. (4) are necessary conditions that Au,v, du,v, δ
w
u,v should satisfy:

• Eq. (4a) initializes the diagonal elements.

9
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• Eq. (4b) initializes the shortest distance from v to itself.
• Eq. (4c) forces the shortest distance from node u and v be 1 if edge u → v exists, and larger

than 1 otherwise.
Rewrite Eq. (4c) as:

du,v ≤ 1 + n · (1−Au,v), ∀u, v ∈ [n], u ̸= v

du,v ≥ 2−Au,v, ∀u, v ∈ [n], u ̸= v

where n is a big-M coefficient using du,v ≤ n− 1.
• Eq. (4d) is the triangle inequality for distance matrix d.

Rewrite Eq. (4d) as:
du,v ≤ du,w + dw,v − (1− δwu,v), ∀u, v, w ∈ [n]

du,v ≥ du,w + dw,v − 2n · (1− δwu,v), ∀u, v, w ∈ [n]

where 2n is a big-M coefficient since du,w + dw,v < 2n.
• Eq. (4e) initializes δwv,v by definition.
• Eq. (4f) initializes δuu,v and δvu,v by definition.
• Eq. (4g) ensures that there is at least one node at the shortest path from node u to v if there

is no edge from node u to v. Otherwise, no node except for u and v could appear at the
shortest path from u to v.
Rewrite Eq. (4g) as:∑

w∈[n]

δwu,v ≤ 2 + (n− 2) · (1−Au,v), ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≥ 2 + (1−Au,v), ∀u, v ∈ [n], u ̸= v

where n− 2 is a big-M coefficient since
∑

w∈[n]

δwu,v ≤ n.

Replacing disjunctive constraints accordingly in Eq. (4) gives the final formulation Eq. (MIP-SP):

Av,v = 1, ∀v ∈ [n]

dv,v = 0, ∀v ∈ [n]

du,v ≤ 1 + n · (1−Au,v), ∀u, v ∈ [n], u ̸= v

du,v ≥ 2−Au,v, ∀u, v ∈ [n], u ̸= v

du,v ≤ du,w + dw,v − (1− δwu,v), ∀u, v, w ∈ [n]

du,v ≥ du,w + dw,v − 2n · (1− δwu,v), ∀u, v, w ∈ [n]

δvv,v = 1, ∀v ∈ [n]

δwv,v = 0, ∀v, w ∈ [n], v ̸= w

δuu,v = δvu,v = 1, ∀u, v ∈ [n], u ̸= v∑
w∈[n]

δwu,v ≤ 2 + (n− 2) · (1−Au,v), ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≥ 2 + (1−Au,v), ∀u, v ∈ [n], u ̸= v

(MIP-SP)

Lemma A.1. (Au,v(G), du,v(G), δwu,v(G)) is a feasible solution of Eq. (MIP-SP) with size n = n(G)
given any connected graph G.

Proof. Trivial to verify by definition.

Theorem A.2. Given any n ∈ Z+, for any feasible solution (Au,v, du,v, δ
w
u,v) of Eq. (MIP-SP) with

size n, there exists a unique graph G such that:
(Au,v(G), du,v(G), δwu,v(G)) = (Au,v, du,v, δ

w
u,v)

i.e., there is a bijective between the feasible domain of Eq. (MIP-SP) with size n and the set consisting
of all connected graphs with n nodes.

10
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Proof. If such G exists, it is unique since Au,v gives the existence of every edge. Thus it suffices to
show that (du,v(G), δwu,v(G)) = (du,v, δ

w
u,v) for G defined with Au,v .

We are going to prove it by induction on the shortest distance sd from node u to v in graph G.
Specifically, we want to show that for any 0 ≤ sd < n, and for any pair of (u, v) such that
min(du,v(G), du,v) = sd, we have du,v(G) = du,v and δwu,v(G) = δwu,v, ∀w ∈ [n].

For sd = 0, min(du,v(G), du,v) = 0 if and only if u = v. For any v ∈ [n], it is obvious to have:

dv,v(G) = 0 = dv,v

δvv,v(G) = 1 = δvv,v

δwv,v(G) = 0 = δwv,v, ∀w ̸= v

For sd = 1, consider every pair (u, v) such that du,v(G) = 1, we have Au,v = Au,v(G) = 1, then it
is easy to obtain:

du,v(G) = 1 = du,v

δwu,v(G) = 1 = δwu,v, ∀w ∈ {u, v}
δwu,v(G) = 0 = δwu,v, ∀w ̸∈ {u, v}

where δwu,v = 0, ∀w ̸∈ {u, v} since:∑
w ̸∈{u,v}

δwu,v =
∑
w∈[n]

δwu,v − δuu,v − δvu,v = 0

On the contrary, du,v = 1 gives Au,v = 1, thus Au,v(G) = 1 and δwu,v(G) = δwu,v, ∀w by definition.

Now assume that for any pair of (u, v) such that min(du,v(G), du,v) ≤ sd, we have du,v(G) = du,v
and δwu,v(G) = δwu,v, ∀w. Since δwu,v(G) = δwu,v, ∀w ∈ {u, v} always holds by definition, we only
consider w ̸∈ {u, v}.

Part 1: We first consider every pair of (u, v) such that du,v(G) = sd + 1. Since sd + 1 ≥ 2, we
know that Au,v = Au,v(G) = 0 and there exists w ̸∈ {u, v} on the shortest path from node u to v in
graph G.

Case 1.1: For every w ̸∈ {u, v} such that δwu,v(G) = 1, since du,w(G) ≤ sd and dw,v(G) ≤ sd, we
have:

du,v ≤ du,w + dw,v = du,w(G) + dw,v(G) = du,v(G) = sd+ 1

The equality has to hold, otherwise, du,v ≤ sd gives du,v(G) = du,v ≤ sd by assumption. Therefore,
δwu,v = 1 = δwu,v(G).

Case 1.2: For every w ̸∈ {u, v} such that δwu,v(G) = 0, if δwu,v = 1, then du,w+dw,v = du,v = sd+1,
which means that du,w ≤ sd and dw,v ≤ sd. By assumption, we have du,w(G) = du,w, dw,v(G) =
dw,v and then:

du,w(G) + dw,v(G) = du,w + dw,v = du,v = du,v(G)

which contradicts to δwu,v(G) = 0. Thus δwu,v = 0.

Part 2: Then we consider every pair of (u, v) such that du,v = sd + 1. Similarly, we have
Au,v = Au,v(G) = 0.

Case 2.1: For every w ̸∈ {u, v} such that δwu,v = 1, since du,w ≤ sd and dw,v ≤ sd, we have
du,w(G) = du,v and dw,v(G) = dw,v , then:

du,v(G) ≤ du,w(G) + dw,v(G) = du,w + dw,v = du,v = sd+ 1

This equality also has to hold, otherwise, du,v(G) ≤ sd, by assumption du,v = du,v(G) ≤ sd, which
is a contradiction.

Case 2.2: For every w ̸∈ {u, v} such that δwu,v = 0, if δwu,v(G) = 1, then du,w(G) = dw,v(G) =
du,v(G) = sd+ 1, which means that du,w(G) ≤ sd and dw,v(G) ≤ sd. Therefore,

du,w + dw,v = du,w(G) + dw,v(G) = du,v(G) = du,v

which contradicts to δu,v = 0.
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A.3 SHORTEST PATH ENCODING FOR GRAPH WITH UNKNOWN SIZE

The formulation becomes more complicated when the graph size is unknown (but bounded). Denote
n0 and n as the minimal and maximal number of nodes, respectively, and use Av,v to represent the
existence of node v. We need to assign proper values to du,v and δwu,v when either of u or v does not
exist. Moreover, we extend the domain of du,v from [n] to [n+ 1] and use n to denote infinity.

We extend constraints listed in Eq. (4) to handle changeable graph size:

Av,v ≥ Av+1,v+1, ∀v ∈ [n− 1] (5a)∑
v∈[n]

Av,v ≥ n0, (5b)

2Au,v ≤ Au,u +Av,v, ∀u, v ∈ [n], u ̸= v (5c)
dv,v = 0, ∀v ∈ [n] (5d)

du,v

{
= 1, Au,v = 1

> 1, Au,v = 0
, ∀u, v ∈ [n], u ̸= v (5e)

du,v

{
< n, if Au,u = Av,v = 1

= n, if min{Au,u, Av,v} = 0
, ∀u, v ∈ [n], u ̸= v (5f)

du,v

{
= du,w + dw,v, if δwu,v = 1

< du,w + dw,v, if δwu,v = 0
, ∀u, v, w ∈ [n], u ̸= v (5g)

δwv,v =

{
1, if w = v

0, if w ̸= v
, ∀v, w ∈ [n] (5h)

δuu,v = δvu,v = 1, ∀u, v ∈ [n], u ̸= v (5i)

∑
w∈[n]

δwu,v


= 2, if Au,v = 1

> 2, if Au,v = 0, Au,u = Av,v = 1

= 2, if min{Au,u, Av,v} = 0

, ∀u, v ∈ [n], u ̸= v (5j)

where:

• Eq. (5a) forces nodes with smaller indexes exist.
• Eq. (5b) gives the lower bound of the number of existed nodes.
• Eq. (5c) means that there is no edge from node u to v if any of them does not exist.
• Eq. (5d) initializes the shortest distance from one node to itself, even it does not exist.
• Eq. (5e) forces the shortest distance from node u and v be 1 if there is one edge from u to v,

and larger that 1 otherwise.
Rewrite Eq. (5e) as:

du,v ≤ 1 + n · (1−Au,v), ∀u, v ∈ [n], u ̸= v

du,v ≥ 2−Au,v, ∀u, v ∈ [n], u ̸= v

where n is a big-M coefficient using the fact that du,v ≤ n.
• Eq. (5f) sets the shortest distance from node u to v as n, i.e., ∞, if any of them does not

exist. Otherwise, the shortest distance is less than n.
Rewrite Eq. (5f) as:

du,v ≥ n · (1−Au,u), ∀u, v ∈ [n], u ̸= v

du,v ≥ n · (1−Av,v), ∀u, v ∈ [n], u ̸= v

• Eq. (5g) is the triangle inequality for the distance matrix d.
Rewrite Eq. (5g) as:

du,v ≤ du,w + dw,v − (1− δwu,v), ∀u, v, w ∈ [n]

du,v ≥ du,w + dw,v − 2n · (1− δwu,v), ∀u, v, w ∈ [n]

where 2n is a big-M coefficient since du,w + dw,v ≤ 2n.

12



Published at the GEM workshop, ICLR 2025

• Eq. (5h) initializes δwv,v by definition, even node v does not exist.
• Eq. (5i) initializes δuu,v and δvu,v by definition, even node u or v does not exist.
• Eq. (5j) makes sure that there is at least on node at the shortest path from node u to v if there

is no edge from node u and v and these two nodes both exist. Otherwise, only δuu,v and δvu,v
equal to 1.
Rewrite Eq. (5j) as:∑

w∈[n]

δwu,v ≤ 2 + (n− 2) · (1−Au,v), ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≤ 2 + (n− 2) ·Au,u, ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≤ 2 + (n− 2) ·Av,v, ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≥ Au,u +Av,v + (1−Au,v), ∀u, v ∈ [n], u ̸= v

where n− 2 is a big-M coefficient since
∑

w∈[n]

δwu,v ≤ n.

To conclude, the formulation for shortest paths of all connected graphs with at least n0 nodes and at
most n nodes is:

Av,v ≥ Av+1,v+1, ∀v ∈ [n− 1]∑
v∈[n]

Av,v ≥ n0,

2Au,v ≤ Au,u +Av,v, ∀u, v ∈ [n], u ̸= v

dv,v = 0, ∀v ∈ [n]

du,v ≤ 1 + n · (1−Au,v), ∀u, v ∈ [n], u ̸= v

du,v ≥ 2−Au,v, ∀u, v ∈ [n], u ̸= v

du,v ≥ n · (1−Au,u), ∀u, v ∈ [n], u ̸= v

du,v ≥ n · (1−Av,v), ∀u, v ∈ [n], u ̸= v

du,v ≤ du,w + dw,v − (1− δwu,v), ∀u, v, w ∈ [n]

du,v ≥ du,w + dw,v − 2n · (1− δwu,v), ∀u, v, w ∈ [n]

δwv,v =

{
1, if w = v

0, if w ̸= v
, ∀v, w ∈ [n]

δuu,v = δvu,v = 1, ∀u, v ∈ [n], u ̸= v∑
w∈[n]

δwu,v ≤ 2 + (n− 2) · (1−Au,v), ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≤ 2 + (n− 2) ·Au,u, ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≤ 2 + (n− 2) ·Av,v, ∀u, v ∈ [n], u ̸= v

∑
w∈[n]

δwu,v ≥ Au,u +Av,v + (1−Au,v), ∀u, v ∈ [n], u ̸= v

(MIP-SP-plus)

Theorem A.3. There is a bijective between the feasible domain of Eq. (MIP-SP-plus) with size [n0, n]
and all connected graphs with number of nodes in [n0, n].

Proof of Theorem A.3. Fix the node number as n1 with n0 ≤ n1 ≤ n, Eqs. 5a – 5b force:

Av,v =

{
1, v ∈ [n1]

0, v ∈ [n]\[n1]
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substituting which to other constraints give us:

Au,v = Av,u = 0, ∀u ∈ [n1], v ∈ [n]\[n1], u ̸= v

dv,v = 0, ∀v ∈ [n]\[n1]

du,v = dv,u = n, ∀u ∈ [n1], v ∈ [n]\[n1], u ̸= v

δwu,v = δwv,u =

{
1, w ∈ {u, v}
0, w ̸∈ {u, v} , ∀u ∈ [n1], v ∈ [n]\[n1]

One can easily check that all constraints associated with non-existed nodes are satisfied. Removing
those constraints turns Eq. (MIP-SP-plus) into Eq. (MIP-SP) with size n1.

B ENCODING OF GRAPH KERNELS

For the encoding of different graph kernels, we first rewrite Eq. (3d) using Eq. (1) as:

kxXi = k(x,Xi) = α · kG(G,Gi) + β · kF (F, F i)

where kG(·, ·) is formulated in Appendix B.1 and kF (·, ·) is encoded in Appendix B.2. When only
considering undirected graphs, those encoding could be further simplified as shown in Appendix B.3.

W.l.o.g., assume that each node has M features, i.e., F i ∈ Rn(Gi)×M , and the first L features denote
the one-hot encoding of its label, i.e.,

∑
l∈[L] F

i
l = 1, ∀1 ≤ i < t.

B.1 GRAPH LEVEL

With the shortest distances du,v as decision variables, formulating kG(G,Gi) is straightforward for
SP and SSP kernels:

kSSP (G,Gi) =
1

n2n2
i

∑
u1,v1∈[n]

∑
u2,v2∈[n(Gi)]

d
du2,v2

(Gi)
u1,v1 =

1

n2n2
i

∑
u,v,s∈[n]

Ds(G
i) · dsu,v

where ni := n(Gi) is the number of nodes of Gi and dsu,v = 1(du,v = s) are indicator variables of a
big-M formulation: ∑

s∈[n+1]

dsu,v = 1,
∑

s∈[n+1]

s · dsu,v = du,v, ∀u, v ∈ [n]

Remark B.1. We introduce dsu,v for s ∈ [n+ 1] instead of s ∈ [n] to include the cases with unknown
graph size, where du,v = n means the shortest path from node u to v does not exist. But dnu,v is not
used in evaluating the kernel.

Similarly, introducing indicator variables ps,l1,l2u,v as:

ps,l1,l2u,v = 1(Fu,l1 = 1, du,v = s, Fv,l2 = 1),∀u, v, s ∈ [n], l1, l2 ∈ [L]

and counting the numbers of each type of paths in Gi:

Ps,l1,l2(G
i) = |{(u, v) | u, v ∈ [ni], lu(G

i) = l1, du,v(G
i) = s, lv(G

i) = l2}|

the SP kernel is formulated as:

kSP (G,Gi) =
1

n2n2
i

∑
u,v,s∈[n],l1,l2∈[L]

Ps,l1,l2(G
i) · ps,l1,l2u,v

There are several ways to handle the exponential kernels: (i) directly use (local) nonlinear solvers,
losing optimality guarantees, (ii) piecewise linearize the exponential function following Xie et al.
(2024), or (iii) utilize nonlinear MIP functionalities in established solvers such as Gurobi (Gurobi
Optimization, LLC, 2024) or SCIP (Vigerske & Gleixner, 2018). We choose to use Gurobi, which by
default employs a dynamic piecewise linear approximation of the exponential function.

14
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Note that Kxx in Eq. (3c) is not constant with a non-stationary kernel, making it the most complicated
term in the whole formulation. By definition, kSSP (G,G) has the following quadratic form:

kSSP (G,G) =
1

n4

∑
s∈[n]

D2
s

where Ds =
∑

u,v∈[n] d
s
u,v, ∀s ∈ [n]. Reusing the indicator trick and introducing Dc

s = 1(Ds =

c), ∀s ∈ [n], c ∈ [n2 + 1], the quadratic form is equivalently linearized as:

KSSP (G,G) =
1

n4

∑
s∈[n],c∈[n2+1]

c2 ·Dc
s

where indicator variables should satisfy:∑
c∈[n2+1]

Dc
s = 1,

∑
c∈[n2+1]

c ·Dc
s = Ds, ∀s ∈ [n]

Repeating the procedure for SP kernel, we have:

KSP (G,G) =
1

n4

∑
s∈[n],l1,l2∈[L],c∈[n2+1]

c2 · P c
s,l1,l2

where indicator variables P c
s,l1,l2

= 1(Ps,l1,l2 = c) satisfy:∑
c∈[n2+1]

P c
s,l1,l2 = 1,

∑
c∈[n2+1]

c · P c
s,l1,l2 = Ps,l1,l2 , ∀s ∈ [n], l1, l2 ∈ [L]

B.2 FETURE LEVEL

Assume that each graph G has a binary feature matrix F ∈ {0, 1}n(G)×M , we need to formulate
kF (F, F

i) and kF (F, F ) properly. kF could be defined in multiple ways, here we propose a
permutational-invariant kernel considering the pair-wise similarity among node features. Given
two feature matrices F 1, F 2 corresponding to graphs G1, G2 respectively, define kF as:

kF (F
1, F 2) :=

1

n1n2M

∑
v1∈V 1,v2∈V 2

F 1
v1 · F

2
v2 =

1

n1n2M

∑
m∈[M ]

Nm(F 1) ·Nm(F 2)

where Nm(F ) = |{v | v ∈ G, Fv,m = 1}|, ∀m ∈ [M ], 1
n1n2M

is the normalized coefficient.

Similar to Appendix B.1, we have:

kF (F, F
i) =

1

nniM

∑
m∈[M ]

Nm(F i) ·Nm

where Nm =
∑

v∈[n]

Fv,m, ∀m ∈ [M ], and

kF (F, F ) =
1

n2M

∑
m∈[M ]

N2
m =

1

n2M

∑
m∈[M ],c∈[M+1]

c2 ·N c
m

where indicators N c
m = 1(Nm = c), ∀m ∈ [M ], c ∈ [M + 1] satisfy:∑

c∈[M+1]

N c
m = 1,

∑
c∈[M+1]

c ·N c
m = Nm, ∀m ∈ [M ]

B.3 SIMPLIFY PATH ENCODING OVER UNDIRECTED GRAPHS

For undirected graphs, we first add the following constraints to guarantee symmetry:
Au,v = Av,u, ∀u, v ∈ [n], u < v

du,v = dv,u, ∀u, v ∈ [n], u < v

δwu,v = δwv,u, ∀u, v, w ∈ [n], u < v
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Since the inverse of any shortest path from node u to v is also a shortest path from node v to u, for
SSP and ESSP kernels, Ds, ∀s ∈ [n] are even and we can fix odd indicators as zero:

Dc
s =

{
1, if c is even
0, if c is odd

, ∀s ∈ [n], c ∈ [n2 + 1]

Similarly, for SP and ESP kernels, we have:
Ps,l1,l2 = Ps,l2,l1 , ∀s ∈ [n], f1, f2 ∈ [L]

C ADDITIONAL NUMERICAL RESULTS

C.1 KERNEL PERFORMANCE

Table 2: Model performance of GPs equipped with different graph kernels. For each graph size N ,
we use Limeade to random generate 20 and 100 molecules for training and testing, respectively, root
mean square error (RMSE) of predictive error is reported over 30 replications.

DATASET N SSP SP ESSP ESP

QM7

10 0.30(0.08) 0.28(0.06) 0.29(0.08) 0.26(0.07)

15 0.30(0.09) 0.21(0.05) 0.23(0.07) 0.21(0.06)

20 0.32(0.14) 0.22(0.08) 0.26(0.08) 0.23(0.08)

25 0.19(0.08) 0.19(0.07) 0.25(0.08) 0.22(0.08)

30 0.28(0.19) 0.26(0.15) 0.34(0.19) 0.31(0.17)

QM9

10 1.20(0.47) 0.67(0.13) 0.85(0.24) 0.68(0.12)

15 1.27(0.68) 0.45(0.16) 0.78(0.30) 0.44(0.16)

20 1.41(0.69) 0.56(0.16) 0.82(0.35) 0.55(0.15)

25 0.57(0.41) 0.34(0.20) 0.45(0.31) 0.35(0.21)

30 0.28(0.19) 0.20(0.19) 0.25(0.26) 0.23(0.24)

Table 3: Model performance of GPs equipped with different graph kernels. For each graph size N
, we use Limeade to random generate 20 and 100 molecules for training and testing, respectively,
mean negative log likelihood (MNLL) is reported over 30 replications.

DATASET N SSP SP ESSP ESP

QM7

10 6098.53(3475.83) 4.56(5.47) 0.59(0.57) 0.19(0.46)

15 472.75(414.04) 1.06(1.71) 1.12(1.31) 0.12(0.52)

20 440.53(418.42) 2.92(5.07) 2.47(3.37) 0.27(0.60)

25 309.44(344.72) 10.06(16.12) 2.77(3.58) 0.06(0.74)

30 581.49(621.67) 197.80(254.26) 1.64(2.33) 0.87(1.71)

QM9

10 116087.28(62728.04) 2.00(0.93) 2.58(1.05) 1.23(0.42)

15 15756.72(18864.45) 1.26(0.98) 1.66(0.98) 0.63(0.77)

20 7618.60(6860.77) 1.36(0.82) 2.45(2.13) 0.97(0.42)

25 1065.96(1907.33) 1.15(2.92) 0.62(2.78) -0.59(1.91)

30 61.50(148.76) -0.06(4.93) -1.28(3.50) -1.88(2.82)

All GPs are trained by maximizing the log marginal likelihood. There are two trainable parameters,
i.e., α, β, for the SP and SSP kernels, and one extra variance σ2

k for the two exponential kernels.
During GP training, we set bounds for kernel parameters to [0.01, 100] with 1 as their initial values,
and set noise variance σ2

ϵ as 10−6. Table 2 and Table 3 reports RMSE and MNLL for GPs with
different kernels and molecular size, respectively.
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(a) QM7, N = 4 (b) QM7, N = 5 (c) QM7, N = 6

(d) QM7, N = 7 (e) QM9, N = 4 (f) QM9, N = 5

(g) QM9, N = 6 (h) QM9, N = 7 (i) QM9, N = 8

Figure 4: Performance of random sampling and Limeade over QM7 and QM9 datasets with different
graph size N . Simple regret is plotted at each iteration. Mean with 0.5 standard deviation over 10
replications is reported.

C.2 RANDOM SAMPLING V.S. LIMEADE

Randomly sample feasible graphs is not trivial because the graph structure and features should be
reasonable and compatible with each other, e.g., satisfying structural feasibility, dataset-specific
constraints, etc. in molecular generation task. Here we consider random sampling over QM7 and
QM9, to guarantee the feasibility of samples and compare it with Limeade. Figure 4 plots the regret
curve over 50 iterations for both sample methods. In all cases, Limeade outperforms random sampling,
showing the limitations of random sampling. Therefore, we choose Limeade as our sampling baseline.

C.3 ADDITIONAL OPTIMAL MOLECULAR DESIGN RESULTS

Results for N ∈ {15, 25} are reported in Figure 5, supporting our analysis in Section 4.2.
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(a) QM7, N = 15 (b) QM7, N = 25

(c) QM9, N = 15 (d) QM9, N = 25

Figure 5: Bayesian optimization results on QM7 and QM9 with N ∈ {15, 25}. Best objective value
is plotted at each iteration. Mean with 0.5 standard deviation over 10 replications is reported.
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