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Abstract

Deep neural networks (DNNs) have showcased their remarkable precision in ap-
proximating smooth functions. However, they suffer from the spectral bias, wherein
DNNs typically exhibit a tendency to prioritize the learning of lower-frequency
components of a function, struggling to effectively capture its high-frequency
features. This paper is to address this issue. Notice that a function having only
low frequency components may be well-represented by a shallow neural network
(SNN), a network having only a few layers. By observing that composition of low
frequency functions can effectively approximate a high-frequency function, we
propose to learn a function containing high-frequency components by composing
several SNNs, each of which learns certain low-frequency information from the
given data. We implement the proposed idea by exploiting the multi-grade deep
learning (MGDL) model, a recently introduced model that trains a DNN incremen-
tally, grade by grade, a current grade learning from the residue of the previous
grade only an SNN (with trainable parameters) composed with the SNNs (with
fixed parameters) trained in the preceding grades as features. We apply MGDL
to synthetic, manifold, colored images, and MNIST datasets, all characterized
by presence of high-frequency features. Our study reveals that MGDL excels at
representing functions containing high-frequency information. Specifically, the
neural networks learned in each grade adeptly capture some low-frequency infor-
mation, allowing their compositions with SNNs learned in the previous grades
effectively representing the high-frequency features. Our experimental results
underscore the efficacy of MGDL in addressing the spectral bias inherent in DNNs.
By leveraging MGDL, we offer insights into overcoming spectral bias limitation
of DNNs, thereby enhancing the performance and applicability of deep learning
models in tasks requiring the representation of high-frequency information. This
study confirms that the proposed method offers a promising solution to address the
spectral bias of DNNs. The code is available on GitHub: Addressing Spectral
Bias via MGDL.

1 Introduction

Deep neural networks (DNNs) have achieved tremendous success in various applications, including
computer vision [15], natural language processing [38], speech recognition [26], and finance [27].
From a mathematical perspective, the success is mainly due to their high expressiveness, as evidenced
by theoretical demonstrations showing their capability to approximate smooth functions with arbitrary
precision [3, 10, 14, 17, 48]. Various mathematical aspects of DNNs as an approximation tool were
recently investigated in [11, 16, 22, 25, 35, 45–47, 49]. However, it was noted in [30, 42] that the
standard deep learning model, which will be called single grade deep learning (SGDL), trains a DNN
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end to end leading to learning bias towards low-frequency functions. While this bias may explain the
phenomenon where DNNs with a large number of parameters can achieve low generalization error
[7, 40, 41], DNNs trained by SGDL struggle to capture high-frequency components within a function
even though they can well-represent its low-frequency components. This bias may potentially limit the
applicability of DNNs to problems involving high-frequency features, such as image reconstruction
[12, 24, 37], seismic wavefield modeling [39], high-frequency wave equations in homogenization
periodic media [9], and high energy physics [28]. Especially, in medical image reconstruction such as
PET/SPECT, high-frequency components play a crucial role in determining image resolution, which
is critical in clinical practice, as higher resolution leads to earlier and more accurate disease diagnosis.

There have been some efforts to address this issue. A phrase shift DNN was proposed in [5], where
the original dataset was first decomposed into subsets with specific frequency components, the high-
frequency component was shifted downward to a low-frequency spectrum for learning, and finally, the
learned function was converted back to the original high frequency. An adaptive activation function
was proposed in [18] to replace the traditional activation by scaling it with a trainable parameter. A
multiscale DNN was introduced in [6, 23], in which the input variable was first scaled with different
scales and then the multiscale variables were combined to learn a DNN. It was proposed in [36] first
to map the input variable to Fourier features with different frequencies and then to train the mapped
data by DNNs. All these approaches can mitigate the spectral bias issue of DNNs to some extent.

Despite of encouraging progresses made in mitigating the spectral bias of DNNs, practical learning
with DNNs remains a persistent challenge due to the bias, especially for learning from higher-
dimensional data. This issue deserves further investigation. We propose to address this issue
by understanding how a high-frequency function can be more accurately represented by neural
networks. On one hand, it has been observed [7, 30, 31] that a function having only low frequency
components can be well represented by a shallow neural network (SNN), a network having only a
few layers. On the other hand, the classical Jacobi–Anger identity expresses a complex exponential
of a trigonometric function as a linear combination of its harmonics that can contain significant
high-frequency components. Even though the complex exponential function and the trigonometric
function both are of low frequency, their composition could contain high frequency components.
This motivates us to decompose a function containing high-frequencies as a sum-composition of
low-frequency functions. That is, we decompose it into a sum of different frequency components,
each of which is further broken down to a composition of low-frequency functions. In implementing
this idea, we find that the multi-grade deep learning (MGDL) model recently introduced in [43, 44]
matches seamlessly for constructing the sum-composition form for a function of high-frequency.
It is the purpose of this study to introduce the general methodology in addressing the spectral bias
issue of DNNs and implement it by employing MGDL as a technical tool. We demonstrate the
efficacy of the proposed approach in four experiments with one-dimensional synthetic data, two-
dimensional manifold data, two-dimensional colored images, and very high-dimensional modified
National Institute of Standards and Technology (MNIST) data. Our numerical results endorse that the
proposed approach can effectively address the spectral bias issue, leading to substantial improvement
in approximation accuracy in comparison with the traditional SGDL training approach.

Contributions of this paper include: (a) We propose a novel approach to address the spectral
bias issue by decomposing a function containing high-frequencies as a sum of different frequency
components, which are represented as compositions of low-frequency functions. (b) We investigate
the efficacy of MGDL in decomposing a function of high-frequency into its “sum-composition” form
of SNNs. (c) We successfully apply the proposed approach to synthetic data in 1 and 2 dimensions
and real data in 2 and 784 dimensions, showing that it can effectively address the spectral bias issue.

2 Proposed Approach and Multi-Grade Learning Model

We introduce a novel approach to tackle the spectral bias issue and review the MGDL model.

We begin with a quick review of the definition of DNNs. A DNN is a successive composition of an
activation function composed with a linear transformation. Let R denote the set of all real numbers,
and d, s be two positive integers. A DNN with depth D consists an input layer, D − 1 hidden layers,
and an output layer. Let ND := {1, 2, . . . , D}. For j ∈ {0} ∪ ND, let dj denote the number of
neurons in the j-th hidden layer with d0 := d and dD := s. We use Wj ∈ Rdj×dj−1 and bj ∈ Rdj

to represent the weight matrix and bias vector, respectively, for the j-th layer. By σ : R → R we
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Figure 1: Spectrum comparison of
f := f1 + f2 ◦ f1 + f3 ◦ f2 ◦ f1 +
f4 ◦ f3 ◦ f2 ◦ f1 and fj : Amplitude
versus one-side frequency plots for
function f (Left) and fj for j ∈ N4

(Right). The function f is of high-
frequency and functions fj all are of
low-frequency.

denote an activation function. When σ is applied to a vector, it means that σ is applied to the vector
componentwise. For an input vector x := [x1, x2, . . . , xd]

⊤ ∈ Rd, the output of the first layer is
defined by H1(x) := σ (W1x+ b1) . For a DNN with depth D ≥ 3, the output of the (j + 1)-th
hidden layer can be identified as a recursive function of the output of the j-th hidden layer, defined as
Hj+1(x) := σ (Wj+1Hj (x) + bj+1) , for j ∈ ND−2. Finally, the output of the DNN with depth
D is an s-dimensional vector-valued function defined by

ND

(
{Wj ,bj}Dj=1;x

)
= ND(x) := WDHD−1 (x) + bD. (1)

Suppose that data samples D := {xℓ,yℓ}Nℓ=1 are chosen. The loss on D is defined as

L
(
{Wj ,bj}Dj=1 ;D

)
:=

1

2N

∑N

ℓ=1

∥∥∥yℓ −ND

(
{Wj ,bj}Dj=1 ; ·

)
(xℓ)

∥∥∥2
2
. (2)

The traditional SGDL model is to minimize the loss function L defined by (2) with respect to Θ :=
{Wj ,bj}Dj=1, which yields the optimal parameters Θ∗ := {W∗

j ,b
∗
j}Dj=1 and the corresponding

DNN ND (Θ∗; ·). When D is relatively small, for example, D < 5, we call ND an SNN. It is
well-recognized that training an SNN is notably easier than training a DNN.

We motivate the proposed idea by a simple example. We consider the function f(x), x ∈ [0, 1],
whose Fourier transform is shown in Figure 1 (Left), where the Fourier transform is defined by
f̂(t) :=

∫∞
−∞ f(x)e−i2πtxdx. To compute the Fourier transform of f defined on [0, 1], we extend f

to the entire real line by assigning its value to be zero for x /∈ [0, 1]. Observing from Figure 1 (Left),
the function f has significant high-frequency components, with frequencies varying from 0 to 200.
The function f can be represented as

f(x) = f1(x) + (f2 ◦ f1)(x) + (f3 ◦ f2 ◦ f1)(x) + (f4 ◦ f3 ◦ f2 ◦ f1)(x), x ∈ [0, 1], (3)

where ◦ denotes the composition of two functions. Note that the Fourier transforms f̂j , j = 1, 2, 3, 4,
are displayed in Figure 1 (Right). Clearly, the functions fj , j = 1, 2, 3, 4, are of low-frequency, with
frequencies mainly concentrating on the interval [0, 50]. This example surely demonstrates that a
function of high-frequency can be expressed as a sum of compositions of lower-frequency functions.
This observation leads to the proposed approach of addressing the spectral bias of DNNs to be studied
in this paper. The legitimacy of the proposed idea may be reinforced by the Jacobi–Anger identity
[2], which expresses a complex exponential of a trigonometric function as a linear combination of its
harmonics. Even though both the complex exponential function and the trigonometric function are of
low-frequency, their composition contains many high-frequency components. We now review the
Jacobi–Anger identity, the identity named after the 19th-century mathematicians Carl Jacobi and Carl
Theodor Anger. It has the form

eia sin(bx) =
∑∞

n=−∞
Jn(a)e

inbx, (4)

where i denotes the imaginary unit and Jn(a) denotes the n-th Bessel function of the first kind, see
details in [2]. Taking the real part of the both sides of the Jacobi–Anger identity (4), we obtain that

cos(a sin(bx)) =
∑∞

n=−∞
Jn(a) cos(nbx). (5)

The left-hand side of (5) is a composition of two low-frequency functions cos(ax) and sin(bx),
having frequencies a/(2π) and b/(2π), respectively, while the right-hand side is a linear combination
of cos(nbx) with n taking all integers. The high-frequency of the composition can be estimated by
a rule of thumb. Specifically, the left-hand side of (5) is a frequency-modulated sinusoidal signal
[32, 33], with its frequencies spreading on an interval centered at zero. It follows from the well-known
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Carson bandwidth rule [8, 29, 32], regarded as a rule of thumb, that more than 98% frequencies
are located within the interval [−(ab + b)/(2π), (ab + b)/(2π)]. Therefore, the highest frequency
of cos(a sin(bx)) can be well-estimated by (ab + b)/(2π), which is greater than the product of
the frequencies of cos(ax) and sin(bx). These suggest that a composition of two low-frequency
functions may lead to a high-frequency function.

The example presented earlier, together with the Jacobi–Anger identity, inspires us to decompose a
given function into a sum of different frequency components, each of which is a composition of lower-
frequency functions, a decomposition similar to equation (3) for the function f represented in Figure
1 (Left). In other words, for a function g of high-frequency, we decompose it in a “sum-composition”
form as

g =
∑K

k=1

⊙k

j=1
gj , (6)

where
⊙k

j=1 gj := gk ◦ · · · ◦ g2 ◦ g1, and gj , j ∈ Nk, are all of low-frequency. The function f
represented in (3) is a special example of (6). In the context of approximation by neural networks,
we prefer expressing gj by SNNs, as a function having only low-frequency components can be well-
represented by an SNN. The MGDL model originated in [43, 44] furnishes exactly the decomposition
(6), with each gj being an SNN. We propose to employ MGDL to learn the decomposition (6), where
the low-frequency function gj is represented by an SNN.

It is worth explaining the motivation behind the MGDL model. MGDL was inspired by the human
education system which is arranged in grades. In such a system, students learn a complex subject
in grades, by decomposing it into sequential, simpler topics. Foundational knowledge learned in
previous grades remains relatively stable and serves as a basis for learning in a present and future
grades. This learning process can be modeled mathematically by representing a function that contains
higher-frequency components by a “sum-composition” form of low-frequency functions. MGDL
draws upon this concept by decomposing the learning process into multiple grades, where each grade
captures different levels of complexity.

We now review the MGDL model that learns given data D := {xℓ,yℓ}Nℓ=1. Following [43], we
split a DNN with depth D into L grades, with L < D, each of which learns an SNN NDl

, defined
as (1), with depth Dl, from the residue {elℓ}Nℓ=1 of the previous grade, where 1 < Dl < D and∑L

l=1Dl = D+L− 1. Let Θl :=
{
Wl

j ,b
l
j

}Dl

j=1
denote the parameters to be learned in grade l. We

define recursively g1(Θ1;x) := ND1
(Θ1;x), gl+1(Θl+1;x) := NDl+1

(Θl+1; ·) ◦ HDl−1(Θ
∗
l ; ·) ◦

. . . ◦ HD1−1(Θ
∗
1; ·)(x), for l ∈ NL−1, and the loss function of grade l by

Ll (Θl;D) :=
1

2N

∑N

ℓ=1

∥∥elℓ − gl (Θl;xℓ)
∥∥2
2
, (7)

where Θ∗
l :=

{
Wl∗

j ,b
l∗
j

}Dl

j=1
are the optimal parameters learned by minimizing the loss function Ll

with respect to Θl. The residues are defined by e1ℓ := yℓ and el+1
ℓ := elℓ − gl(Θ

∗
l ;xℓ), for l ∈ NL−1,

ℓ ∈ NN . When minimizing the loss function Ll(Θl;D) of grade l, parameters Θ∗
j , j ∈ Nl−1, learned

from the previous l − 1 grades are all fixed and HDl−1−1(Θ
∗
l−1; ·) ◦ . . . ◦ HD1−1(Θ

∗
1; ·) serves as a

feature or “basis". After L grades are learned, the function ḡL learned from MGDL is the summation
of the function learned in each grade, that is,

ḡL

(
{Θ∗

l }
L
l=1 ;x

)
:=
∑L

l=1
gl(Θ

∗
l ;x), (8)

where gl(Θ∗
l ;x) := NDl

(Θ∗
l ; ·) ◦ HDl−1−1(Θ

∗
l−1; ·) ◦ . . . ◦ HD1−1(Θ

∗
1; ·)(x), and HDk−1−1 for

1 ≤ k ≤ L and NDL
are SNNs learned in different grades. Thus, MGDL enables us to construct the

desired “sum-composition" form (6). When L = 1, MGDL reduces to the traditional SGDL model.

In MGDL, we use the mean squared error (MSE) loss function. It was established in [43] that
when the loss function is defined by MSE, MGDL either learns the zero function or results in a
strictly decreasing residual error sequence (see, Theorem 1 in Appendix A). Since the regression
problems conducted in this paper naturally align with MSE losses, it is a suitable choice. In practice,
MGDL can also be applied with other loss functions, such as cross-entropy loss, when solving
classification problems. In MGDL, the computation cost remains relatively consistent across all
grades. For xl

ℓ := HDl−1−1(Θ
∗
l−1; ·) ◦ HDl−2−1(Θ

∗
l−2; ·) ◦ . . . ◦ HD1−1(Θ

∗
1; ·)(xℓ), we recursively

let x1
ℓ := xℓ, xk

ℓ := HDk−1−1(Θ
∗
k−1; ·)◦x

k−1
ℓ , k = 2, 3, . . . , n. When training grade l, we use the
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output of grade l − 1, denoted as xl
ℓ along the residual elℓ, which are already obtained. The training

dataset in grade l consists of
{
(xl

ℓ, e
l
ℓ)
}N
ℓ=1

. This dataset is used to train a new shallow network,
which is independent of the previous l − 1 grades. Moreover, xl

ℓ can be computed recursively,
ensuring that the computation cost for each grade remains relatively consistent.

MGDL avoids training a DNN from end to end. Instead, it trains several SNNs sequentially, with the
current grade making use the SNNs learned from the previous grades as a feature and composing
it with a new SNN to learn the residue of the previous grade. This allows MGDL to decompose a
function that contains higher-frequency in a form of (6), with gj being a SNN learned from grade j.
In this way, higher-frequency components in the data can be effectively learned in a grade-by-grade
manner. Note that the training time of MGDL increases linearly with the number of grades. This
makes MGDL an effective and scalable solution for tackling complex tasks. MGDL is an adaptive
approach by nature. When the outcome of the present grade is not satisfactory, we can always add a
new grade without changing the previous grades.

It is worth noting that while ResNet [15] also has a sum-composition form, MGDL differs from it
significantly. The “Composition” for ResNet refers to composition of layers, while that for MGDL
emphasizes the composition of the SNNs sequentially learned in the previous grades. Moreover,
ResNet learns all parameters of the entire sum of DNNs at once, training it from end to end, whereas
MGDL learns the sum incrementally, grade by grade, in each grade training an SNN composed with
the feature (the composition of the SNNs learned in the previous grades). MGDL also differs from the
relay backpropagation approach proposed in [34], where a DNN is divided into multiple segments,
each with its own loss function. The gradients from these losses are then propagated to lower layers
of their respective segments and all segments are optimized all together by minimizing the sum of the
losses. While MGDL trains SNNs in a multi-grade manner, each of which learns from the residue of
the previous grade, freezing the previously learned SNNs (serving as features or “bases”).

MGDL is a principle applicable to various models, including standard DNNs, convolutional neural
networks, and ResNet. In this paper, we demonstrate its feasibility by applying it to standard DNNs.

3 Numerical Experiments
In this section, we study MGDL empirically in addressing the spectral bias issue of SGDL. We
consider four examples: Subsections 3.1, 3.2, and 3.4 investigate regression on synthetic, manifold,
and MNIST data, respectively, for which the spectral bias phenomena of SGDL are identified in [30].
Section 3.3 deals with regression on colored images, which were studied in [36] by using the Fourier
features to mitigate the spectral bias. Our goal is to compare the learning performance of MGDL
with that of SGDL on these datasets and understand to what extent MGDL can overcome the spectral
bias exhibited in SGDL.

The loss functions defined in (2) for SGDL and (7) for MGDL are used to compute the training
and validation loss when D is chosen to be the training and validation data, respectively. We use
the relative squared error (RSE) to measure the accuracy of predictions obtained from both SGDL
and MGDL. Assume that N is a trained neural network. For a prediction value ŷℓ := N (xℓ) at xℓ,
we define RSE :=

∑N
ℓ=1 ∥ŷℓ − yℓ∥22/

∑N
ℓ=1 ∥yℓ∥22. When D represents the training, validation, and

testing data, RSE is specialized as TrRSE, VaRSE, and TeRSE, respectively.

Details of the numerical experiments conducted in this section, including computational resources,
the network structure of SGDL and MGDL for each example, the choice of activation function,
the optimizer, parameters used in the optimization process, and supporting figures are provided in
Appendix B.

3.1 Regression on the synthetic data. In this experiment, we compare the efficacy of SGDL and
MGDL in learning functions of four different types of high-frequencies.

The experiment setup is as follows. Given frequencies κ := (κ1, κ2, . . . , κM ) with corresponding
amplitudes α := (α1, α2, . . . , αM ), and phases φ := (φ1, φ2, . . . , φM ), we consider approximating
the function λ : [0, 1] → R defined by

λ(x) :=
∑M

j=1
αj sin (2πκjx+ φj) , x ∈ [0, 1] (9)

by neural networks learned with SGDL and MGDL. We consider four settings, in all of which
we choose M := 20, κj := 10j and φj ∼ U(0, 2π) for j ∈ N20, where U denotes the uniform
distribution and the random seed is set to be 0. In settings 1, 2, 3, and 4, we choose respectively the
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Figure 2: Amplitude versus one-side frequency plot for the learned functions learned across four
grades of MGDL for settings 1-4.

Table 1: Comparison of SGDL and MGDL: Accuracy
setting model tmax tmin batch size time(s) TrRSE VaRSE TeRSE

1 SGDL 10−4 10−4 256 32, 401 1.5× 10−1 1.3× 10−1 1.2× 10−1

MGDL 10−4 10−4 256 27, 817 5.9× 10−6 1.9× 10−5 1.7× 10−5

2 SGDL 5× 10−4 10−4 256 32, 053 5.8× 10−3 5.9× 10−3 5.7× 10−3

MGDL 10−4 10−4 256 27, 628 1.5× 10−6 4.0× 10−6 6.5× 10−6

3 SGDL 10−3 10−4 256 31, 808 9.6× 10−2 8.3× 10−2 1.1× 10−1

MGDL 10−4 10−4 256 24, 876 5.2× 10−6 3.2× 10−5 2.1× 10−5

4 SGDL 5× 10−5 10−5 256 41, 063 7.9× 10−1 7.5× 10−1 7.7× 10−1

MGDL 10−4 10−4 Full 9, 875 1.1× 10−3 2.2× 10−3 1.3× 10−3

amplitudes αj := 1, αj := 1.05−0.05j, αj(x) := e−x cos(jx), and αj := 0.05j, for j ∈ N20. Note
that in setting 3, we explore the case where the amplitude varies as a function of x for each component.
The amplitudes versus one-side frequencies for λ across the four settings are depicted in Figure
7 in Appendix B.1. For all the four settings, the training data consist of pairs {xℓ, λ(xℓ)}ℓ∈N6000

,
where xℓ’s are equally spaced between 0 and 1. The validation and testing data consist of pairs
{xℓ, λ(xℓ)}ℓ∈N2000

, where xℓ’s are generated from a random uniform distribution on [0, 1], with the
random seed set to be 0 and 1, respectively.

Numerical results for this example are reported in Figures 2 and 3, as well as 8 and 9 (in Appendix
B.1), and Table 1. Figure 2 displays the amplitude versus the one-side frequency of the functions
learned across four grades of MGDL in settings 1-3, and five grades in setting 4. In all the four
settings, MGDL exhibits a pattern of learning low-frequency components in grade 1, middle-frequency
components in grade 2, and high-frequency components in grades 3, 4 (and 5 for setting 4). We
let N ∗

j := NDj
(Θ∗

j ; ·) and H∗
j := HDj−1(Θ

∗
j ; ·). The SNN N ∗

1 learned in grade 1 represents a
low-frequency component of λ, the SNNs N ∗

2 and N ∗
3 learned in grades 2 and 3, composed with

H∗
1 and H∗

2 ◦ H∗
1, respectively, represents higher-frequency components of λ. Likewise, the SNN

N ∗
4 , learned in grade 4, composed with H∗

3 ◦ H∗
2 ◦ H∗

1 represents the highest-frequency component
of λ. This fact is particularly evident in setting 4 (see, the fourth subfigure in Figure 2), where the
amplitude within the data increases with the frequency. For settings 1, 2, and 3, grade 4 does not learn
much. This is because for the functions of these three settings, the amplitudes of higher-frequencies
are proportionally small. However, grade 4 is still important for these settings. As shown in Figure 3
(right), grade 4 reduces the loss from 10−2 to 10−5 for setting 1 and from 10−4 to 10−6 for settings
2 and 3. This indicates that if we want a high precision, we need to include grade 4. For setting 4,
we need grade 5 to learn its highest frequency component. These findings suggest that MGDL is
particularly well-suited for learning the high-frequency components of the function.

Figure 3: Comparison of SGDL (left) and MGDL
(right): training and validation loss across settings
1-4.

Figure 4: Amplitude vs. one-side frequency plot
for the learned function across four grades of
MGDL: settings 1 (left) and 2 (right) with q = 0.
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Figure 3 compares the progress of the training and validation losses against the number of training
epochs for SGDL and MGDL across the four settings. We observe that when learning a task involving
high-frequency components by SGDL, the training and validation losses decrease slowly due to the
spectral bias of DNN. While the same task is learned by MGDL, the learning process progresses
through distinct grades. In grade 1, MGDL primarily learns low-frequency, resulting in a slow
decrease in loss. In grade 2, the training loss and validation loss both decrease more rapidly due to
the use of the composition of SNN N ∗

2 with the feature H∗
1, facilitating in learning high-frequency

features. This accelerated learning aspect of MGDL is further evidenced in grades 3 and 4 (as well
as grade 5 for setting 4). Table 1 compares the accuracy achieved by SGDL and MGDL. Within a
comparable or even less training time, MGDL increases accuracy, measured by TeRSE from 10−1 to
10−5, 10−3 to 10−6, 10−1 to 10−5, and 10−1 to 10−3 in settings 1, 2, 3 and 4, respectively. Across
the four settings, TeRSE values are reduced by a factor of 592 ∼ 7, 058. These comparisons highlight
MGDL’s advantage in effectively learning high-frequency oscillatory functions.

Figure 8 in Appendix B.1 depicts the functions, in the Fourier domain, learned by SGDL (row 1)
and MGDL (row 2) across the four settings, demonstrating that MGDL has a substantial reduction
in the ‘spectral bias’ exhibited in SGDL. This is because high-frequency components are learned
in a higher grade, where they are represented as the composition of a low-frequency component
with the low-frequency components learned in the previous grades, and each grade focuses solely
on learning a low-frequency component by an SNN. We also include Figure 9 in Appendix B.1 to
compare the spectrum evolution between SGDL (1st row) and MGDL (2nd row) across settings 1-4.
Notably, although in iterations SGDL and MGDL both learn low-frequency components first and
then followed by middle and high-frequency components, MGDL learns in grade by grade, exhibiting
significant outperformance.

3.2 Regression on the manifold data. The second experiment compares regression by SGDL and
MGDL on two-dimensional manifold data, studied in [30] but with twice higher frequencies.

The goal of this experiment is to explore scenarios where data lies on a lower-dimensional manifold
embedded within a higher-dimensional space. Such data is commonly referred to as manifold data [4].
Let γ be an injective mapping from [0, 1]m → Rd with m ≤ d and M := γ([0, 1]m) denote the man-
ifold data. A target function τ : M → R defined on the manifold can be identified with function λ :=
τ ◦γ defined on [0, 1]m. Regressing the target function τ is therefore equivalent to finding f : Rd → R
such that f ◦ γ matches λ. Following [30], we set m := 1, d := 2, and choose the mapping γ as

γq(x) := [1 + sin(2πqx)/2] (cos(2πx), sin(2πx)) , x ∈ [0, 1], (10)
for a nonnegative integer q. Clearly, γq : [0, 1] → R2, and M := γq([0, 1]) defines the manifold
corresponding to a flower-shaped curve with q petals when q > 0, and a unit circle when q = 0. Sup-
pose that λ : [0, 1] → R is the function defined by (9). Our task is to learn a DNN f : R2 → R such
that f ◦ γq matches λ. We consider two settings for λ. In settings 1 and 2, we choose αj := 0.025j
and αj(x) := e−x cos(jx) for j ∈ N40, respectively. For both the settings, we choose κj := 10j
and φj ∼ U(0, 2π) for j ∈ N40 with the random seed set to be 0, and consider the cases where
q := 4 and q := 0. Note that the smaller q is, the more difficult the learning task is. The training
data consists of pairs {γq(xℓ), λ(xℓ)}ℓ∈N12000

, where xℓ’s are equally spaced between 0 and 1. The
validation and testing data consist of pairs {γq(xℓ), λ(xℓ)}ℓ∈N4000

, where xℓ’s are generated from a
random uniform distribution on [0, 1], with random seed set to be 0 and 1, respectively.

Numerical results for this example are reported in Figures 4-5, and 10 (in Appendix B.2), and Table
2. Figure 4 illustrates the frequency of functions learned across four grades of MGDL for settings
1 and 2, where q := 0. In both of the settings, MGDL exhibits a pattern of learning low-frequency
components in grade 1, middle-frequency components in grade 2, and high-frequency components
in grades 3 and 4. Therefore, the high-frequency components within the function mainly learned
in higher grades, in which the learned function is a composition of the SNNs learned from several
grades. That is, MGDL decomposes a high-frequency component as the composition of several
lower-frequency components, facilitating effectively learning high frequency features within the data.

Table 2 compares the approximation accuracy achieved by SGDL and MGDL for settings 1 and
2. For SGDL, reducing the value of q makes the learning task for both settings more challenging,
due to the spectral bias of DNNs. When q := 4, 0 in setting 1 and q := 0 in setting 2, learning
becomes especially challenging for SGDL. In such cases, MGDL significantly outperforms SGDL by
achieving higher accuracy in approximately half to one-third of the training time for both settings.
Figure 5 displays the training and validation loss for SGDL and MGDL. Figure 10 illustrates the
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Table 2: Accuracy comparison: SGDL versus MGDL.
setting q method tmax tmin batch size time (s) TrRSE VaRSE TeRSE

1
4 SGDL 10−4 10−6 1024 28, 832 2.7× 10−1 2.4× 10−1 2.8× 10−1

MGDL 10−3 10−4 Full 15, 519 4.9× 10−5 1.8× 10−4 1.1× 10−4

0 SGDL 10−4 10−5 1024 29, 051 5.5× 10−1 5.4× 10−1 5.4× 10−1

MGDL 10−3 10−4 Full 15, 969 1.9× 10−4 2.7× 10−4 2.1× 10−4

2
4 SGDL 10−3 10−6 512 44, 083 2.0× 10−4 1.8× 10−3 2.3× 10−4

MGDL 10−3 10−4 Full 11, 067 8.5× 10−6 1.4× 10−3 4.2× 10−5

0 SGDL 10−4 10−4 512 41, 941 1.1× 10−2 1.8× 10−2 1.0× 10−2

MGDL 10−3 10−4 Full 11, 027 3.7× 10−5 2.2× 10−3 8.7× 10−5

Figure 5: Comparison of the training and validation loss for SGDL (1st and 3rd subfigures) and
MGDL (2nd and 4th subfigures) in settings 1 (1st and 2nd subfigures) and 2 (3rd and 4th subfigures).

spectrum evolution throughout the learning process for settings 1 and 2. We observe that MGDL
outperforms SGDL in accuracy during the learning process. Table 2 and Figure 10 consistently
demonstrate that MGDL exhibits a substantial advancement in addressing the spectral bias.

3.3 Regression on two-dimensional colored Images. In the third experiment, we compare perfor-
mance of MGDL and SGDL for regression of two-dimensional color images.

We test the models with the ‘cat’ image from website Cat, and the ‘sea’ and ‘building’ images
from the Div2K dataset [1]. The input to the models is the pixel coordinates, and the output is the
corresponding RGB values. The training dataset consists of a regularly spaced grid containing 1/4
of the image pixels, while the test dataset contains the full image pixels. We use peak signal-to-
noise ratio (PSNR) defined as in (12) to evaluate the accuracy of images obtained from MGDL and
SGDL. PSNR values computed over the train and test dataset are denoted by TrPSNR and TePSNR,
respectively.

Numerical results for this experiment are presented in Table 3, Figure 6, and Figures 11-13 (in
Appendix B.3). Table 3 compares the PSNR values of images obtained from MGDL and SGDL.
For MGDL, it is evident that adding more grades consistently improves the image quality, as both
training and testing PSNR values increase substantially with the addition of each grade across all
images Cat, Sea, and Building. MGDL outperforms SGDL by 2.35 ∼ 3.93 dB for the testing PSNR
values. Specifically, for images Cat, Sea and Building, MGDL surpasses SGDL by 2.35, 3.93 and
2.88 dB, respectively. This demonstrates the superiority of MGDL in representing images compared
to SGDL. Figure 6 illustrates the training and testing PSNR values during the training process for
the three images. It is evident that MGDL facilitates a smoother learning process as more grades are
added, in comparison to SGDL. This observation aligns with the results presented in Table 3.

Predictions of each grade of MGDL and of SGDL are illustrated in Figures 11, 12, and 13 for
images Cat, Sea, and Building, respectively. In all cases, grade 1 captures only the rough outlines
of the images, representing the lower-frequency components. As we progress to grades 2, 3, and
4, more details corresponding to the higher-frequency components are added. This demonstrates
the effectiveness of MGDL in progressively learning high-frequency features within the images.
Moreover, the image quality achieved with MGDL is notably superior to that with SGDL.

3.4 Regression on MNIST data. In our fourth experiment, we apply MGDL to regress on high-
dimension data, the MNIST data. We compare the training and validation loss, and TeRSE for SGDL
and MGDL, when learning high-frequency features from the data.

We set up this experiment following [30], with a focus on comparing performance of SGDL and
MGDL in learning high-frequency features. We choose the handwriting digits from MNIST dataset
[21], composed of 60,000 training samples and 10,000 testing samples of the digits “0” through
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(a) Cat: SGDL (b) Sea: SGDL (c) Building: SGDL

(d) Cat: MGDL (e) Sea: MGDL (f) Building: MGDL

Figure 6: Comparison of PSNR values for SGDL and MGDL on images Cat, Sea, and Building:
SGDL (a)-(c), MGDL (d)-(f).

Table 3: PSNR comparison: SGDL versus MGDL.
image method grade learning rate time (s) TrPSNR TePSNR

cat MGDL

1 10−3 38 20.45 20.41
2 10−3 40 22.97 22.67
3 5× 10−4 40 25.14 23.71
4 5× 10−4 28 28.59 24.18

SGDL 5× 10−3 77 21.93 21.83

sea MGDL

1 10−2 160 18.62 18.62
2 10−3 173 21.57 21.50
3 10−3 174 24.17 23.42
4 10−3 182 27.31 24.32

SGDL 10−3 685 20.43 20.39

building MGDL

1 5× 10−3 171 17.30 17.29
2 5× 10−3 181 18.97 18.95
3 10−3 182 20.86 20.67
4 10−3 182 23.36 21.97

SGDL 10−3 742 19.12 19.09

“9”. We represent each digit j = 0, 1, . . . , 9 by a one-hot vector ej+1 ∈ R10, whose (j + 1)-th
component is one and all others are zero, and denote by τ0 : R784 → R10 the classifier, which is a
piecewise constant function defined by τ0(x) := ej+1 if x represents the digit j. We split the available
training samples to form the training and validation data, denoted as D0 := {xℓ, τ0(xℓ)}ℓ∈Nntrain

and
D′

0 := {x′
ℓ, τ0(x

′
ℓ)}ℓ∈Nnval

respectively, with ntrain := 45, 000 and nval := 15, 000, and use the
testing samples as the testing data, denoted as D′′

0 := {x′′
ℓ, τ0(x

′′
ℓ)}ℓ∈Nntest

with ntest := 10, 000.

Clearly, D0, D0
′ and D′′ are subsets of {[0, 1]784, {ej+1}9j=0}. Letting ψκ(x) := sin(2πκ∥x∥2),

corresponding to a radial wave defined on the input space R784, we define the target function by
τβ,κ(x) := τ0(x) (1 + βψκ(x)) , where κ is the frequency of the wave and β is the amplitude.
Note that τ0 and βψκ contribute respectively the lower-frequency and high-frequency components
(regarded as noise) of the target function τβ,κ, as discussed in [30]. The modified training and
validation data denoted by Dβ,κ := {xℓ, τβ,κ(xℓ)}ℓ∈Nntrain

and D′
β,κ := {x′

ℓ, τβ,κ(x
′
ℓ)}ℓ∈Nnval

,
respectively, are used to train DNNs. Our goal is to use SGDL and MDGL to regress the modified
data Dβ,κ through minimizing their respective training loss, to compare their robustness to noise.
The training loss is evaluated on Dβ,κ and validation loss is on D′

β,κ. TrRSE, VaRSE, and TeRSE are
evaluated on Dβ,κ D′

β,κ, and D′′
0 , respectively, noting that D′′

0 are test data without noise.
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Table 4: Accuracy comparison: SGDL versus MGDL with β = 1.
κ method time (s) TrRSE VaRSE TeRSE

1 SGDL 3, 298 3.1× 10−1 4.1× 10−1 1.1× 10−1

MGDL 3, 109 3.5× 10−1 3.9× 10−1 8.0× 10−2

5 SGDL 3, 333 3.0× 10−1 4.1× 10−1 1.1× 10−1

MGDL 3, 461 3.5× 10−1 3.9× 10−1 7.8× 10−2

10 SGDL 3, 199 3.1× 10−1 4.1× 10−1 1.0× 10−1

MGDL 3, 448 3.5× 10−1 3.9× 10−1 7.8× 10−2

50 SGDL 3, 168 3.0× 10−1 4.1× 10−1 1.1× 10−1

MGDL 3, 484 3.5× 10−1 3.9× 10−1 7.9× 10−2

We choose the amplitude β from {0.5, 1, 3, 5}. For each β, we vary the frequency κ from
{1, 3, 5, 7, 10, 50}. These choices of β and κ result in functions τβ,κ that have higher frequen-
cies than those studied in [30]. Figures 14 and 15 (in Appendix B.4) compare the training and
validation loss versus training time of SGDL (structure (13)) and MGDL (structures (14) and (15)
respectively) for different values of frequency κ and amplitude β (depicted in the figure). We observe
that for small β, for example, β = 0.5, the results of the two models are comparable. When β = 1, the
training loss for SGDL keeps decreasing as training time increases, while the validation loss initially
decreases and starts to increase after training of 1,600 seconds, and unlike SGDL, both the training
loss and validation loss for MGDL keep decreasing. This trend indicates that over-fitting phenomenon
occurs for SGDL and suggests that MGDL has a superior generalization capability. Further increasing
the value of β, for example, β = 3 and β = 5, the over-fitting phenomenon occurs in both of the
models. An increase in β corresponds to a higher proportion of high-frequency components within
τβ,κ. This increased proportion of the high-frequency component significantly impacts the validation
loss of SGDL, a trend also observed in MGDL. However, the effect is comparatively less with MGDL
than with SGDL. We present in Table 4 TrRSE, VaRSE, and TeRSE of SGDL (structure (13)) and
MGDL (structure (14)) for β := 1, where the results are obtained by choosing tmin := 10−5 and
tmax := 10−4, and the batch size to be ‘Full’, for all cases of κ and for both SGDL and MGDL. We
observe that while TrRSE of SGDL is smaller than that of MGDL, both VaRSE, and TeRSE of SGDL
are larger than the corresponding values of MGDL, suggesting occurrence of overfitting with SGDL.
MGDL’s improvement in accuracy, measured by TeRSE, is about 27 ∼ 29%. This experiment reveals
that MGDL is a promising model for learning higher-dimensional data with a higher proportion of
high-frequency features.

4 Conclusion
By observing that a high-frequency function may be well-represented by composition of several
lower-frequency functions, we have proposed a novel approach to learn such a function. The
proposed approach decomposes the function into a sum of multiple frequency components, each
of which is compositions of lower-frequency functions. By leveraging the MGDL model, we can
express high-frequency components by compositions of multiple SNNs of low-frequency. We have
conducted numerical studies of the proposed approach by applying it to one-dimensional synthetic
data, two-dimensional manifold data, colored images, and higher-dimensional MNIST data. Our
studies have concluded that MGDL can effectively learn high-frequency components within data.
Moreover, the proposed approach is easy to implement and not limited by dimension of the input
variable. Consequently, it offers a promising approach to learn high-frequency features within
(high-dimensional) dataset.

Limitation: Mathematical understanding of the spectral bias of DNNs is absent. Theoretical
foundation for MGDL to address the spectral bias issue needs to be established. Numerical studies
are preliminary, limited to four examples. More extensive numerical experiments will be conducted
in our future work.

Acknowledgments: Y. Xu is indebted to Professor Wei Cai of Southern Methodist University for
insightful discussion of the spectral bias of DNNs. Y. Xu is supported in part by the US National
Science Foundation under grant DMS-2208386, and by the US National Institutes of Health under
grant R21CA263876.

10



References
[1] Agustsson, E., & Timofte, R. (2017) Ntire 2017 challenge on single image super-resolution: Dataset and

study. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops, pp.
126-135.

[2] Arfken, G. B., Weber, H. J., & Harris, F. E. (2011) Mathematical Methods for Physicists: A Comprehensive
Guide. Orlando, FL: Academic press.
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A Analysis of the Multi-Grade Deep Learning Model

It was established in [43] that when the loss function is defined in terms of the mean square error,
MGDL either learns the zero function or results in a strictly decreasing residual error sequence in
each grade.
Theorem 1. Let D be a compact subset of Rs and L2(D,Rt) denote the space of t-dimensional
vector-valued square integral functions on D. If f ∈ L2(D,Rt), then for all i = 1, 2, . . .,

f =

i∑
l=1

fl + ei, fl := N ∗
l ◦ N ∗

l−1 ◦ · · · ◦ N ∗
1 .

where N ∗
l is the SNN learned in grade l of MGDL, and for i = 1, 2, . . ., either fi+1 = 0 or∥∥e∗i+1

∥∥ < ∥e∗i ∥ .

All numerical examples presented in this paper validate Theorem 1.

B Supporting material for Section 3

We provide in this appendix details for the numerical experiments in Section 3, including computa-
tional resources, network structures of SGDL and MGDL, the choice of activation function, as well
as the optimizer and parameters used in the optimization process, and some supporting figures.

The experiments conducted in Sections 3.1, 3.2, and 3.4 of Section 3 were performed on X86_64
server equipped with an Intel(R) Xeon(R) Gold 6148 CPU @ 2.4GHz (40 slots) or Intel(R) Xeon(R)
CPU E5-2698 v3 @ 2.30GHz (32 slots). In contrast, the experiments described in Section 3.3 of
Section 3 were performed on X86_64 server equipped with AMD 7543 @ 2.8GHz (64 slots) and
AVX512, 2 x Nvidia Ampere A100 GPU.

We choose ReLU as the activation function as in [30] for all the four experiments. For each experiment,
for SGDL we test several network structures and choose the one produces the best performance. We
then design MGDL, having the same total number of layers and the same number of neurons for each
layer as the chosen SGDL structure, but their parameters are trained in multiple grades as described
in Section 2. Details of the network structure will be described for each experiment.

The optimization problems for both SGDL and MGDL across the four experiments are solved by the
Adam method [20] with ‘Xavier’ initialization [13]. In Sections 3.1, 3.2, and 3.4, the learning rate tk
for the k-th epoch decays exponentially with each epoch [19], calculated as tk := tmaxe

−γk, where
γ := (1/K) ln(tmax/tmin) represents the decay rate, with K being the total number of training
epochs, tmax and tmin denoting the predefined maximum and minimum learning rates, respectively.
In Section 3.3, we employed a fixed learning rate for both SGDL and MGDL, as numerical results
indicate that the exponential decay learning rate performs poorly. We observe that when a network
structure of SGDL is split into multiple grades of MGDL, the combined computing time required
to train all grades in MGDL, each for K epochs, is comparable to the computing time needed to
train the SGDL with K epochs, due to only SNNs involved in MGDL. Therefore, in all the four
experiments, we train SGDL and all grades of MGDL for the same K epochs. We test SGDL and
MGDL with the same set of the algorithm parameters, including tmin, tmax, batch size, and K, for
all the experiments. Optimal parameters were selected based on the lowest VaRSE value for Sections
3.1 and 3.2, the highest PSNR value for Section 3.3, and the lowest validation loss for Section 3.4,
within the range of parameters to be described for each example.
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Figure 7: Amplitude versus one-side frequency plots for λ across settings 1-4.

B.1 Section 3.1

For settings 1, 2, and 3, the network structure for SGDL is

[1] → [256]× 8 → [1], (11)

where [n]×N indicates N hidden layers, each with n neurons. The network structure for each grade
of MGDL is given by

Grade 1: [1] → [256]× 2 → [1]

Grade 2: [1] → [256]F × 2 → [256]× 2 → [1]

Grade 3: [1] → [256]F × 4 → [256]× 2 → [1]

Grade 4: [1] → [256]F × 6 → [256]× 2 → [1].

Here, [n]F indicates a layer having n neurons with parameters, trained in the previous grades,
remaining fixed during the training of the current grade. We employ this notation across the numerical
experiment section without further mentioning. For setting 4, the most challenging case, we employ
a deeper structure for SGDL, with two more hidden layers in addition to (11). Correspondingly, for
MGDL we add one more grade:

Grade 5: [1] → [256]F × 8 → [256]× 2 → [1].

We now describe the search range of the parameters for all the four settings. We let I1 :={
10−4, 10−5, 10−6

}
, I2 :=

{
10−3, 5× 10−4, 1× 10−4

}
, I3 :=

{
10−5, 10−6, 10−7

}
and I4 :={

5× 10−5, 10−5
}

. Then for both SGDL and MGDL, we test the pair (tmin, tmax) from all possible
cases in the set (I1 × I2) ∪ (I3 × I4). The batch size is chosen from 256, 512 or the full gradient
(denoted by ‘Full’) for each epoch. The total epoch number K is set to be 30,000.

The supporting figures for this experiment include:

• Figure 7, presenting amplitude versus one-side frequency plots for λ across settings 1-4;
• Figure 8, comparing the amplitude of one-side frequency for SGDL and MGDL across

settings 1-4;
• Figure 9, illustrating the evolution of spectrum comparison between SGDL and MGDL for

settings 1-4.

In Figure 9, the colors in these subfigures show the measured amplitude of the network spectrum at
the corresponding frequency, normalized by the amplitude of λ at the same frequency. The colorbar
is clipped between 0 and 1, indicating approximation accuracy from the worst to the best when
changing from 0 to 1.

B.2 Section 3.2

The network structure that we use for SGDL is

[2] → [256]× 8 → [1],

and the grade network structure for MGDL is

Grade 1: [2] → [256]× 2 → [1]

Grade 2: [2] → [256]F × 2 → [256]× 2 → [1]

Grade 3: [2] → [256]F × 4 → [256]× 2 → [1]

Grade 4: [2] → [256]F × 6 → [256]× 2 → [1].
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Figure 8: Comparison of SGDL (1st row) and MGDL (2nd row): Amplitude across settings 1-4.

Figure 9: Comparison of SGDL (1st row) and MGDL (2nd row) for settings 1-4 of Section 3.1: The
evolution of spectrum.

For choices of tmin and tmax, we let I1 :=
{
10−4, 10−5, 10−6

}
and I2 :={

1× 10−3, 5× 10−4, 1× 10−4
}

. For both SGDL and MGDL, we test the pair (tmin, tmax) from
all possible cases in the set I1 × I2, the batch size is chosen from 512, 1024, or the full gradient for
each epoch, and the total number of the epochs K is set to be 30,000.

The supporting figures for this experiment include Figure 10, illustrating the evolution of spectrum
comparison between SGDL and MGDL for settings 1-2 of Section 3.2. The mean of colorbar in
Figure 10 is consistent with that in Figure 9.

B.3 Section 3.3

The network structure for SGDL is

[2] → [256]× 12 → [3]

and that for MGDL is

Grade 1: [2] → [256]× 3 → [3]

Grade 2: [2] → [256]F × 3 → [256]× 3 → [3]

Grade 3: [2] → [256]F × 6 → [256]× 3 → [3]

Grade 4: [2] → [256]F × 9 → [256]× 3 → [3]

For SGDL and all grades of MGDL, we select the learning rate from the set {10−2, 5×10−3, 10−3, 5×
10−4, 10−4}, choose the full gradient for each epoch, and set the total epoch number K to be 10, 000.
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Figure 10: Comparsion of SGDL (1st row) and MGDL (2nd row) for settings 1 and 2 of Section 3.2:
The evolution of spectrum (the first and second columns for the learned functions on manifolds γq
with q = 4 and q = 0, respectively, for setting 1, while the third and fourth columns for setting 2).

(a) G 1: 20.41 (b) G 2: 22.67 (c) G 3: 23.71

(d) G 4: 24.18 (e) SGDL: 22.84 (f) Ground Truth

Figure 11: Comparison of MGDL and SGDL for image Cat. (a)-(d): Predictions of MGDL for grades
1-4, with the corresponding testing PSNR values indicated in the subtitles. (e): Prediction of SGDL
with testing PSNR displayed in the subtitle. (f): Ground truth image

The quality of the reconstructed image in Section 3.3 is evaluated by the peak signal-to-noise ratio
(PSNR) defined by

PSNR := 10 log10

(
n× 2552

∥v − v̂∥2F

)
(12)

where v is the ground truth image, v̂ is reconstructed image, n is the number of pixels in v, and ∥·∥F
denotes the Frobenius norm of a matrix.

The supporting figures for this experiment include Figures 11-13, which display the predicted image
for MGDL and SGDL corresponding to the Cat, Sea, and Building images, respectively.
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(a) G 1: 18.62 (b) G 2: 21.50 (c) G 3: 23.42

(d) G 4: 24.32 (e) SGDL: 20.39 (f) Ground Truth

Figure 12: Comparison of MGDL and SGDL for image Sea. (a)-(d): Predictions of MGDL for grades
1-4, with the corresponding testing PSNR values indicated in the subtitles. (e): Prediction of SGDL
with testing PSNR displayed in the subtitle. (f): Ground truth image

(a) G 1: 17.29 (b) G 2: 18.95 (c) G 3: 20.67

(d) G 4: 21.97 (e) SGDL: 19.09 (f) Ground Truth

Figure 13: Comparison of MGDL and SGDL for image Building. (a)-(d): Predictions of MGDL for
grades 1-4, with the corresponding testing PSNR values indicated in the subtitles. (e): Prediction of
SGDL with testing PSNR displayed in the subtitle. (f): Ground truth image
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(a) (b)

(c) (d)

Figure 14: Comparison of SGDL and MGDL with structure (14): training (dash curve) and validation
(solid curve) loss versus training time for various values of β and κ: (a) β = 0.5, (b) β = 1, (c)
β = 3, (d) β = 5.

B.4 Section 3.4

The network structure for SGDL is

[784] → [128]× 6 → [10]. (13)

For MGDL, we consider two grade splittings. In the first splitting, we split network (13) into three
grades, each with two hidden layers. The structure of MGDL for this splitting is as follows:

Grade 1: [784] → [128]× 2 → [10]

Grade 2: [784] → [128]F × 2 → [128]× 2 → [10]

Grade 3: [784] → [128]F × 4 → [128]× 2 → [10].

(14)

In the second splitting, we split network (13) into six grades, with each grade containing one hidden
layer. The structure for MGDL for this case is as follows:

Grade 1: [784] → [128] → [10]

Grade 2: [784] → [128]F → [128] → [10]

Grade 3: [784] → [128]F × 2 → [128] → [10]

Grade 4: [784] → [128]F × 3 → [128] → [10]

Grade 5: [784] → [128]F × 4 → [128] → [10]

Grade 6: [784] → [128]F × 5 → [128] → [10]

(15)

For choices of parameters tmin and tmax, we let I1 :=
{
10−4, 10−5

}
and I2 :=

{
10−3, 10−4

}
. For

both SGDL and MGDL, we test (tmin, tmax) from all possible cases in the set I1 × I2, choose the
batch size from 512, 1024, or the full gradient for each epoch, and set the total number of the epochs
K to be 2,000.

The supporting figures for this experiment include Figure 14, which compares the training and
validation loss for SGDL and MGDL with structure (14); Figure 15, which compares the training and
validation loss for SGDL and MGDL with structure (15).
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(a) (b)

(c) (d)

Figure 15: Comparison of SGDL and MGDL with structure (15): training (dash curve) and validation
loss (solid curve) versus training time for varies values of β and κ: (a) β = 0.5, (b) β = 1, (c) β = 3,
(d) β = 5.

NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We claim the paper’s contributions accurately and clearly in the abstract and
introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations after the conclusion section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

19



model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: This paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The loss functions for SGDL and MGDL are provided. In each experiment, we
clearly state experimental settings, including how to choose training/validation/testing data.
The structure of SGDL and MGDL, and the parameters required in training are provided in
B. The computer code is available online through the GitHub link provided in the abstract.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

20



• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The computer code is available online through the GitHub link provided in the
abstract. A README.txt file containing guidelines for using the code for each example is
also provided.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

21

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The loss functions for SGDL and MGDL are provided. In each experiment, we
clearly state experimental settings, including how we choose training/validation/testing data.
The structure of SGDL and MGDL, and the parameters required in training are provided in
B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide tables of relative mean square error accuracy and PSNR values,
along with figures showing the training/validation loss and PSNR values throughout the
training process.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the experiments compute resources in Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.

22



• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research is conducted under the guidance of Code Of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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