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Abstract

This paper revisits the simple, long-studied, yet
still unsolved problem of making image classifiers
robust to imperceptible perturbations. Taking CI-
FAR10 as an example, SOTA clean accuracy is
about 100%, but SOTA robustness to ℓ∞-norm
bounded perturbations barely exceeds 70%. To
understand this gap, we analyze how model size,
dataset size, and synthetic data quality affect ro-
bustness by developing the first scaling laws for
adversarial training. Our scaling laws reveal in-
efficiencies in prior art and provide actionable
feedback to advance the field. For instance, we
discovered that SOTA methods diverge notably
from compute-optimal setups, using excess com-
pute for their level of robustness. Leveraging
a compute-efficient setup, we surpass the prior
SOTA with 20% (70%) fewer training (inference)
FLOPs. We trained various compute-efficient
models, with our best achieving 74% AutoAttack
accuracy (+3% gain). However, our scaling laws
also predict robustness slowly grows then plateaus
at 90%: dwarfing our new SOTA by scaling is im-
practical, and perfect robustness is impossible. To
better understand this predicted limit, we carry out
a small-scale human evaluation on the AutoAttack
data that fools our top-performing model. Con-
cerningly, we estimate that human performance
also plateaus near 90%, which we show to be at-
tributable to ℓ∞-constrained attacks’ generation
of invalid images not consistent with their original
labels. Having characterized limiting roadblocks,
we outline promising paths for future research.

1. Introduction
Neural networks match human performance on several tasks
requiring processing of vision and text data (Achiam et al.,
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2023; Gemini Team, 2023). However, model performances
typically falter when data is adversarially perturbed by at-
tacks humans are robust to (Szegedy et al., 2013), calling
into question model trustworthiness. Progress on this prob-
lem has been made through adversarial training (Goodfel-
low et al., 2014; Madry et al., 2017), but even on the “toy”
dataset CIFAR10, the best robustness to ℓ∞ attacks is just
71% according to RobustBench (Croce et al., 2020).

The absence of a strong adversarial defense for a simple
dataset like CIFAR10 is concerning because it suggests
that robustifying foundation models may be impractical or
even impossible (Zou et al., 2023; Bailey et al., 2023; Jain
et al., 2023). Therefore, we aim to understand, “Why is the
CIFAR10 adversarial robustness problem unsolved?”

Our experiments consider the possibility that the answer
is a lack of scale used by state-of-the-art methods (Wang
et al., 2023). Yet, we find that scale is not enough to achieve
robustness: even with unlimited CIFAR10 data, we estimate
that reaching human performance would require roughly
1030 FLOPs (see Figure 1), about 3,000 years of TF32 ma-
trix math on 25,000 MI300 or H100 GPUs. Thus, progress
on this problem requires more efficient training algorithms
and improved architectures, rather than simply scaling.

Surprisingly, even if human performance could be reached,
our analysis suggests that this problem will still be “un-
solved”: We find that human performance is around 90%
on AutoAttack data (see Figure 1), with the ∼10% error
induced by invalid adversarial data that no longer fits its
label. Thus, attack formulations must be rethought to make
this problem solvable; e.g., attacks should only produce
valid images that abide by the original label.

Broadly, our major contributions are as follows1:

1. We develop scaling laws for adversarial robustness, inte-
grating the data quality of generative models. Our scaling
laws can accurately predict robustness of unseen configura-
tions, recommend optimal resource allocations, and identify
opportunities to reduce model size (raise inference speed).

2. By applying actionable guidelines from our scaling laws,
compared to the prior SOTA (Wang et al., 2023), we achieve

1Appendix A provides a detailed list of our contributions and
their implications, with links to relevant sections to aid navigation.
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Figure 1. SOTA techniques cannot solve the CIFAR10 adversarial robustness problem, even with infinite compute. (left) Scaling
laws predict that performance asymptotes near 90%. We produce this estimate using Approach 2 (Section 3.2.2), a scaling law approach
we designed that can model the effect of FID, allowing approximation of performance when training on a hypothetical FID=0.0 synthetic
dataset of arbitrarily large size. Note that lowering FID raises dataset quality. We learned the parameters of Approach 2’s parametric
model of testing performance by fitting to the performances that resulted from training various NNs on various datasets; the depicted
dots show a subset of these performances. (right) A CIFAR10 test image is adversarially perturbed by AutoAttack, causing humans to
disagree with the ground-truth label “horse”. Consistent with scaling law asymptotes, our small-scale human study (Section G) estimates
that the original label is no longer an appropriate label for roughly 10% of adversarial data. Benchmarking that uses the original label
after it ceases to be a good fit for the image will suggest that NN robustness is further from being “solved” (human-level) than it truly is.

the same robustness level with 20% fewer FLOPs, enable
a +1% AutoAttack gain with a 3× smaller model trained
with the same compute budget, and set a new SOTA (+3%
AutoAttack accuracy) using a larger compute budget.

3. Our analysis suggests that advancements in generative
models, efficient algorithms, and model architectures will
help address this problem to some extent but will not solve
it completely. We find that the ℓ∞ attack formulation is
flawed and creates invalid adversarial data that humans
also misclassify. Therefore, solving this problem requires
fixing the attack formulation to account for image validity.

2. Related Work
Adversarial Training Trends It is common practice to
adversarially train on CIFAR10 data by modifying training
data via a 10-step attack (Rebuffi et al., 2021; Sehwag et al.,
2021; Wang et al., 2023; Peng et al., 2023), making an ad-
versarial training iteration 9× as expensive as a regular one
(see Appendix B). Further adding to the costs of adversarial
training, recent work find that larger models (Singh et al.,
2023; Huang et al., 2023) and larger datasets improve adver-
sarial robustness. Indeed, synthetic CIFAR10 datasets with

as many as 50M samples have been used to boost adver-
sarial training’s effectiveness (Rebuffi et al., 2021; Gowal
et al., 2021; Sehwag et al., 2021; Wang et al., 2023). Our
SOTA model trains on 300M unique synthetic CIFAR10
data points, requiring over 1021 training FLOPs (Figure 1).

Aware of the cost needed just to make CIFAR10 models
moderately robust, recent research on safeguarding LLMs
and vision language models (VLMs) against attacks dis-
cusses the potential difficulty or even futility of robustifying
foundation models (Zou et al., 2023; Bailey et al., 2023;
Jain et al., 2023; Sun et al., 2024). Before incorporating any
adversarial training or robustness measures, the training cost
of such models is already high—Figure 1 shows the FLOPs
costs of training: GPT4 (Achiam et al., 2023), a closed
model with a rough cost estimate (Epoch, 2023); Llama7b
(Touvron et al., 2023), the cost of which we estimate by ap-
plying the FLOPs = 6ND heuristic of Kaplan et al. (2020)
to 1T tokens and 6.7B parameters; and Chinchilla (Hoff-
mann et al., 2022). Notably, such costs have been tempered
by use of compute-efficient training settings derived from
scaling laws fit to LLM performances (Kaplan et al., 2020).
We consider the possibility that similar scaling laws could
help address the inefficiency of adversarial training.
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