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Abstract

The Mutual Reinforcement Effect (MRE) repre-
sents a promising avenue in information extrac-
tion and multitasking research. Nevertheless,
its applicability has been constrained due to the
exclusive availability of MRE mix datasets in
Japanese, thereby limiting comprehensive ex-
ploration by the global research community. To
address this limitation, we introduce a Multi-
lingual MRE mix dataset (MMM) that encom-
passes 21 sub-datasets in English, Japanese,
and Chinese. In this paper, we also propose
a method for dataset translation assisted by
Large Language Models (LLMs), which sig-
nificantly reduces the manual annotation time
required for dataset construction by leverag-
ing LLMs to translate the original Japanese
datasets. Additionally, we have enriched the
dataset by incorporating open-domain Named
Entity Recognition (NER) and sentence classi-
fication tasks. Utilizing this expanded dataset,
we developed a unified input-output framework
to train an Open-domain Information Extrac-
tion Large Language Model (OIELLM). The
OIELLM model demonstrates the capability
to effectively process novel MMM datasets,
exhibiting significant improvements in perfor-
mance. Furthermore, we conducted a new ab-
lation study to evaluate the MRE across 21
MMM sub-datasets. The results demonstrated
that 76% of the datasets exhibited MRE, rein-
forcing its robustness. Additionally, we applied
the MRE datasets to a knowledgeable verbal-
izer (KV), and the results confirmed that KV
constructed by MRE Mix datasets achieved su-
perior KV performance. This further validates
the effectiveness of MRE in enhancing IE sub-
tasks.

1 Introduction

Information extraction (IE) Sarawagi et al. (2008)
is a significant area of research within natural lan-
guage processing (NLP). This field has evolved to
encompass a variety of subtasks, including sen-
tence classification (Zhang and Wallace, 2015),
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Figure 1: The Mutual Reinforcement Effect between the
labels of Word-level labels and text-level label within
a same text. A word-level IE task is a Point, and a
text-level IE task is a Line. There is Mutual Rein-
forcement Effect between the point and the line.

text classification (Lai et al., 2015), Named En-
tity Recognition (NER) (Qu et al., 2023; Nadeau
and Sekine, 2007; Lample et al., 2016), sentiment
analysis (Tan et al., 2023; Medhat et al., 2014;
Rodriguez-Ibanez et al., 2023), relationship extrac-
tion (Wadhwa et al., 2023; Mintz et al., 2009; Et-
zioni et al., 2008), and event extraction (Gao et al.,
2023; Xiang and Wang, 2019). Traditionally, these
IE subtasks have been segregated into distinct cate-
gories for processing. In conventional multi-task IE
(Sun et al., 2023; Zhao et al., 2020), datasets from
various tasks are typically merged and subsequently
fine-tuned using a unified model. This process cul-
minates in the extraction of information from mul-
tiple subtasks, each directed by task-specific output
heads. While this method effectively leverages the
internal knowledge of the model across different IE
tasks, it does not address the potential interconnec-
tions among the tasks themselves. This omission
highlights a gap in understanding how these tasks
might benefit from exploring their mutual relation-



ships.

The Mutual Reinforcement Effect (MRE) Gan
et al. (2023b) introduces a novel approach in mul-
titasking IE, emphasizing task interconnections to
enhance performance. MRE categorizes IE sub-
tasks into text-level tasks (e.g., sentence classifica-
tion, text sentiment analysis) and word-level tasks
(e.g., NER). Unlike conventional IE multitasking,
which extracts data from various texts, MRE si-
multaneously performs text-level classification and
word-level label-entities pairing within the same
text.

MRE categorizes IE tasks into word-level and
text-level tasks, analogous to points and lines. Un-
derstanding either part helps reinforce the compre-
hension of the other. Traditionally, IE subtasks
have been studied separately, focusing either on
points or lines. MRE, however, is the first approach
to integrate these two levels, exploring their inter-
dependencies. This not only enhances the perfor-
mance of IE subtasks but also has implications for
future LLM training. When training data is limited,
MRE enables dual-level training of LLMs using a
single dataset, maximizing its utility and improving
model performance.

Figure 1 illustrates MRE in action. The left
side depicts sentence classification labels, while
the right side shows words with their correspond-
ing labels, representing text-level and word-level
tasks, respectively. For example, the sentence ’Gi-
ant pandas are mammals, endemic to China.’. is
labeled *nature’ and contains entity pairs *Animal
Name: pandas’ and ’Nation: China.” This high-
lights how text-level classification and word-level
entity recognition reinforce each other, improving
accuracy.

Similarly, in sentiment analysis, a text with many
positive words likely conveys a positive sentiment.
Conversely, a negative-text classification indicates
the presence of negative words. This interaction
mirrors human text comprehension, where meaning
is derived from individual words and synthesized
into an overall context (Gan et al., 2023c).

Figure 2 shows the composition of the Multilin-
gual Mutual Reinforcement Effect Mix (MMM)
Datasets, which include seven subdatasets per lan-
guage across three languages. Notably, SCPOS,
focused on sentiment classification and part-of-
speech tagging, is larger than others and thus
not depicted proportionally. SCNM involves sen-
tence classification and NER, while TCREE covers
text classification, relation, and event extraction.

Sentence Classification &
Name Entity Recognition Mix Dataset

Sentiment Classification &
Part-of-Speech Mix Dataset

Text Classification &
Relation/Event Extraction Mix Dataset

Open-domain Text Classification &
Named Entity Recognition Mix Dataset

Figure 2: Multilingual Mutual Reinforcement Effect
Mix Datasets Names of all sub-datasets.

TCONER leverages an open-domain dataset for
text classification and NER.

We translated six MRE mix datasets and ex-
panded the TCONER dataset. To improve LLM
performance on IE tasks, we refined the training
process by introducing a streamlined input-output
scheme, standardizing task handling, and training
the LLM with the MMM dataset. The resulting
optimized model, OIELLM, outperformed previ-
ous models on multiple datasets, demonstrating the
effectiveness of using expanded MRE mix datasets.
Furthermore, we conducted comprehensive abla-
tion experiments on 21 MMM datasets using an
LLM. Notably, 76% of the ablation results demon-
strated a positive reinforcement effect, providing
strong empirical support for the MRE hypothe-
sis. Additionally, we leveraged word-level infor-
mation as a Knowledgeable Verbalizer (KV)Hu
et al. (2022) to enhance text-level classification
tasks. The final experimental results further con-
firmed the effectiveness of word-level information
in improving text-level classification, serving as
additional validation for MRE.

Key contributions include:

1. We introduce a framework that minimizes
manual annotation by extending the Japanese
MRE Mix dataset to English and Chinese and
incorporating open-domain text classification
and NER tasks. This expansion addresses the
lack of open-domain IE subtasks in the origi-
nal dataset, enhancing its comprehensiveness
and applicability.

2. We propose an enhanced Format Converter to
train an Open-Domain IE LLM (OIELLM),
yielding robust general-purpose IE perfor-
mance and outperforming conventional meth-
ods in MRE mix tasks.

3. A novel ablation experiment method was
employed to evaluate the presence of the



MRE across the newly constructed 21 MMM
datasets. The empirical results confirm the
existence of MRE. Furthermore, by integrat-
ing the MRE Mix datasets into the Knowl-
edgeable Verbalizer framework, we indirectly
demonstrate that word-level information in
MRE significantly enhances performance in
text-level classification tasks.

2 Related Work

Datasets. To begin, the MRE mix dataset pri-
marily originates from the SCNM Gan et al.
(2023b) dataset in Japanese, followed by the SC-
POS (Gan et al., 2023d) and TCREE Gan et al.
(2023a) datasets. However, the exclusive use of
the Japanese language across these datasets poses
significant challenges for researchers attempting to
further explore the MRE. Moreover, there has been
a growing interest in employing LLMs for dataset
construction (Tan et al., 2024; Wadhwa et al., 2023;
Li et al., 2023; Laskar et al., 2023). Pioneering
studies Huang et al. (2023) have demonstrated the
efficacy of LLMs in data annotation, where LLM-
annotated datasets have outperformed manually an-
notated counterparts. For instance, LLMs have
been utilized to generate datasets for mathematical
problems Lin et al. (2024) and to develop dataset
labeling frameworks, such as FreeAL (Xiao et al.,
2023a), where the data is initially labeled by LLMs
and subsequently refined by smaller models be-
fore undergoing a final, more accurate labeling by
LLMs again.

These methodologies leverage instructional
learning and in-context learning to guide LLMs to
respond to specific queries and extract annotated la-
bels from these responses, extract annotated labels,
thereby creating a fully labeled dataset. Distinct
from previous efforts, the MMM dataset represents
the inaugural initiative to translate datasets from
lesser-used languages into more widely spoken lan-
guages, such as English and Chinese. Furthermore,
the newly developed TCONER dataset addresses
a critical gap by providing the first open-domain
Named Entity Recognition (NER) dataset within
the existing framework of the MRE mix dataset.

LLM in Information Extraction. Since the in-
troduction of Pretrained Language Models (PLMs),
sequential-to-sequential (seq2seq) based IE mod-
els have gained prominence. These developments
range from the initial UIE Lu et al. (2022) to later
models such as USM Lou et al. (2023) and Mirror

(Zhu et al., 2023). All these models are genera-
tive in nature, enabling them to handle multiple
word-level IE tasks—such as NER, Relation Ex-
traction, and Event Extraction simultaneously. The
primary advantage of these generative IE models
is their generalizability; they eliminate the need for
task-specific fine-tuning across different tasks. In-
stead, a single model can address all IE subtasks by
standardizing the format of inputs and outputs for
various tasks. The model is trained across different
IE subtasks using these unified formats, aiming to
equip a single model with the capability to manage
multiple tasks effectively.

With the advent of LLMs, new approaches to
IE have emerged, which can be broadly divided
into two categories. The first involves direct in-
teraction with LLMs using prompts in a zero-shot
or few-shot manner, where the model outputs the
desired entities either through multi-round dialog-
style prompts or through single-command-based
prompts that extract entities in one go (Wang et al.,
2023; Wei et al., 2023). The second approach in-
volves fine-tuning LL.Ms using specialized datasets
(Zhou et al., 2023; Xiao et al., 2023b).

Our research distinguishes itself by focusing
more intensively on the MRE. We go beyond
merely aggregating existing IE sub-datasets for
model training. Instead, we develop specialized
MRE-enhanced datasets, through which we not
only demonstrate but also apply the efficacy of
MRE in enhancing information extraction capabili-
ties.

3 Multilingual Mutual Reinforcement
Effect Mix Datasets

In this chapter we will explain how to translate
MRE mix datasets in small languages into other lan-
guages. And how to construct TCONER datasets.
And how you can minimize the use of manual labor
with guaranteed quality.

Input ‘ Giant pandas are mammals, endemic to China. NER ‘

Output Nature NER :Animal Name;pandas:Nation;China

Figure 3: The format of MMM datasets.

3.1 Dataset Translation Framework

First, it is essential to understand the format of
the Multilingual Mutual Reinforcement Effect Mix
(MMM) dataset. As depicted in Figure 3, the
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Figure 4: The overview of dataset translation framework.

MMM dataset comprises inputs and outputs. The
input section, highlighted in blue, includes both
text and a task instruction word, such as "NER."
In the output section, shown in green, the ini-
tial output is a text-level classification label, fol-
lowed by the task instruction word "NER". The
labeling follows the start and end symbols (i.e.,
":",";") used in the original MRE mixed dataset.
This format allows for consistent generation of
label-entity pairs regardless of quantity (e.g., ":la-
bell;entities1:label2;entities2..."). Thus, the task
instruction word guides the model in producing
various word-level extracted information alongside
the text-level classification label.

Figure 4 presents a flowchart of the entire dataset
translation framework. The process begins on the
leftmost side, where six sub-datasets are initially
processed using a rule-based matching method, ac-
cording to their classifications. The labels at both
text and word levels are systematically translated
into English and Chinese. Given the consistent la-
beling across datasets, this translation can proceed
directly based on predefined rules. For instance, the
Japanese label "7~ ¥ 7 4 7" is directly translated
as "positive." Employing a rule-based approach for
label translation is not only quick and precise but
also simplifies the subsequent translation of text
and entities. Furthermore, these translated labels
are input into a LLM along with the untranslated
text and entities, serving an auxiliary role in the
translation process.

The process involves two main inputs to the
LLM, GPT-3.5-Turbo Ouyang et al. (2022): the
part with translated labels and the part with untrans-
lated text and entities. We employ both instruction-

based and in-context learning (ICL) methodologies
for this translation task. As depicted in the central
portion of Figure 4, the selection of the instruction
template was refined through multiple iterations.
Initially, a simple instruction such as "Translate
the following Japanese dataset into English." failed
to produce satisfactory translations. Consequently,
we introduced several constraints to enhance the
output quality. These include stipulating that the
model’s output format must align with the example
provided below, with a critical requirement being
the accurate translation of entities, ensuring they
correspond directly to terms found in the original
Japanese text. Additional constraints were applied
specifically for Japanese-to-Chinese translations,
such as informing the model that labels have been
pre-translated and only text and entities require
translation. We also instructed the model to ensure
comprehensive translation into Chinese. Further-
more, a one-shot example of ICL was provided
to demonstrate the desired outcome, guiding the
model to generate translations strictly adhering to
the specified format.

Finally, we obtained the translated dataset. How-
ever, due to the inherent unpredictability of LLM
outputs, it is not always guaranteed that the outputs
will conform to the expected format, even when
the inputs are consistent. To address this, we im-
plemented a dual-component rule-based filtering
mechanism. The first component involves remov-
ing samples containing any residual Japanese char-
acters from the translated data. The second compo-
nent entails verifying whether the translated entities
exactly match words in the text. Samples that do
not meet this criterion are excluded. Additionally,
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Figure 5: The input and output of Open-domain Information Extraction Large Language Model (OIELLM).

this step assesses whether the pairings of labels and
entities adhere to the formatting standards of the
MMM dataset.

Despite the substantial reduction in dataset size
resulting from the first two steps—translation and
filtering—the remaining data exhibit exception-
ally high translation quality. The final dataset un-
dergoes a manual review and correction process,
which ensures maximum accuracy while minimiz-
ing the reliance on manual labor. We enlisted ten
graduate students proficient in two of the three
languages—Chinese, English, and Japanese—to
conduct the final round of data validation. To en-
sure the accurate recognition of rare or specialized
terms, we instructed them to consult authoritative
dictionaries such as the Oxford Dictionary for veri-
fication and refinement. This approach outlines our
tailored dataset translation framework, designed
to accommodate the specific characteristics of the
MMM dataset. With minimal modifications, this
framework can be adapted for translating datasets
for other tasks, effectively addressing the scarcity
of datasets in lesser-used languages. And construc-
tion results details of MMM dataset can find in
Appendix C.

4 Open-domain Information Extraction
Large Language Model

In this chapter, we outline methodologies to en-
hance the performance of existing models and tech-
niques for processing MRE mix datasets, aiming
to surpass previous benchmarks. Before delving
into the specifics of the Open-domain Information
Extraction Large Language Model (OIELLM), it
is imperative to justify the necessity for a distinct
model tailored to MMM datasets.

Firstly, MRE mix datasets differ significantly
from traditional IE tasks as they require simulta-
neous output of text-level labels and word-level
label-entity pairs. Consequently, standard sequence
labeling models are inadequate for handling these
demands directly. Furthermore, existing generative

IE models and methodologies have solely focused
on producing word-level label-entities, neglecting
text-level labels altogether.

The primary objective of MRE mix datasets is
to investigate the interplay between text-level and
word-level annotations. By leveraging this syner-
gistic relationship, we aim to concurrently enhance
the performance of both tasks. This model im-
proves textual understanding by learning both tasks
in tandem. Additionally, the MRE framework can
contribute to model interpretability, drawing inspi-
ration from cognitive processes that mimic human
reasoning.

This study introduces a specialized model for
the MMM dataset and examines whether MRE im-
proves various IE subtasks in LLMs. Instead of
using QA-style dialogues, we follow earlier genera-
tive IE work that relies on a generic framework.
Thus, we adopt a tailored input-output scheme
for the MMM dataset, departing from traditional
dialogue-based methods.

Figure 5 illustrates the input and output formats
of our enhanced OIELLM. The fundamental unit
of analysis in both input and output is words, re-
flecting our understanding of the tokenization prin-
ciple utilized by LL.Ms, which typically focuses on
words or phrases. By omitting the dialog prompt,
we do not compromise the LLM’s comprehension
of the task. This adjustment not only reduces the
input-output length but also simplifies the LLM’s
processing, thereby enhancing operational speed.

Each text processed is prefixed with task-specific
instruction words, which define the task type and
guide the model’s subsequent output generation.
In our format, all task instruction words in the in-
put are introduced by a special symbol "/", which
serves to delineate the task words from the main
text. This separation is crucial for distinguishing be-
tween text-level labels and word-level label-entity
pairs in the output.

The combined text and task instruction words
are then fed into the OIELLM, with the output com-
prising both text-level labels and word-level label-



Japanese SCNM SCPOS: RW SCPOS: Adj & N

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 42.07 7.54 1.97 57.20 0 0 28.97 5.97 0
GPT-40-mini 0.27 20.61 0 1.33 3.01 0
USA-7B - - - 53.27 40.80 7.67 91.33 81.68 9.63
GIELLM-13B-jp 85.47 84.46 54.2 86.01 66.61 17.39 93.23 47.35 0.20
OIELLM-8B 84.73 88.53 61.93 86.50 54.76 12.40 89.13 14.88 0.40
OIELLM-8B* 87.30 89.28 64.00 88.20 53.79 12.30 89.63 15.84 0.73
OIELLM-13B 89.00 86.33 57.70 94.60 52.36 11.90 95.20 11.94 0.20
Japanese SCPOS: Adj SCPOS: N TCREE

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 65.50 0.31 0.87 39.60 6.79 0 57.20 0 0
GPT-40-mini 0.03 0.18 0 0 2.94 0 0 0 0
USA-7B 91.43 45.51 51.77 92.03 81.30 9.73 - - -
GIELLM-13B-jp 93.67 45.06 55.67 92.83 46.42 0.33 97.47 79.01 77.89
OIELLM-8B 87.13 74.96 53.07 87.71 2292 0.50 95.07 74.92 83.69
OIELLM-8B* 89.93 75.33 54.93 90.63 23.69 0.63 96.98 74.42 84.19
OIELLM-13B 94.00 60.69 42.50 94.70 18.07 0.60 97.08 73.82 84.19
English SCNM SCPOS: RW SCPOS: Adj & N

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 53.50 0.04 0 14.78 2.11 0.12 68.63 13.62 0.33
GPT-40-mini 0 0.03 0 0 0.04 0 0 0 0
OIELLM-8B 82.30 81.36 52.53 72.17 49.60 11.82 76.57 18.00 1.67
OIELLM-8B* 85.43 82.38 55.43 74.75 49.93 12.81 79.77 19.28 227
OIELLM-13B 84.80 80.68 50.60 95.07 46.64 12.19 94.30 18.59 3.20
English SCPOS: Adj SCPOS: N TCREE

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 6.97 0.26 0.03 0.53 0.08 0 12.87 0 0
GPT-40-mini 0 0 0 0 0 0 0 0 0
OIELLM-8B 75.47 51.85 3233 76.10 28.67 1.27 80.87 21.77 33.67
OIELLM-8B* 76.60 51.95 33.17 78.67 27.45 0.73 80.23 25.90 22.37
OIELLM-13B 94.40 50.56 38.40 95.30 28.36 0.60 89.90 23.50 22.60
Chinese SCNM SCPOS: RW SCPOS: Adj & N

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 41.63 9.57 2.30 50.77 2.08 0.78 59.33 7.18 0.40
GPT-40-mini 5.20 18.52 0.50 12.14 7.49 0.11 0.53 1.36 0
OIELLM-8B 84.90 71.90 46.40 89.29 45.75 9.93 92.33 8.75 0.33
OIELLM-8B* 86.33 69.97 46.77 92.27 46.20 10.60 94.50 8.46 0.40
OIELLM-13B 87.70 68.12 41.60 95.03 43.32 8.72 94.90 8.42 0.50
Chinese SCPOS: Adj SCPOS: N TCREE

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 56.27 0.19 0.07 53.07 3.11 0.53 59.33 7.18 0.40
GPT-40-mini 27.37 1.43 0.20 5.33 1.36 0 0 0 0
OIELLM-8B 93.73 60.96 53.00 92.63 28.32 0.63 91.73 58.12 56.41
OIELLM-8B* 95.80 64.51 57.63 94.97 28.91 1.30 95.06 59.54 58.83
OIELLM-13B 96.00 60.68 54.90 95.20 27.77 1.00 95.26 56.91 56.00
TCONER English Japanese Chinese

Model TL WL ALL TL WL ALL TL WL ALL
GPT-3.5-Turbo 23.87 4.78 0 23.87 2.24 0.17 29.47 2.97 0.57
GPT-40-mini 2.93 4.06 0 0 3.68 0 0.03 6.12 0
OIELLM-8B 24.80 21.12 0.20 27.70 13.83 0.20 33.73 18.87 0
OIELLM-8B* 37.13 23.05 0.30 41.40 14.24 0.17 48.27 18.06 0.17
OIELLM-13B 40.30 19.23 0.30 43.40 13.02 0 47.70 15.72 0.30

Table 1: The F1 score of MMM datasets. TL F1 score: Text-Level Classification task(e.g. Sentence/Text Classification). WL
F1 score: Word-level Label-Entities pairs task(e.g. NER, RE, EE etc.). ALL F1 score: TL and WL are correct simultaneously in

one sentence. Note:

entity pairs. Our labeling convention adheres to the
format used in the previous MRE mix datasets, uti-
lizing ":" and ";" to ensure consistency and clarity.

In summary, by standardizing the input and out-
put structures and clearly defining task instruction
words, our modified OIELLM effectively processes

all sub-datasets within the MMM framework.

5 Experiment

In this chapter, we provide a comprehensive
overview of our experimental setup, including
dataset construction, training procedures, and eval-
uation metrics.



5.1 Details of OIELLM Training

We began by selecting baselines: USA-7B (IL +
ICL)! and GIELLM-13B-jp?, previously utilized
for processing the MRE mixed datasets, served as
comparative models. For the foundational archi-
tecture of OIELLM, we chose the latest Instruct
and Base version of LLaMA3-8B?. Since LLaMA3
does not offer a 13B version, we incorporated the
LLaMAZ2-13B Touvron et al. (2023) model as well.

We attempted to evaluate the MMM dataset us-
ing the GPT-3.5-Turbo model and GPT-40-mini
(1-shot with In-context and Instruction Learning);
however, this model failed to produce the expected
information and was unable to maintain a consis-
tent format, despite being provided with an ad-
equate number of few-shot examples for train-
ing. The resulting F1-score was near zero. Con-
sequently, we decided not to select the GPT-3.5-
Turbo model for further testing in our study.

OIELLM was fine-tuned using full parameters
based on these three models. Training was con-
ducted at BF16 precision, while inference was per-
formed at FP16. The training spanned 3 epochs
with a learning rate of 1e-5, utilizing computational
resources including three A800 80GB and three
RTX 6000 Ada 48GB GPUs, with training dura-
tions ranging from 12 to 20 hours. For the training
and test sets, Comprehensive statistics on the train-
ing and test sets are available in Appendix Table 6,
7.

5.2 Evaluation

We employed the F1 score as our primary metric
for evaluation. Initially, the model’s output was
bifurcated into two segments based on the task-
specific instruct word: the Text-level Label and the
Label-entities pairs. Subsequently, Label-entities
pairs were delimited using start-end symbols (i.e.,
":",";"). Each Label-entity pair was treated as an
individual element within the set. The F1 score was
segmented into three categories: Text-level (TL),
Word-level (WL), and ALL. These represent the
F1 scores at respective levels and the aggregate F1
score when both levels are accurately predicted in
an output. For detailed methodologies, including
codes and formulas, please refer to Appendix E.

"https://huggingface.co/ganchengguang/
USA-7B-instruction-incontext-learning

2https:
//huggingface.co/ganchengguang/GIELLM-13B-jpllm

3https://huggingface.co/meta—llama/
Meta-Llama-3-8B-Instruct

6 Results

Table 1 presents the experimental results of three
OIELLM models trained on 21 MMM sub-datasets.
Notably, the model designated with an asterisk,
OIELLM-8B, was trained using the LLaMA3-8B-
Instruct framework, whereas the remaining mod-
els were based on the LLaMA3-8B-Base frame-
work. These results demonstrate the enhanced
performance of OIELLM in handling Japanese
data after incorporating multilingual capabilities.
Impressively, OIELLM’s performance surpassed
that of GIELLM-13B-jp on half of the datasets,
despite GIELLM-13B-jp being a model specifi-
cally tailored for Japanese. This observation sup-
ports the hypothesis that integrating multilingual-
ism and multitasking can more effectively leverage
the knowledge embedded in the pre-training of mul-
tilingual LLMs.

However, OIELLM’s performance on the
TCONER task was suboptimal, which we attribute
to insufficient training data. Given that open-
domain tasks require extensive and diverse datasets
compared to domain-specific tasks, the limited data
may have hindered the model’s performance. This
area will be a focus of our future research, aiming
to understand and improve the data dependencies
of OIELLM in open-domain contexts. Due to the
high cost of accessing GPT-40, we conducted ex-
periments on MMM datasets using GPT-3.5-Turbo
and GPT-40-mini only. The low F1 scores of the
GPT series models can be attributed to two key fac-
tors. First, we impose strict constraints on the out-
put format—any deviation, even a single incorrect
symbol, is considered an error. Compared to pre-
vious evaluations based on accuracy, our exclusive
use of the F1 score in this experiment further con-
tributes to the lower results. Second, the GPT series
models have not undergone supervised fine-tuning
(SFT) specifically for MRE, making it particularly
challenging for them to perform both text-level and
word-level tasks simultaneously on the same in-
put. This limitation underscores the necessity of
training dedicated IE LLMs optimized for MRE,
highlighting their critical role in achieving superior
performance.

7 Ablation Experiment of MMM Datasets

The detailed of ablation experiments, including
their setup and configuration, in Appendix A and
B.1. From the results in Table 2, we observe that
for the first six fixed-label datasets, models trained


https://huggingface.co/ganchengguang/USA-7B-instruction-incontext-learning
https://huggingface.co/ganchengguang/USA-7B-instruction-incontext-learning
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https://huggingface.co/ganchengguang/GIELLM-13B-jpllm
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
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English SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 80.97 48.79 33.29 56.04 28.79 16.43
with TLI 81.28 48.99 3242 56.75 27.71 18.43
w/o WLI 82.40 72.41 77.27 73.73 77.07 82.23
with WLI ~ 83.90 73.15 77.60 75.70 71.73 83.33
Chinese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 73.35 44.36 28.67 9.68 29.06 55.10
with TLI 72.81 43.30 29.17 9.73 29.34 56.31
w/o WLI 83.17 89.07 91.03 93.67 91.80 93.64
with WLI ~ 83.93 90.95 92.37 92.07 93.63 94.85
Japanese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 87.92 69.47 63.80 50.70 67.23 80.87
with TLI 88.22 69.92 63.89 51.03 66.24 81.37
w/o WLI 83.60 87.10 88.13 87.93 88.37 94.86
with WLI ~ 85.87 89.50 89.17 89.90 90.57 94.46
TCONER English Chinese Japanese

w/o TLI 20.22 17.28 13.19

with TLI 19.85 17.82 13.39

w/o WLI 36.50 44.07 38.97

with WLI ~ 35.53 43.33 43.30

Table 2: The results of text-level information (TLI) and word-level information (WLI) comparison experiments.

with the inclusion of additional information consis-
tently outperform those trained without it. 76 % of
the experimental results demonstrated that the
inclusion of one level of information would have
a facilitating effect on another level of informa-
tion. These findings strongly support the MRE hy-
pothesis, demonstrating that mutual reinforcement
exists between word-level and text-level classifica-
tion tasks. A well-balanced combination of both
classification levels enhances the LLMs ability to
understand and perform across tasks. Specifically,
comprehension of one task level (e.g., text-level)
facilitates and strengthens the understanding of the
other (e.g., word-level).

This insight not only advances our understanding
of how LLMs tackle natural language tasks but also
reflects a broader principle underlying human cog-
nition: the mutual reinforcement between different
levels of text comprehension mirrors how humans
naturally process and understand language.

As illustrated by the results of the open-domain
text classification and NER tasks at the bottom of
Table 2, approximately half of the outcomes do
not surpass those achieved by the model trained
without Level Information. We attribute this to
the nature of certain open-domain datasets, which
contain multiple labels; in such cases, not all WLI
contributes positively to TLI. The presence of these

uncorrelated WLIs and TLIs leads to a decline in
overall performance. However, in the Chinese and
Japanese TCONER datasets, we observe improved
results after incorporating Level Information. This
improvement suggests that the MRE is more effec-
tive in languages based on Chinese characters, in
contrast to those that use alphabetic writing sys-
tems, such as English.

8 Conclusion and Future Work

In this work, we propose an auxiliary frame-
work for automated dataset translation, eliminat-
ing dataset scarcity as a barrier to low-resource
language research. Additionally, we construct the
TCONER dataset, addressing the absence of open-
domain IE tasks in the MRE Mix datasets. By
training OIELLM on the newly developed MMM
dataset, we further validate the effectiveness of
our approach. Finally, through ablation experi-
ments, we empirically verify the MRE hypothesis.
Moreover, we apply the MMM dataset to KV tasks,
achieving promising results.

9 Limitations

Due to resource constraints, we were unable to
employ the higher-performing GPT-40 OpenAl
(2023) model as the base for our dataset transla-
tion framework. Consequently, this model was



also not utilized during the testing phase on the
dataset. In future work, we aim to leverage a more
advanced model, such as the GPT-40, to evaluate
the MMM dataset, provided that the necessary re-
sources become available. It is important to note
that the dataset translation framework proposed in
this study is not designed to fully replace human
translators. Instead, it leverages LLMs to reduce
the time and effort required for translating and pro-
cessing simpler examples, allowing human exper-
tise to be allocated to more complex and nuanced
cases. Ultimately, human verification remains es-
sential to ensure the accuracy and quality of all
translated results. Therefore, we do not explicitly
evaluate the quality of the translated datasets, as all
translations ultimately require human verification
and refinement.
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Figure 6: The figure shows the inputs and outputs of the traditional ablation experiment for the MRE task and the

new empirical MRE experiment proposed in this work.

A Empirical Experiment of Mutual
Reinforcement Effect

The three format of fine-tuned language models
used for ablation experiments are shown in Figure
6. The sentence on the left represents the input,
with the plus sign indicating the addition of Word-
level Information (WLI. i.e. Word-level Task) or
Text-level Information (TLI. i.e. Text-level Task),
which are appended to the sentence to form the full
input. The arrows represent the output produced
by language model. The distinctions between the
models are clearly illustrated.

First, the top model in Figure 6 shows the input-
output format for the traditional IE task, where
language models are fine-tuned on a basic input
sentence. The model then outputs either classified
labels or extracted label-entity pairs. This approach
treats the two tasks—word-level label extraction
and text-level classification—independently, with
no shared information between them.

In contrast, the middle section of Figure 6 illus-
trates the input-output format for the original MRE
task. While the input remains a single sentence,
the model is expected to output both word-level
label-entity pairs and text-level classification labels
simultaneously. Thus, during MRE fine-tuning, the
model learns to capture both levels of information,
integrating the two tasks.

Finally, the bottom section of Figure 6 presents
the input-output format of our proposed ablation
experiment designed to validate MRE. Unlike the
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previous two formats, this approach aims to verify
the existence of shared knowledge between word-
level and text-level tasks. Specifically, we intro-
duce WLI and TLI to both levels of tasks to as-
sess whether enhancing one task also improves the
other. For example, by adding word-level label-
entity pairs to the input text and asking the model
to output the text-level classification label, we can
evaluate whether the additional word-level infor-
mation assists in text classification. Similarly, if
adding text-level information to the input improves
the extraction of word-level label-entity pairs, it
suggests the presence of an MRE between the two
tasks.

As showed in Figure 7, the LLM is fine-tuned
with all parameters using revised input and output
formats. The input sequence is directly concate-
nated with either WLI or TLI, while the output con-
sists solely of TLI or WLI. No additional instruc-
tion templates or prompt words were incorporated
in this process. We deliberately concatenated the
text with WLI or TLI without extra modifications
to minimize the potential influence of extraneous
words or sentences on the model’s output, which
could affect the accuracy of our comparative exper-
iments. By using only this basic spliced input and
raw output, we aim to investigate whether tasks at
one level facilitate tasks at another, while control-
ling for other confounding factors.

To test this hypothesis, we conducted ablation ex-
periments on 21 sub-datasets of Multilingual MRE
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Figure 7: The figure illustrates the flow of an empirical
MRE experiment using the new approach.

Mix (MMM) datasets. The results were analyzed
to further deepen our understanding of MRE and
its implications.

B Word-level Information as
Knowledgeable Verbalizer

To enhance the application of the MRE approach
in real-world contexts, we have selected the few-
shot learning task for text classification as our ex-
perimental setup. In MRE, word-level informa-
tion plays a crucial role in text-level classification.
Hence, we utilize the high-frequency words from
word-level information as knowledgeable verbaliz-
ers (KV) Hu et al. (2022) to examine their impact
on the performance of the text classification task.
The entire process of prompt learning is illus-
trated in Figure 8. Initially, a target classification
text is provided, followed by the inclusion of a
prompt template to guide the model in predicting
the label at the designated mask position. Our sam-
ple dataset comprises five labels. We employ the
top 100 words from the word-level information as
the knowledgeable verbalizer, meaning that each of
the five categories has 100 high-frequency words
selected from the word-level information. When
calculating the actual probability of a label, the
model computes the probability of all these 500
words and then aggregates the total probability
based on the respective broad classification. Ul-
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timately, we obtain five probabilities that integrate
the individual verbalizers. The label with the high-
est probability is chosen as the final predicted label.

In conclusion, this outlines the detailed principle
behind the KV. In the original experimental setup,
label-related high-frequency words were sourced
directly from a relation word search website, where
commonly used vocabulary was analyzed to iden-
tify relevant terms. While these words may be
highly pertinent across a wide range of web texts,
not all of them are necessarily associated with the
labels of a specific dataset. As a result, some of
these words may not only fail to enhance label
prediction but could potentially introduce negative
effects. This highlights the suitability of the WLI
component from the MRE-mixed dataset as a re-
placement for the KV. Furthermore, if the perfor-
mance of the WLI-based KV surpasses that of the
original baseline KV, it would support the argument
that WLI contributes positively to label prediction
in text classification tasks. This, in turn, would
verify the presence of the MRE.

B.1 Experiment Setup of Ablation and KV
Experiment

For the empirical experiments on fine-tuning, we
selected the LLaMA3-8B* model® as the base
model to perform a series of fine-tuning and in-
ference tasks. We opted not to use the LLaMA3-
8B-Instruct version because it is more tailored for
question-answering tasks, with prompts structured
as instructions. Through a comparative analysis
of LLaMA3-8B and its instruct-tuned counterpart,
we observed that the base LLaMA3-8B model
achieved better performance on fundamental IE
tasks. Therefore, we decided to use LLaMA3-8B
as the foundation for our experiments.

For the WLI as KV application comparison ex-
periments, we employed the T5-base Raffel et al.
(2020) model as the base model. Specifically, for
the English portion of the MMM dataset, we used
the original Google T5-base®. For the Chinese sec-
tion, we selected the Mengzi-T5-base’, which is op-
timized for Chinese tasks. Lastly, for the Japanese
part of the MMM dataset, we utilized T5-base-
Japanese®.

For the fine-tuning experiment, the entire train-

*https://ai.meta.com/blog/meta-llama-3/
>https://huggingface.co/meta-llama/Meta-Llama-3-8B
®https://huggingface.co/google-t5/t5-base
"https://huggingface.co/Langboat/mengzi-t5-base
8https://huggingface.co/sonoisa/t5-base-japanese
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Figure 8: The figure demonstrates how word-level information is utilized as a Knowledgeable Verbalizer to
assist in text-level classification tasks. Additionally, it provides a detailed explanation of the functioning of the

Knowledgeable Verbalizer.

Datasets Text-level Word-level
SCNM Society, Literature, people, corporations, political
Academia, Technology, organizations, other organizations,
Nature places, facilities, products, and events
SCPOS:RW positive, negative positive, neutral, negative
SCPOS:N positive, negative positive, neutral, negative
SCPOS:Adj positive, negative positive, negative
SCPOS:N & Adj positive, negative positive, neutral, negative
TCREE sports, film, women, affiliation, occupation, starring, director,
IT, advertising age, product, goods, performances, wins,
broadcasts, public appearances, launches,
retirements
TCONER Entertainment, Politics date, location, organization

Medical, Health, education

Tech, Healthcare, News
finance, Biolog, etc.

Title, Person, City
Law, Number, Concept
TV Show, Object, etc.

Table 3: The table presents seven distinct types of MRE mixed datasets, each available in Chinese, English, and
Japanese, resulting in a total of 21 sub-datasets. Among them, the TCONER dataset corresponds to an open-domain
dataset, where only a subset of the labels is provided, rather than a comprehensive list of all possible labels.
(SCNM: Sentence Classification and Named Entity Recognition Mix Dataset. SCPOS: Sentiment Classification and
Part-of-Speech Dataset. RW: Relation Word. N: Noun. Adj: Adjective. N & Adj: Nouns and Adjective. TCREE:
Text Classification and Relation & Event Extraction Dataset. TCONER: Open-domain Text Classification and NER

mix dataset)

ing set was utilized to fully parameterize the fine-
tuned LLMs. Subsequently, 1,000 samples were
randomly selected from the test set three times, and
the results from these three trials were averaged to
produce the final performance score. The evalua-
tion metric employed was the F1 score.

The hyperparameters for training were config-
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ured as follows: the number of training epochs was
set to 3, and the learning rate was initialized at 1e-5.
The AdamW optimizer was used, with 100 warm-
up steps. Training was conducted on three RTX
A6000 Ada GPUs, each with 48 GB of memory.
To optimize GPU memory usage, BF16 precision
was applied during training, and FP16 precision



was employed for inference.

Second, for the experiments involving the
knowledgeable verbalizer, we utilized the Open-
PromptDing et al. (2021)° framework to efficiently
set up the experimental environment. All datasets
were divided into training and test sets. From
the training set, we randomly selected 20 samples
per category, based on the label types, to form
the prompt experiment’s training subset. Each ex-
periment was trained for 2 epochs, with all other
hyperparameters—such as the learning rate—kept
consistent across experiments. The only variation
lay in the construction method of the KV.

For the KVs based on the original approach, we
leveraged ChatGPT-40!° to generate the top 100
most relevant words for each label. In contrast, for
KVs constructed using the WLI-based method, we
developed a custom processing script. The script
segmented all words from the WLI section of each
dataset, identified high-frequency terms, and used
them to construct the WLI-based KVs.

B.2 Results of Word-level Information as
Knowledgeable Verbalizer

The next result involves the use of WLI as the rele-
vant word for constructing KVs. We compare the
performance of KVs constructed using the original
method with those built using WLI in a text clas-
sification task. Since KV construction requires a
fixed label structure, the open-domain TCONER
dataset, which has an unfixed label schema, was
excluded from this experiment.

As shown in Table 4, across 18 sub-datasets
in English, Chinese, and Japanese, the WLI-
based KVs achieved the highest performance in
16 datasets. Moreover, for most sentiment classifi-
cation datasets, KVs constructed with WLI signifi-
cantly outperformed those generated by the original
method in terms of F1 scores. These results not
only demonstrate the effectiveness of WLI in en-
hancing general text classification tasks but also
highlight its particular value in sentiment classifica-
tion. This is likely because sentiment classification
heavily relies on correctly identifying the sentiment
polarity of individual words within the text, which
aligns with WLI’s strengths.

*https://github.com/thunlp/OpenPrompt
Yhttps://chatgpt.com/
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C Construction of TCONER

In the original MRE mix datasets, relation and
event extraction tasks are open-domain, implying
that the labels are not predefined. However, the
label set is limited to only a dozen options. Given
this context, we constructed a new dataset, termed
TCONER, based on an open-domain Named Entity
Recognition (NER) dataset'! (Zhou et al., 2023).
The labels at the text level in the TCONER dataset
are also open-domain. To annotate this dataset,
we initially employed the GPT-3.5-Turbo model
to assign open-domain text-level labels. Subse-
quent manual verification and annotation were con-
ducted to ensure accuracy and consistency, result-
ing in the finalized TCONER dataset. Similarly,
we translated the constructed English TCONER
dataset using the dataset translation framework.
The TCONER dataset was translated into Japanese
and Chinese.

Table 5 presents the statistics of the final transla-
tion results. Due to the high costs associated with
the use of a premium API, we limited our study
to 10,000 samples from each of three sub-datasets
within SCPOS and the TCONER dataset, which
contains 180,000 entries. These 10,000 samples,
retained post-translation, proved to be an ample
test set. It was observed that there was a greater
data loss when translating into Chinese compared
to English. This discrepancy may be attributed to
the training data predominance of English in Ope-
nAI’s GPT-3.5-Turbo model, resulting in superior
performance in English-related tasks. For instance,
in the SCNM and TCREE datasets, the Japanese to
English translation accuracy exceeded 80%. Con-
versely, the translation results from English to Chi-
nese in the TCONER dataset were markedly better
than those from English to Japanese. This further
confirms that GPT-3.5-Turbo exhibits enhanced
effectiveness with major languages compared to
lesser-used ones.

D Statistical Results of Train and Test
Dataset in OIELLM

As shown in Tables 6 and 7, the statistics for the
complete training and test sets of the MMM dataset.
The MMM dataset was segmented into 21 sub-
datasets. Training set sizes were assigned based
on the sizes of these sub-datasets, categorized into

11https://huggingface.co/datasets/
Universal-NER/Pile-NER-type?row=0


https://huggingface.co/datasets/Universal-NER/Pile-NER-type?row=0
https://huggingface.co/datasets/Universal-NER/Pile-NER-type?row=0

English SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 62.95 80.42 80.40 78.87 81.95 86.52
WLI KV 63.24 83.99 87.40 87.37 88.70 85.82
Chinese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 67.38 78.37 91.90 84.48 84.45 93.04
WLI KV 71.96 87.97 82.92 88.38 87.23 93.95
Japanese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 73.26 30.20 67.23 73.71 73.71 73.11
WLI KV 7391 52.90 81.74 85.67 88.31 77.24

Table 4: The results of word-level information (WLI) as knowledgeable verbalizer experiments. Compare with
original KV construction method. Evaluation task is text classification task.

Dataset SCNM SCPOS: RW SCPOS: Dataset SCNM SCPOS: RW SCPOS:
RW Adj & N RW Adj & N
Japanese 5343 2000 187528 Japanese 4343 1000 186528
English 4449 1312 4801 English 3449 812 3801
Chinese 3177 1406 3937 Chinese 2177 906 2937
Dataset SCPOS: SCPOS: TCREE Dataset SCPOS: SCPOS: TCREE
Adj N Adj N
Japanese 187528 187528 2000 Japanese 186528 186528 1000
English 9132 5027 1910 English 8132 4027 1410
Chinese 7413 3920 1491 Chinese 6413 2920 991
Language English Japanese Chinese Language English Japanese Chinese
TCONER 45888 6791 9047 TCONER 43888 4791 7047
Table 5: Statistical results of the translated MMM Table 7: Statistical results of test sets.

dataset. (Due to resource constraints, we extracted only
10,000 samples as translation objects from each of the
three SCPOS sub-datasets and the TCONER dataset.)

Dataset SCNM SCPOS: RW SCPOS:
RW Adj &N
Japanese 1000 1000 1000
English 1000 500 1000
Chinese 1000 500 1000
Dataset SCPOS: SCPOS: TCREE
Adj N
Japanese 1000 1000 1000
English 1000 1000 500
Chinese 1000 1000 500
Language English Japanese Chinese
TCONER 2000 2000 2000

Table 6: Statistical results of train sets of OIELLM.

three groups: 500, 1000, and 2000 samples. Sam-
ples beyond these numbers were allocated to the
test sets.
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Algorithm 1 Parse Text Label and Entity Pairs

1

e

10:

L e D;NR

: procedure PARSE_OUTPUT(output, in-
struct_word, is_tcree)
Input: output (String), instruct_word
(String), is_tcree (Boolean)
Output: rext_label (String), entity_pairs
(Set of Tuples)

instruct_word < instruct_word
if instruct_word ¢ output then
return ("7, {})
end if
text_label, entity_pairs —  out-
put.split(instruct_word, 1)
text_label < text_label.strip()
if is_tcree then
entity_pairs —
lentity_pairs.strip()]
else
entity_pairs < [pair.strip() for
pair in entity_pairs.split(” : ) if pair]
end if
entity_pairs < [tuple(pair.split(”;”))
for pair in entity_pairs]
return (text_label, set(entity_pairs))
: end procedure
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Input Output

—

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

2018F MDY 1) 2 —<ECTENAY/N—L L TEEL 4%, 2020F1818H. BAEDL / 7 7 ILAFCADIMARREER S
fz. [EBEREHH

\

NEEE R F OftE0ELESE; 5 | S 1 —<ECHIEZ; BA:ZF Ofb 4B L / 7 7 ILOFC

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

MEORRENDTE > THFNVOTINTT, AZ2ERAICL THHATOL DTHEICHR Y T A, IBIEHHREE

G J

TR RSP TRZH RS T« THIERS T 4 T 0T 0RO T 1 T FHEICHRYEHA

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

FBARBLER>TND, FEHEILMAEONTHEVOTHELESVARETERWA, NyFUF>THyAWN, AYINYRT

CONY REBNEQRAIELE, BIREE (S EL A—IL KOy 5 RS ST EEROFEIREEL THY . BEHA < "
BHADIBICAND K B LKITAY L4, [BlED TSRS

TEB/ BB PITAABA RS T 1 T\ RS T 1 TihAy A WL AR HT 4 755 0k AT « 7 R O:FRssED:saz;E L :
HRZ; BRI S O\ AL R W E AR

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

BEARNICKIDAL YIFEME LR, ERA—FTFE, ALYt YT, ESITWHRTILNL, FUDFYUT 1m0 B1E
B, AMRYARYT 4 vITY, IRMEDTSH

TR/RED AR RO T « Tihh Upd i

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

TULLY Y R2, MEFEET. AN—U—pB(HETWEYT, S=/F—LPEETTR, =EBHE-TLRESHD
T, HFLTE-TLEY, BIEOHTEA

TR/ BIEDT BRI — AR AT 4 TR MR T« THE RS 7 1 THRAS 7 4 7@ B@FLB RS T 1 75
RARYT 1 7B

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

2012F IS EEREZ D HEEIOF T, MOVIE ENTER{REEZRA R X A DIEREBENT 5 [2012FBYIRE]| . SE RS0
YA N —"DBNT BERE [DAFORE] T, EEORFAAINHEL TOWET., FIEHH

BRIE RS /AR FRIAR), I, DA B OFT:

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

WA VR - IYIFT 4 - FT - FAJACOOTNNILRT VR - Y ITq - AT - 7 A AF19545F 2T =h. 13005
A 51650 FENRRDIFAREHEL TLET., RSAIZILT A U A PHFRAD S EXFHFAPFOZEEEH TIVET, RSAIC
(&, KFPHL v o OHET, BED. AFRE. EYEE. REME. bOSUERID A > /N—A5,000ALLES Y., IRSZL =2H0IL
FH Y ARRICEREFOMOES DAL £ \FET, /[EEEREHRHE )

HBE/EERTML MEE;RSA:BF;1954 4855 L 20V R - Y Y IT 4 - A7 - 7 AU HARGAKF AR L v o 4Bk EYE A
fg;@%ﬁﬁ AR SRR B SR B R R R B A BEE N U 2B BAT AL T A ) BB HFRLERE, L x> RS
#1;5,000

N

Figure 9: The input and output format example with OIELLM in Japanese MRE mix datasets.
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Input Output

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

Since 1989, Sanrio has been using \"Minna no Taabo\" as a character, and in the 1990s, they used Miho Kanno, Mariru Watanabe,
Hideyuki Yakou, who appeared in the Hokkaido-based TV drama \"Kita no Kuni Kara,\" and Yoshiji Masuda, who is from Hokkaido,
as CM characters./NER

Literature/NER/:Company;Sanrio:Product Name;Minna no Taabo:Person;Miho Kanno:Person;Mariru
Watanabe:Location;Hokkaido:Product Name;Kita no Kuni Kara:Person;Hideyuki Yakou:Location;Hokkaido:Person;Yoshiji Masuda

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

A variety of unique numbers are lined up, and it's never boring to listen to. The diversity is wonderful. | think it will remain for future
generations./Sentiment related word

positive/Sentiment related word/:neutral;unique:positive;boring:positive;wonderful

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

Sample dataset in English:\n\ntext: The wolf, who is usually a bad guy, .... The end is cute and heartwarming, and it's a wonderful
story. The Japanese version is also wonderful./Sentiment Adj and N

positive/Sentiment Adj and N/:neutral;story:neutral;wolf:positive;wonderful:negative;bad:negative;bad guy

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

| felt that all the songs had a slow tempo and the melody was hard to grasp. It seems that there were also some songs used as
theme songs, but they were not so great and | did not think they were good. | wish there were more understandable melodies.
Perhaps, musical preferences vary by individual? | feel like | wasted a little bit of money purchasing it./Sentiment Adj and N

negative/Sentiment Adj and N/:negative;not so great:positive;good:positive;understandable

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

It contains my favorite songs, and | bought it because it was cheap. It took so long for it to arrive that | thought it would never come,
but there is no problem at all with the content. However, it's a minus one because it took so long./Sentiment N

positive/Sentiment N/:neutral;favorite:positive;cheap:negative;problem

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

The top-selling digital camera from October 11th to 16th was Canon's \"IXY 600F\". /relation extraction

IT/relation extraction/:Canon;Product;IXY 600F:

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

Drama-documentary exploring the betrayals between the Vikings, Anglo-Saxons and Normans. BBC Two/NER

Entertainment/NER/:organization;BBC Two:group;Vikings:group;Anglo-Saxons:group;Normans

Figure 10: The input and output format example with OIELLM in English MRE mix datasets.

18



Input Output

_

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

’J’L%ZEIE—B?I‘ET_I, NHESAEEFRSXML Schema RNEAIFTAMENIESRELAX, /SEfAEEIRE]

BN ZIRA: AR ATHEE P mE; XML Schema 3% ;RELAX

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

TR

it

R Z/RETRIS T RIEBEAR, AMRREFR IR R W/RERE, NRMEERA, IPAXEEHAIENZE
B, XEFERANMES IR, Bk, /BIEDHTREEHE

R/ BB DT RER IR ER R

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

’Eﬁ'ﬂ:ﬁiiﬁmg, {BREERMNEEESTNE, BEIRAL. BEofaiEEn

Rl o p A B N = R0 e il Bt SV V= pla SV PN 0 B ST

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

%ﬁ'ﬁ%mmﬁﬂ’ﬂ, {ERNERAERIARG, PHRNEREINE, FRARTLAREFIAS$, RIHEREINEE, RiF. BEINHEEE
18

TR/ BE DT SRR AR i

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

MFARFWB AR LR, XEEMEEILATEE, K AS=RHtRE, TeESVEBRER. RIS HE1E

TRRE D R R R R L TR ==

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

N

11B#R%, BRENEHT Going! Sports &News" HEH, ERSINKIKKTFFRinEi RILHAISES], 100KEEKFI2005KEEX
B PREBENI LSRN T T IVFERE, /SEHHE

) EHREY AL S ERAN i B AR A 18:

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

T, MARBIES TR TS, BRSBTS LG, B, XS RRRT
Z3HREM. XENGSHEZ BNEERT R E R S ARSI RER FES, (UXEATIREEMSEMAIINL. SFRK—
FRETIE], XERRASNEIDE TR, TERE. BT RRRUH T RS LIEBE, SEmERz

ERR/ SRR RIRA B I E RS M A AR R B AR 7 8 S B A AL B B AL IR R A S B AL Sl

Figure 11: The input and output format example with OIELLM in Chinese MRE mix datasets.
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