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Abstract001

The Mutual Reinforcement Effect (MRE) repre-002
sents a promising avenue in information extrac-003
tion and multitasking research. Nevertheless,004
its applicability has been constrained due to the005
exclusive availability of MRE mix datasets in006
Japanese, thereby limiting comprehensive ex-007
ploration by the global research community. To008
address this limitation, we introduce a Multi-009
lingual MRE mix dataset (MMM) that encom-010
passes 21 sub-datasets in English, Japanese,011
and Chinese. In this paper, we also propose012
a method for dataset translation assisted by013
Large Language Models (LLMs), which sig-014
nificantly reduces the manual annotation time015
required for dataset construction by leverag-016
ing LLMs to translate the original Japanese017
datasets. Additionally, we have enriched the018
dataset by incorporating open-domain Named019
Entity Recognition (NER) and sentence classi-020
fication tasks. Utilizing this expanded dataset,021
we developed a unified input-output framework022
to train an Open-domain Information Extrac-023
tion Large Language Model (OIELLM). The024
OIELLM model demonstrates the capability025
to effectively process novel MMM datasets,026
exhibiting significant improvements in perfor-027
mance. Furthermore, we conducted a new ab-028
lation study to evaluate the MRE across 21029
MMM sub-datasets. The results demonstrated030
that 76% of the datasets exhibited MRE, rein-031
forcing its robustness. Additionally, we applied032
the MRE datasets to a knowledgeable verbal-033
izer (KV), and the results confirmed that KV034
constructed by MRE Mix datasets achieved su-035
perior KV performance. This further validates036
the effectiveness of MRE in enhancing IE sub-037
tasks.038

1 Introduction039

Information extraction (IE) Sarawagi et al. (2008)040

is a significant area of research within natural lan-041

guage processing (NLP). This field has evolved to042

encompass a variety of subtasks, including sen-043

tence classification (Zhang and Wallace, 2015),044
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Giant pandas are mammals, endemic to China.
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Figure 1: The Mutual Reinforcement Effect between the
labels of Word-level labels and text-level label within
a same text. A word-level IE task is a Point, and a
text-level IE task is a Line. There is Mutual Rein-
forcement Effect between the point and the line.

text classification (Lai et al., 2015), Named En- 045

tity Recognition (NER) (Qu et al., 2023; Nadeau 046

and Sekine, 2007; Lample et al., 2016), sentiment 047

analysis (Tan et al., 2023; Medhat et al., 2014; 048

Rodríguez-Ibánez et al., 2023), relationship extrac- 049

tion (Wadhwa et al., 2023; Mintz et al., 2009; Et- 050

zioni et al., 2008), and event extraction (Gao et al., 051

2023; Xiang and Wang, 2019). Traditionally, these 052

IE subtasks have been segregated into distinct cate- 053

gories for processing. In conventional multi-task IE 054

(Sun et al., 2023; Zhao et al., 2020), datasets from 055

various tasks are typically merged and subsequently 056

fine-tuned using a unified model. This process cul- 057

minates in the extraction of information from mul- 058

tiple subtasks, each directed by task-specific output 059

heads. While this method effectively leverages the 060

internal knowledge of the model across different IE 061

tasks, it does not address the potential interconnec- 062

tions among the tasks themselves. This omission 063

highlights a gap in understanding how these tasks 064

might benefit from exploring their mutual relation- 065
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ships.066

The Mutual Reinforcement Effect (MRE) Gan067

et al. (2023b) introduces a novel approach in mul-068

titasking IE, emphasizing task interconnections to069

enhance performance. MRE categorizes IE sub-070

tasks into text-level tasks (e.g., sentence classifica-071

tion, text sentiment analysis) and word-level tasks072

(e.g., NER). Unlike conventional IE multitasking,073

which extracts data from various texts, MRE si-074

multaneously performs text-level classification and075

word-level label-entities pairing within the same076

text.077

MRE categorizes IE tasks into word-level and078

text-level tasks, analogous to points and lines. Un-079

derstanding either part helps reinforce the compre-080

hension of the other. Traditionally, IE subtasks081

have been studied separately, focusing either on082

points or lines. MRE, however, is the first approach083

to integrate these two levels, exploring their inter-084

dependencies. This not only enhances the perfor-085

mance of IE subtasks but also has implications for086

future LLM training. When training data is limited,087

MRE enables dual-level training of LLMs using a088

single dataset, maximizing its utility and improving089

model performance.090

Figure 1 illustrates MRE in action. The left091

side depicts sentence classification labels, while092

the right side shows words with their correspond-093

ing labels, representing text-level and word-level094

tasks, respectively. For example, the sentence ’Gi-095

ant pandas are mammals, endemic to China.’. is096

labeled ’nature’ and contains entity pairs ’Animal097

Name: pandas’ and ’Nation: China.’ This high-098

lights how text-level classification and word-level099

entity recognition reinforce each other, improving100

accuracy.101

Similarly, in sentiment analysis, a text with many102

positive words likely conveys a positive sentiment.103

Conversely, a negative-text classification indicates104

the presence of negative words. This interaction105

mirrors human text comprehension, where meaning106

is derived from individual words and synthesized107

into an overall context (Gan et al., 2023c).108

Figure 2 shows the composition of the Multilin-109

gual Mutual Reinforcement Effect Mix (MMM)110

Datasets, which include seven subdatasets per lan-111

guage across three languages. Notably, SCPOS,112

focused on sentiment classification and part-of-113

speech tagging, is larger than others and thus114

not depicted proportionally. SCNM involves sen-115

tence classification and NER, while TCREE covers116

text classification, relation, and event extraction.117

Multilingual
Mutual Reinforcement Effect

Mix Datasets
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Name Entity Recognition Mix Dataset 

Sentiment Classification &
Part-of-Speech Mix Dataset

Text Classification &
Relation/Event Extraction Mix Dataset
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Named Entity Recognition Mix Dataset

Related 
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Adjective 
& Noun

Adjective Noun

English
Chinese

Japanese

Figure 2: Multilingual Mutual Reinforcement Effect
Mix Datasets Names of all sub-datasets.

TCONER leverages an open-domain dataset for 118

text classification and NER. 119

We translated six MRE mix datasets and ex- 120

panded the TCONER dataset. To improve LLM 121

performance on IE tasks, we refined the training 122

process by introducing a streamlined input-output 123

scheme, standardizing task handling, and training 124

the LLM with the MMM dataset. The resulting 125

optimized model, OIELLM, outperformed previ- 126

ous models on multiple datasets, demonstrating the 127

effectiveness of using expanded MRE mix datasets. 128

Furthermore, we conducted comprehensive abla- 129

tion experiments on 21 MMM datasets using an 130

LLM. Notably, 76% of the ablation results demon- 131

strated a positive reinforcement effect, providing 132

strong empirical support for the MRE hypothe- 133

sis. Additionally, we leveraged word-level infor- 134

mation as a Knowledgeable Verbalizer (KV)Hu 135

et al. (2022) to enhance text-level classification 136

tasks. The final experimental results further con- 137

firmed the effectiveness of word-level information 138

in improving text-level classification, serving as 139

additional validation for MRE. 140

Key contributions include: 141

1. We introduce a framework that minimizes 142

manual annotation by extending the Japanese 143

MRE Mix dataset to English and Chinese and 144

incorporating open-domain text classification 145

and NER tasks. This expansion addresses the 146

lack of open-domain IE subtasks in the origi- 147

nal dataset, enhancing its comprehensiveness 148

and applicability. 149

2. We propose an enhanced Format Converter to 150

train an Open-Domain IE LLM (OIELLM), 151

yielding robust general-purpose IE perfor- 152

mance and outperforming conventional meth- 153

ods in MRE mix tasks. 154

3. A novel ablation experiment method was 155

employed to evaluate the presence of the 156
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MRE across the newly constructed 21 MMM157

datasets. The empirical results confirm the158

existence of MRE. Furthermore, by integrat-159

ing the MRE Mix datasets into the Knowl-160

edgeable Verbalizer framework, we indirectly161

demonstrate that word-level information in162

MRE significantly enhances performance in163

text-level classification tasks.164

2 Related Work165

Datasets. To begin, the MRE mix dataset pri-166

marily originates from the SCNM Gan et al.167

(2023b) dataset in Japanese, followed by the SC-168

POS (Gan et al., 2023d) and TCREE Gan et al.169

(2023a) datasets. However, the exclusive use of170

the Japanese language across these datasets poses171

significant challenges for researchers attempting to172

further explore the MRE. Moreover, there has been173

a growing interest in employing LLMs for dataset174

construction (Tan et al., 2024; Wadhwa et al., 2023;175

Li et al., 2023; Laskar et al., 2023). Pioneering176

studies Huang et al. (2023) have demonstrated the177

efficacy of LLMs in data annotation, where LLM-178

annotated datasets have outperformed manually an-179

notated counterparts. For instance, LLMs have180

been utilized to generate datasets for mathematical181

problems Lin et al. (2024) and to develop dataset182

labeling frameworks, such as FreeAL (Xiao et al.,183

2023a), where the data is initially labeled by LLMs184

and subsequently refined by smaller models be-185

fore undergoing a final, more accurate labeling by186

LLMs again.187

These methodologies leverage instructional188

learning and in-context learning to guide LLMs to189

respond to specific queries and extract annotated la-190

bels from these responses, extract annotated labels,191

thereby creating a fully labeled dataset. Distinct192

from previous efforts, the MMM dataset represents193

the inaugural initiative to translate datasets from194

lesser-used languages into more widely spoken lan-195

guages, such as English and Chinese. Furthermore,196

the newly developed TCONER dataset addresses197

a critical gap by providing the first open-domain198

Named Entity Recognition (NER) dataset within199

the existing framework of the MRE mix dataset.200

LLM in Information Extraction. Since the in-201

troduction of Pretrained Language Models (PLMs),202

sequential-to-sequential (seq2seq) based IE mod-203

els have gained prominence. These developments204

range from the initial UIE Lu et al. (2022) to later205

models such as USM Lou et al. (2023) and Mirror206

(Zhu et al., 2023). All these models are genera- 207

tive in nature, enabling them to handle multiple 208

word-level IE tasks—such as NER, Relation Ex- 209

traction, and Event Extraction simultaneously. The 210

primary advantage of these generative IE models 211

is their generalizability; they eliminate the need for 212

task-specific fine-tuning across different tasks. In- 213

stead, a single model can address all IE subtasks by 214

standardizing the format of inputs and outputs for 215

various tasks. The model is trained across different 216

IE subtasks using these unified formats, aiming to 217

equip a single model with the capability to manage 218

multiple tasks effectively. 219

With the advent of LLMs, new approaches to 220

IE have emerged, which can be broadly divided 221

into two categories. The first involves direct in- 222

teraction with LLMs using prompts in a zero-shot 223

or few-shot manner, where the model outputs the 224

desired entities either through multi-round dialog- 225

style prompts or through single-command-based 226

prompts that extract entities in one go (Wang et al., 227

2023; Wei et al., 2023). The second approach in- 228

volves fine-tuning LLMs using specialized datasets 229

(Zhou et al., 2023; Xiao et al., 2023b). 230

Our research distinguishes itself by focusing 231

more intensively on the MRE. We go beyond 232

merely aggregating existing IE sub-datasets for 233

model training. Instead, we develop specialized 234

MRE-enhanced datasets, through which we not 235

only demonstrate but also apply the efficacy of 236

MRE in enhancing information extraction capabili- 237

ties. 238

3 Multilingual Mutual Reinforcement 239

Effect Mix Datasets 240

In this chapter we will explain how to translate 241

MRE mix datasets in small languages into other lan- 242

guages. And how to construct TCONER datasets. 243

And how you can minimize the use of manual labor 244

with guaranteed quality. 245

Nature NER :Animal Name;pandas:Nation;China

Giant pandas are mammals, endemic to China. NER

Output

Input

Figure 3: The format of MMM datasets.

3.1 Dataset Translation Framework 246

First, it is essential to understand the format of 247

the Multilingual Mutual Reinforcement Effect Mix 248

(MMM) dataset. As depicted in Figure 3, the 249
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DatasetsDatasetsDatasets

Untranslated Text-level & 
Word-level Label Part

Translated Text-level & 
Word-level Label Part

⚙
Rule-base
matching

⚙
Rule-base

Filter

🤓
Manual

Calibration

Input
Text and Entities Part

In-context Learning
Input: text: 13日、約7年半ぶりにJリーグ復帰を果たし
た横浜F・マリノス所属・中村俊輔。event extraction 
抽出序列： :中村俊輔;reinstatement;Jリーグ;13日:/n 
translated output: text: On the 13th, junsuke 
nakamura of yokohama F · marinos returned to the j. 
league after about seven and a half years. event 
extraction extracted sequence: :shunsuke nakamura; 
reinstatement;J league;The 13th: /n Input: text: {} 

Instruction
Translate the following Japanese data set into 
English. There are two requirements. The first 
requirement is that the output extraction sequence 
must be formatted in accordance with the input and 
the example. The second is to ensure that the words 
in the extracted sequence after translation can be 
found in the same field in the text. Here is an 
example.

GPT-3.5

Translated Dataset Samples

Figure 4: The overview of dataset translation framework.

MMM dataset comprises inputs and outputs. The250

input section, highlighted in blue, includes both251

text and a task instruction word, such as "NER."252

In the output section, shown in green, the ini-253

tial output is a text-level classification label, fol-254

lowed by the task instruction word "NER". The255

labeling follows the start and end symbols (i.e.,256

":", ";") used in the original MRE mixed dataset.257

This format allows for consistent generation of258

label-entity pairs regardless of quantity (e.g., ":la-259

bel1;entities1:label2;entities2..."). Thus, the task260

instruction word guides the model in producing261

various word-level extracted information alongside262

the text-level classification label.263

Figure 4 presents a flowchart of the entire dataset264

translation framework. The process begins on the265

leftmost side, where six sub-datasets are initially266

processed using a rule-based matching method, ac-267

cording to their classifications. The labels at both268

text and word levels are systematically translated269

into English and Chinese. Given the consistent la-270

beling across datasets, this translation can proceed271

directly based on predefined rules. For instance, the272

Japanese label "ポジティブ" is directly translated273

as "positive." Employing a rule-based approach for274

label translation is not only quick and precise but275

also simplifies the subsequent translation of text276

and entities. Furthermore, these translated labels277

are input into a LLM along with the untranslated278

text and entities, serving an auxiliary role in the279

translation process.280

The process involves two main inputs to the281

LLM, GPT-3.5-Turbo Ouyang et al. (2022): the282

part with translated labels and the part with untrans-283

lated text and entities. We employ both instruction-284

based and in-context learning (ICL) methodologies 285

for this translation task. As depicted in the central 286

portion of Figure 4, the selection of the instruction 287

template was refined through multiple iterations. 288

Initially, a simple instruction such as "Translate 289

the following Japanese dataset into English." failed 290

to produce satisfactory translations. Consequently, 291

we introduced several constraints to enhance the 292

output quality. These include stipulating that the 293

model’s output format must align with the example 294

provided below, with a critical requirement being 295

the accurate translation of entities, ensuring they 296

correspond directly to terms found in the original 297

Japanese text. Additional constraints were applied 298

specifically for Japanese-to-Chinese translations, 299

such as informing the model that labels have been 300

pre-translated and only text and entities require 301

translation. We also instructed the model to ensure 302

comprehensive translation into Chinese. Further- 303

more, a one-shot example of ICL was provided 304

to demonstrate the desired outcome, guiding the 305

model to generate translations strictly adhering to 306

the specified format. 307

Finally, we obtained the translated dataset. How- 308

ever, due to the inherent unpredictability of LLM 309

outputs, it is not always guaranteed that the outputs 310

will conform to the expected format, even when 311

the inputs are consistent. To address this, we im- 312

plemented a dual-component rule-based filtering 313

mechanism. The first component involves remov- 314

ing samples containing any residual Japanese char- 315

acters from the translated data. The second compo- 316

nent entails verifying whether the translated entities 317

exactly match words in the text. Samples that do 318

not meet this criterion are excluded. Additionally, 319
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/Relation Extraction

/Relation Extraction
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Task Insturct Word OutputText-level
Labels Task Instruction word

Word-level
Label-entities Pairs

Figure 5: The input and output of Open-domain Information Extraction Large Language Model (OIELLM).

this step assesses whether the pairings of labels and320

entities adhere to the formatting standards of the321

MMM dataset.322

Despite the substantial reduction in dataset size323

resulting from the first two steps—translation and324

filtering—the remaining data exhibit exception-325

ally high translation quality. The final dataset un-326

dergoes a manual review and correction process,327

which ensures maximum accuracy while minimiz-328

ing the reliance on manual labor. We enlisted ten329

graduate students proficient in two of the three330

languages—Chinese, English, and Japanese—to331

conduct the final round of data validation. To en-332

sure the accurate recognition of rare or specialized333

terms, we instructed them to consult authoritative334

dictionaries such as the Oxford Dictionary for veri-335

fication and refinement. This approach outlines our336

tailored dataset translation framework, designed337

to accommodate the specific characteristics of the338

MMM dataset. With minimal modifications, this339

framework can be adapted for translating datasets340

for other tasks, effectively addressing the scarcity341

of datasets in lesser-used languages. And construc-342

tion results details of MMM dataset can find in343

Appendix C.344

4 Open-domain Information Extraction345

Large Language Model346

In this chapter, we outline methodologies to en-347

hance the performance of existing models and tech-348

niques for processing MRE mix datasets, aiming349

to surpass previous benchmarks. Before delving350

into the specifics of the Open-domain Information351

Extraction Large Language Model (OIELLM), it352

is imperative to justify the necessity for a distinct353

model tailored to MMM datasets.354

Firstly, MRE mix datasets differ significantly355

from traditional IE tasks as they require simulta-356

neous output of text-level labels and word-level357

label-entity pairs. Consequently, standard sequence358

labeling models are inadequate for handling these359

demands directly. Furthermore, existing generative360

IE models and methodologies have solely focused 361

on producing word-level label-entities, neglecting 362

text-level labels altogether. 363

The primary objective of MRE mix datasets is 364

to investigate the interplay between text-level and 365

word-level annotations. By leveraging this syner- 366

gistic relationship, we aim to concurrently enhance 367

the performance of both tasks. This model im- 368

proves textual understanding by learning both tasks 369

in tandem. Additionally, the MRE framework can 370

contribute to model interpretability, drawing inspi- 371

ration from cognitive processes that mimic human 372

reasoning. 373

This study introduces a specialized model for 374

the MMM dataset and examines whether MRE im- 375

proves various IE subtasks in LLMs. Instead of 376

using QA-style dialogues, we follow earlier genera- 377

tive IE work that relies on a generic framework. 378

Thus, we adopt a tailored input-output scheme 379

for the MMM dataset, departing from traditional 380

dialogue-based methods. 381

Figure 5 illustrates the input and output formats 382

of our enhanced OIELLM. The fundamental unit 383

of analysis in both input and output is words, re- 384

flecting our understanding of the tokenization prin- 385

ciple utilized by LLMs, which typically focuses on 386

words or phrases. By omitting the dialog prompt, 387

we do not compromise the LLM’s comprehension 388

of the task. This adjustment not only reduces the 389

input-output length but also simplifies the LLM’s 390

processing, thereby enhancing operational speed. 391

Each text processed is prefixed with task-specific 392

instruction words, which define the task type and 393

guide the model’s subsequent output generation. 394

In our format, all task instruction words in the in- 395

put are introduced by a special symbol "/", which 396

serves to delineate the task words from the main 397

text. This separation is crucial for distinguishing be- 398

tween text-level labels and word-level label-entity 399

pairs in the output. 400

The combined text and task instruction words 401

are then fed into the OIELLM, with the output com- 402

prising both text-level labels and word-level label- 403
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Japanese SCNM SCPOS: RW SCPOS: Adj & N
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 42.07 7.54 1.97 57.20 0 0 28.97 5.97 0
GPT-4o-mini 0.27 20.61 0 1.33 3.01 0
USA-7B - - - 53.27 40.80 7.67 91.33 81.68 9.63
GIELLM-13B-jp 85.47 84.46 54.2 86.01 66.61 17.39 93.23 47.35 0.20
OIELLM-8B 84.73 88.53 61.93 86.50 54.76 12.40 89.13 14.88 0.40
OIELLM-8B* 87.30 89.28 64.00 88.20 53.79 12.30 89.63 15.84 0.73
OIELLM-13B 89.00 86.33 57.70 94.60 52.36 11.90 95.20 11.94 0.20

Japanese SCPOS: Adj SCPOS: N TCREE
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 65.50 0.31 0.87 39.60 6.79 0 57.20 0 0
GPT-4o-mini 0.03 0.18 0 0 2.94 0 0 0 0
USA-7B 91.43 45.51 51.77 92.03 81.30 9.73 - - -
GIELLM-13B-jp 93.67 45.06 55.67 92.83 46.42 0.33 97.47 79.01 77.89
OIELLM-8B 87.13 74.96 53.07 87.77 22.92 0.50 95.07 74.92 83.69
OIELLM-8B* 89.93 75.33 54.93 90.63 23.69 0.63 96.98 74.42 84.19
OIELLM-13B 94.00 60.69 42.50 94.70 18.07 0.60 97.08 73.82 84.19

English SCNM SCPOS: RW SCPOS: Adj & N
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 53.50 0.04 0 14.78 2.11 0.12 68.63 13.62 0.33
GPT-4o-mini 0 0.03 0 0 0.04 0 0 0 0
OIELLM-8B 82.30 81.36 52.53 72.17 49.60 11.82 76.57 18.00 1.67
OIELLM-8B* 85.43 82.38 55.43 74.75 49.93 12.81 79.77 19.28 2.27
OIELLM-13B 84.80 80.68 50.60 95.07 46.64 12.19 94.30 18.59 3.20

English SCPOS: Adj SCPOS: N TCREE
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 6.97 0.26 0.03 0.53 0.08 0 12.87 0 0
GPT-4o-mini 0 0 0 0 0 0 0 0 0
OIELLM-8B 75.47 51.85 32.33 76.10 28.67 1.27 80.87 21.77 33.67
OIELLM-8B* 76.60 51.95 33.17 78.67 27.45 0.73 80.23 25.90 22.37
OIELLM-13B 94.40 50.56 38.40 95.30 28.36 0.60 89.90 23.50 22.60

Chinese SCNM SCPOS: RW SCPOS: Adj & N
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 41.63 9.57 2.30 50.77 2.08 0.78 59.33 7.18 0.40
GPT-4o-mini 5.20 18.52 0.50 12.14 7.49 0.11 0.53 1.36 0
OIELLM-8B 84.90 71.90 46.40 89.29 45.75 9.93 92.33 8.75 0.33
OIELLM-8B* 86.33 69.97 46.77 92.27 46.20 10.60 94.50 8.46 0.40
OIELLM-13B 87.70 68.12 41.60 95.03 43.32 8.72 94.90 8.42 0.50

Chinese SCPOS: Adj SCPOS: N TCREE
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 56.27 0.19 0.07 53.07 3.11 0.53 59.33 7.18 0.40
GPT-4o-mini 27.37 1.43 0.20 5.33 1.36 0 0 0 0
OIELLM-8B 93.73 60.96 53.00 92.63 28.32 0.63 91.73 58.12 56.41
OIELLM-8B* 95.80 64.51 57.63 94.97 28.91 1.30 95.06 59.54 58.83
OIELLM-13B 96.00 60.68 54.90 95.20 27.77 1.00 95.26 56.91 56.00

TCONER English Japanese Chinese
Model TL WL ALL TL WL ALL TL WL ALL

GPT-3.5-Turbo 23.87 4.78 0 23.87 2.24 0.17 29.47 2.97 0.57
GPT-4o-mini 2.93 4.06 0 0 3.68 0 0.03 6.12 0
OIELLM-8B 24.80 21.12 0.20 27.70 13.83 0.20 33.73 18.87 0
OIELLM-8B* 37.13 23.05 0.30 41.40 14.24 0.17 48.27 18.06 0.17
OIELLM-13B 40.30 19.23 0.30 43.40 13.02 0 47.70 15.72 0.30

Table 1: The F1 score of MMM datasets. TL F1 score：Text-Level Classification task(e.g. Sentence/Text Classification). WL
F1 score: Word-level Label-Entities pairs task(e.g. NER, RE, EE etc.). ALL F1 score: TL and WL are correct simultaneously in
one sentence. Note:

entity pairs. Our labeling convention adheres to the404

format used in the previous MRE mix datasets, uti-405

lizing ":" and ";" to ensure consistency and clarity.406

In summary, by standardizing the input and out-407

put structures and clearly defining task instruction408

words, our modified OIELLM effectively processes409

all sub-datasets within the MMM framework.410

5 Experiment 411

In this chapter, we provide a comprehensive 412

overview of our experimental setup, including 413

dataset construction, training procedures, and eval- 414

uation metrics. 415
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5.1 Details of OIELLM Training416

We began by selecting baselines: USA-7B (IL +417

ICL)1 and GIELLM-13B-jp2, previously utilized418

for processing the MRE mixed datasets, served as419

comparative models. For the foundational archi-420

tecture of OIELLM, we chose the latest Instruct421

and Base version of LLaMA3-8B3. Since LLaMA3422

does not offer a 13B version, we incorporated the423

LLaMA2-13B Touvron et al. (2023) model as well.424

We attempted to evaluate the MMM dataset us-425

ing the GPT-3.5-Turbo model and GPT-4o-mini426

(1-shot with In-context and Instruction Learning);427

however, this model failed to produce the expected428

information and was unable to maintain a consis-429

tent format, despite being provided with an ad-430

equate number of few-shot examples for train-431

ing. The resulting F1-score was near zero. Con-432

sequently, we decided not to select the GPT-3.5-433

Turbo model for further testing in our study.434

OIELLM was fine-tuned using full parameters435

based on these three models. Training was con-436

ducted at BF16 precision, while inference was per-437

formed at FP16. The training spanned 3 epochs438

with a learning rate of 1e-5, utilizing computational439

resources including three A800 80GB and three440

RTX 6000 Ada 48GB GPUs, with training dura-441

tions ranging from 12 to 20 hours. For the training442

and test sets, Comprehensive statistics on the train-443

ing and test sets are available in Appendix Table 6,444

7.445

5.2 Evaluation446

We employed the F1 score as our primary metric447

for evaluation. Initially, the model’s output was448

bifurcated into two segments based on the task-449

specific instruct word: the Text-level Label and the450

Label-entities pairs. Subsequently, Label-entities451

pairs were delimited using start-end symbols (i.e.,452

":", ";"). Each Label-entity pair was treated as an453

individual element within the set. The F1 score was454

segmented into three categories: Text-level (TL),455

Word-level (WL), and ALL. These represent the456

F1 scores at respective levels and the aggregate F1457

score when both levels are accurately predicted in458

an output. For detailed methodologies, including459

codes and formulas, please refer to Appendix E.460

1https://huggingface.co/ganchengguang/
USA-7B-instruction-incontext-learning

2https:
//huggingface.co/ganchengguang/GIELLM-13B-jpllm

3https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

6 Results 461

Table 1 presents the experimental results of three 462

OIELLM models trained on 21 MMM sub-datasets. 463

Notably, the model designated with an asterisk, 464

OIELLM-8B, was trained using the LLaMA3-8B- 465

Instruct framework, whereas the remaining mod- 466

els were based on the LLaMA3-8B-Base frame- 467

work. These results demonstrate the enhanced 468

performance of OIELLM in handling Japanese 469

data after incorporating multilingual capabilities. 470

Impressively, OIELLM’s performance surpassed 471

that of GIELLM-13B-jp on half of the datasets, 472

despite GIELLM-13B-jp being a model specifi- 473

cally tailored for Japanese. This observation sup- 474

ports the hypothesis that integrating multilingual- 475

ism and multitasking can more effectively leverage 476

the knowledge embedded in the pre-training of mul- 477

tilingual LLMs. 478

However, OIELLM’s performance on the 479

TCONER task was suboptimal, which we attribute 480

to insufficient training data. Given that open- 481

domain tasks require extensive and diverse datasets 482

compared to domain-specific tasks, the limited data 483

may have hindered the model’s performance. This 484

area will be a focus of our future research, aiming 485

to understand and improve the data dependencies 486

of OIELLM in open-domain contexts. Due to the 487

high cost of accessing GPT-4o, we conducted ex- 488

periments on MMM datasets using GPT-3.5-Turbo 489

and GPT-4o-mini only. The low F1 scores of the 490

GPT series models can be attributed to two key fac- 491

tors. First, we impose strict constraints on the out- 492

put format—any deviation, even a single incorrect 493

symbol, is considered an error. Compared to pre- 494

vious evaluations based on accuracy, our exclusive 495

use of the F1 score in this experiment further con- 496

tributes to the lower results. Second, the GPT series 497

models have not undergone supervised fine-tuning 498

(SFT) specifically for MRE, making it particularly 499

challenging for them to perform both text-level and 500

word-level tasks simultaneously on the same in- 501

put. This limitation underscores the necessity of 502

training dedicated IE LLMs optimized for MRE, 503

highlighting their critical role in achieving superior 504

performance. 505

7 Ablation Experiment of MMM Datasets 506

The detailed of ablation experiments, including 507

their setup and configuration, in Appendix A and 508

B.1. From the results in Table 2, we observe that 509

for the first six fixed-label datasets, models trained 510
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English SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 80.97 48.79 33.29 56.04 28.79 16.43
with TLI 81.28 48.99 32.42 56.75 27.71 18.43
w/o WLI 82.40 72.41 77.27 73.73 77.07 82.23
with WLI 83.90 73.15 77.60 75.70 77.73 83.33
Chinese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 73.35 44.36 28.67 9.68 29.06 55.10
with TLI 72.81 43.30 29.17 9.73 29.34 56.31
w/o WLI 83.17 89.07 91.03 93.67 91.80 93.64
with WLI 83.93 90.95 92.37 92.07 93.63 94.85
Japanese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
w/o TLI 87.92 69.47 63.80 50.70 67.23 80.87
with TLI 88.22 69.92 63.89 51.03 66.24 81.37
w/o WLI 83.60 87.10 88.13 87.93 88.37 94.86
with WLI 85.87 89.50 89.17 89.90 90.57 94.46
TCONER English Chinese Japanese
w/o TLI 20.22 17.28 13.19
with TLI 19.85 17.82 13.39
w/o WLI 36.50 44.07 38.97
with WLI 35.53 43.33 43.30

Table 2: The results of text-level information (TLI) and word-level information (WLI) comparison experiments.

with the inclusion of additional information consis-511

tently outperform those trained without it. 76% of512

the experimental results demonstrated that the513

inclusion of one level of information would have514

a facilitating effect on another level of informa-515

tion. These findings strongly support the MRE hy-516

pothesis, demonstrating that mutual reinforcement517

exists between word-level and text-level classifica-518

tion tasks. A well-balanced combination of both519

classification levels enhances the LLMs ability to520

understand and perform across tasks. Specifically,521

comprehension of one task level (e.g., text-level)522

facilitates and strengthens the understanding of the523

other (e.g., word-level).524

This insight not only advances our understanding525

of how LLMs tackle natural language tasks but also526

reflects a broader principle underlying human cog-527

nition: the mutual reinforcement between different528

levels of text comprehension mirrors how humans529

naturally process and understand language.530

As illustrated by the results of the open-domain531

text classification and NER tasks at the bottom of532

Table 2, approximately half of the outcomes do533

not surpass those achieved by the model trained534

without Level Information. We attribute this to535

the nature of certain open-domain datasets, which536

contain multiple labels; in such cases, not all WLI537

contributes positively to TLI. The presence of these538

uncorrelated WLIs and TLIs leads to a decline in 539

overall performance. However, in the Chinese and 540

Japanese TCONER datasets, we observe improved 541

results after incorporating Level Information. This 542

improvement suggests that the MRE is more effec- 543

tive in languages based on Chinese characters, in 544

contrast to those that use alphabetic writing sys- 545

tems, such as English. 546

8 Conclusion and Future Work 547

In this work, we propose an auxiliary frame- 548

work for automated dataset translation, eliminat- 549

ing dataset scarcity as a barrier to low-resource 550

language research. Additionally, we construct the 551

TCONER dataset, addressing the absence of open- 552

domain IE tasks in the MRE Mix datasets. By 553

training OIELLM on the newly developed MMM 554

dataset, we further validate the effectiveness of 555

our approach. Finally, through ablation experi- 556

ments, we empirically verify the MRE hypothesis. 557

Moreover, we apply the MMM dataset to KV tasks, 558

achieving promising results. 559

9 Limitations 560

Due to resource constraints, we were unable to 561

employ the higher-performing GPT-4o OpenAI 562

(2023) model as the base for our dataset transla- 563

tion framework. Consequently, this model was 564

8



also not utilized during the testing phase on the565

dataset. In future work, we aim to leverage a more566

advanced model, such as the GPT-4o, to evaluate567

the MMM dataset, provided that the necessary re-568

sources become available. It is important to note569

that the dataset translation framework proposed in570

this study is not designed to fully replace human571

translators. Instead, it leverages LLMs to reduce572

the time and effort required for translating and pro-573

cessing simpler examples, allowing human exper-574

tise to be allocated to more complex and nuanced575

cases. Ultimately, human verification remains es-576

sential to ensure the accuracy and quality of all577

translated results. Therefore, we do not explicitly578

evaluate the quality of the translated datasets, as all579

translations ultimately require human verification580

and refinement.581
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Figure 6: The figure shows the inputs and outputs of the traditional ablation experiment for the MRE task and the
new empirical MRE experiment proposed in this work.

A Empirical Experiment of Mutual779

Reinforcement Effect780

The three format of fine-tuned language models781

used for ablation experiments are shown in Figure782

6. The sentence on the left represents the input,783

with the plus sign indicating the addition of Word-784

level Information (WLI. i.e. Word-level Task) or785

Text-level Information (TLI. i.e. Text-level Task),786

which are appended to the sentence to form the full787

input. The arrows represent the output produced788

by language model. The distinctions between the789

models are clearly illustrated.790

First, the top model in Figure 6 shows the input-791

output format for the traditional IE task, where792

language models are fine-tuned on a basic input793

sentence. The model then outputs either classified794

labels or extracted label-entity pairs. This approach795

treats the two tasks—word-level label extraction796

and text-level classification—independently, with797

no shared information between them.798

In contrast, the middle section of Figure 6 illus-799

trates the input-output format for the original MRE800

task. While the input remains a single sentence,801

the model is expected to output both word-level802

label-entity pairs and text-level classification labels803

simultaneously. Thus, during MRE fine-tuning, the804

model learns to capture both levels of information,805

integrating the two tasks.806

Finally, the bottom section of Figure 6 presents807

the input-output format of our proposed ablation808

experiment designed to validate MRE. Unlike the809

previous two formats, this approach aims to verify 810

the existence of shared knowledge between word- 811

level and text-level tasks. Specifically, we intro- 812

duce WLI and TLI to both levels of tasks to as- 813

sess whether enhancing one task also improves the 814

other. For example, by adding word-level label- 815

entity pairs to the input text and asking the model 816

to output the text-level classification label, we can 817

evaluate whether the additional word-level infor- 818

mation assists in text classification. Similarly, if 819

adding text-level information to the input improves 820

the extraction of word-level label-entity pairs, it 821

suggests the presence of an MRE between the two 822

tasks. 823

As showed in Figure 7, the LLM is fine-tuned 824

with all parameters using revised input and output 825

formats. The input sequence is directly concate- 826

nated with either WLI or TLI, while the output con- 827

sists solely of TLI or WLI. No additional instruc- 828

tion templates or prompt words were incorporated 829

in this process. We deliberately concatenated the 830

text with WLI or TLI without extra modifications 831

to minimize the potential influence of extraneous 832

words or sentences on the model’s output, which 833

could affect the accuracy of our comparative exper- 834

iments. By using only this basic spliced input and 835

raw output, we aim to investigate whether tasks at 836

one level facilitate tasks at another, while control- 837

ling for other confounding factors. 838

To test this hypothesis, we conducted ablation ex- 839

periments on 21 sub-datasets of Multilingual MRE 840
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Figure 7: The figure illustrates the flow of an empirical
MRE experiment using the new approach.

Mix (MMM) datasets. The results were analyzed841

to further deepen our understanding of MRE and842

its implications.843

B Word-level Information as844

Knowledgeable Verbalizer845

To enhance the application of the MRE approach846

in real-world contexts, we have selected the few-847

shot learning task for text classification as our ex-848

perimental setup. In MRE, word-level informa-849

tion plays a crucial role in text-level classification.850

Hence, we utilize the high-frequency words from851

word-level information as knowledgeable verbaliz-852

ers (KV) Hu et al. (2022) to examine their impact853

on the performance of the text classification task.854

The entire process of prompt learning is illus-855

trated in Figure 8. Initially, a target classification856

text is provided, followed by the inclusion of a857

prompt template to guide the model in predicting858

the label at the designated mask position. Our sam-859

ple dataset comprises five labels. We employ the860

top 100 words from the word-level information as861

the knowledgeable verbalizer, meaning that each of862

the five categories has 100 high-frequency words863

selected from the word-level information. When864

calculating the actual probability of a label, the865

model computes the probability of all these 500866

words and then aggregates the total probability867

based on the respective broad classification. Ul-868

timately, we obtain five probabilities that integrate 869

the individual verbalizers. The label with the high- 870

est probability is chosen as the final predicted label. 871

In conclusion, this outlines the detailed principle 872

behind the KV. In the original experimental setup, 873

label-related high-frequency words were sourced 874

directly from a relation word search website, where 875

commonly used vocabulary was analyzed to iden- 876

tify relevant terms. While these words may be 877

highly pertinent across a wide range of web texts, 878

not all of them are necessarily associated with the 879

labels of a specific dataset. As a result, some of 880

these words may not only fail to enhance label 881

prediction but could potentially introduce negative 882

effects. This highlights the suitability of the WLI 883

component from the MRE-mixed dataset as a re- 884

placement for the KV. Furthermore, if the perfor- 885

mance of the WLI-based KV surpasses that of the 886

original baseline KV, it would support the argument 887

that WLI contributes positively to label prediction 888

in text classification tasks. This, in turn, would 889

verify the presence of the MRE. 890

B.1 Experiment Setup of Ablation and KV 891

Experiment 892

For the empirical experiments on fine-tuning, we 893

selected the LLaMA3-8B4 model5 as the base 894

model to perform a series of fine-tuning and in- 895

ference tasks. We opted not to use the LLaMA3- 896

8B-Instruct version because it is more tailored for 897

question-answering tasks, with prompts structured 898

as instructions. Through a comparative analysis 899

of LLaMA3-8B and its instruct-tuned counterpart, 900

we observed that the base LLaMA3-8B model 901

achieved better performance on fundamental IE 902

tasks. Therefore, we decided to use LLaMA3-8B 903

as the foundation for our experiments. 904

For the WLI as KV application comparison ex- 905

periments, we employed the T5-base Raffel et al. 906

(2020) model as the base model. Specifically, for 907

the English portion of the MMM dataset, we used 908

the original Google T5-base6. For the Chinese sec- 909

tion, we selected the Mengzi-T5-base7, which is op- 910

timized for Chinese tasks. Lastly, for the Japanese 911

part of the MMM dataset, we utilized T5-base- 912

Japanese8. 913

For the fine-tuning experiment, the entire train- 914

4https://ai.meta.com/blog/meta-llama-3/
5https://huggingface.co/meta-llama/Meta-Llama-3-8B
6https://huggingface.co/google-t5/t5-base
7https://huggingface.co/Langboat/mengzi-t5-base
8https://huggingface.co/sonoisa/t5-base-japanese
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Dataset Text

Related Words Probability

steven jobs resigned
Apple's CEO from 2011. this sentence is talking about Mask

Social 0.6

0.1

0.1

0.1

0.1

Text Classfication Label/
Text-level Information

Label
Probability

Literature and Art

Academic

Technical

Natural

...

...

Prompt template Predict Token

Caculate Probability
 of Related Words

Word-level Information as
Knowledgeable Verbalizer

Combine Related Words 
Probabilityto Caculate 
Finally Label Probability

0.1,0.1,0.1,0.2,
0.1,0.1,0.1,0.1,0.1,
0.1,0.1,0.1,0.8,0.1,
0.7,0.5,0.1,0.1,0.1,
0.1, 0.1 .....

Name, Corporation, Place, Organization,
Political, Person, Institution, Person, Item,
Made, Japan, No, Corporation, Military,
Company, America, Party, China, Air,
Railway, Government.....

Figure 8: The figure demonstrates how word-level information is utilized as a Knowledgeable Verbalizer to
assist in text-level classification tasks. Additionally, it provides a detailed explanation of the functioning of the
Knowledgeable Verbalizer.

Datasets Text-level Word-level
SCNM Society, Literature, people, corporations, political

Academia, Technology, organizations, other organizations,
Nature places, facilities, products, and events

SCPOS:RW positive, negative positive, neutral, negative
SCPOS:N positive, negative positive, neutral, negative
SCPOS:Adj positive, negative positive, negative
SCPOS:N & Adj positive, negative positive, neutral, negative
TCREE sports, film, women, affiliation, occupation, starring, director,

IT, advertising age, product, goods, performances, wins,
broadcasts, public appearances, launches,
retirements

TCONER Entertainment, Politics date, location, organization
Medical, Health, education Title, Person, City
Tech, Healthcare, News Law, Number, Concept
finance, Biolog, etc. TV Show, Object, etc.

Table 3: The table presents seven distinct types of MRE mixed datasets, each available in Chinese, English, and
Japanese, resulting in a total of 21 sub-datasets. Among them, the TCONER dataset corresponds to an open-domain
dataset, where only a subset of the labels is provided, rather than a comprehensive list of all possible labels.
(SCNM: Sentence Classification and Named Entity Recognition Mix Dataset. SCPOS: Sentiment Classification and
Part-of-Speech Dataset. RW: Relation Word. N: Noun. Adj: Adjective. N & Adj: Nouns and Adjective. TCREE:
Text Classification and Relation & Event Extraction Dataset. TCONER: Open-domain Text Classification and NER
mix dataset)

ing set was utilized to fully parameterize the fine-915

tuned LLMs. Subsequently, 1,000 samples were916

randomly selected from the test set three times, and917

the results from these three trials were averaged to918

produce the final performance score. The evalua-919

tion metric employed was the F1 score.920

The hyperparameters for training were config-921

ured as follows: the number of training epochs was 922

set to 3, and the learning rate was initialized at 1e-5. 923

The AdamW optimizer was used, with 100 warm- 924

up steps. Training was conducted on three RTX 925

A6000 Ada GPUs, each with 48 GB of memory. 926

To optimize GPU memory usage, BF16 precision 927

was applied during training, and FP16 precision 928
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was employed for inference.929

Second, for the experiments involving the930

knowledgeable verbalizer, we utilized the Open-931

PromptDing et al. (2021)9 framework to efficiently932

set up the experimental environment. All datasets933

were divided into training and test sets. From934

the training set, we randomly selected 20 samples935

per category, based on the label types, to form936

the prompt experiment’s training subset. Each ex-937

periment was trained for 2 epochs, with all other938

hyperparameters—such as the learning rate—kept939

consistent across experiments. The only variation940

lay in the construction method of the KV.941

For the KVs based on the original approach, we942

leveraged ChatGPT-4o10 to generate the top 100943

most relevant words for each label. In contrast, for944

KVs constructed using the WLI-based method, we945

developed a custom processing script. The script946

segmented all words from the WLI section of each947

dataset, identified high-frequency terms, and used948

them to construct the WLI-based KVs.949

B.2 Results of Word-level Information as950

Knowledgeable Verbalizer951

The next result involves the use of WLI as the rele-952

vant word for constructing KVs. We compare the953

performance of KVs constructed using the original954

method with those built using WLI in a text clas-955

sification task. Since KV construction requires a956

fixed label structure, the open-domain TCONER957

dataset, which has an unfixed label schema, was958

excluded from this experiment.959

As shown in Table 4, across 18 sub-datasets960

in English, Chinese, and Japanese, the WLI-961

based KVs achieved the highest performance in962

16 datasets. Moreover, for most sentiment classifi-963

cation datasets, KVs constructed with WLI signifi-964

cantly outperformed those generated by the original965

method in terms of F1 scores. These results not966

only demonstrate the effectiveness of WLI in en-967

hancing general text classification tasks but also968

highlight its particular value in sentiment classifica-969

tion. This is likely because sentiment classification970

heavily relies on correctly identifying the sentiment971

polarity of individual words within the text, which972

aligns with WLI’s strengths.973

9https://github.com/thunlp/OpenPrompt
10https://chatgpt.com/

C Construction of TCONER 974

In the original MRE mix datasets, relation and 975

event extraction tasks are open-domain, implying 976

that the labels are not predefined. However, the 977

label set is limited to only a dozen options. Given 978

this context, we constructed a new dataset, termed 979

TCONER, based on an open-domain Named Entity 980

Recognition (NER) dataset11 (Zhou et al., 2023). 981

The labels at the text level in the TCONER dataset 982

are also open-domain. To annotate this dataset, 983

we initially employed the GPT-3.5-Turbo model 984

to assign open-domain text-level labels. Subse- 985

quent manual verification and annotation were con- 986

ducted to ensure accuracy and consistency, result- 987

ing in the finalized TCONER dataset. Similarly, 988

we translated the constructed English TCONER 989

dataset using the dataset translation framework. 990

The TCONER dataset was translated into Japanese 991

and Chinese. 992

Table 5 presents the statistics of the final transla- 993

tion results. Due to the high costs associated with 994

the use of a premium API, we limited our study 995

to 10,000 samples from each of three sub-datasets 996

within SCPOS and the TCONER dataset, which 997

contains 180,000 entries. These 10,000 samples, 998

retained post-translation, proved to be an ample 999

test set. It was observed that there was a greater 1000

data loss when translating into Chinese compared 1001

to English. This discrepancy may be attributed to 1002

the training data predominance of English in Ope- 1003

nAI’s GPT-3.5-Turbo model, resulting in superior 1004

performance in English-related tasks. For instance, 1005

in the SCNM and TCREE datasets, the Japanese to 1006

English translation accuracy exceeded 80%. Con- 1007

versely, the translation results from English to Chi- 1008

nese in the TCONER dataset were markedly better 1009

than those from English to Japanese. This further 1010

confirms that GPT-3.5-Turbo exhibits enhanced 1011

effectiveness with major languages compared to 1012

lesser-used ones. 1013

D Statistical Results of Train and Test 1014

Dataset in OIELLM 1015

As shown in Tables 6 and 7, the statistics for the 1016

complete training and test sets of the MMM dataset. 1017

The MMM dataset was segmented into 21 sub- 1018

datasets. Training set sizes were assigned based 1019

on the sizes of these sub-datasets, categorized into 1020

11https://huggingface.co/datasets/
Universal-NER/Pile-NER-type?row=0
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English SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 62.95 80.42 80.40 78.87 81.95 86.52
WLI KV 63.24 83.99 87.40 87.37 88.70 85.82
Chinese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 67.38 78.37 91.90 84.48 84.45 93.04
WLI KV 71.96 87.97 82.92 88.38 87.23 93.95
Japanese SCNM SCPOS:RW SCPOS:adj&n SCPOS:adj SCPOS:n TCREE
Origin KV 73.26 30.20 67.23 73.71 73.71 73.11
WLI KV 73.91 52.90 81.74 85.67 88.31 77.24

Table 4: The results of word-level information (WLI) as knowledgeable verbalizer experiments. Compare with
original KV construction method. Evaluation task is text classification task.

Dataset SCNM SCPOS: RW SCPOS:
RW Adj & N

Japanese 5343 2000 187528
English 4449 1312 4801
Chinese 3177 1406 3937

Dataset SCPOS: SCPOS: TCREE
Adj N

Japanese 187528 187528 2000
English 9132 5027 1910
Chinese 7413 3920 1491

Language English Japanese Chinese
TCONER 45888 6791 9047

Table 5: Statistical results of the translated MMM
dataset. (Due to resource constraints, we extracted only
10,000 samples as translation objects from each of the
three SCPOS sub-datasets and the TCONER dataset.)

Dataset SCNM SCPOS: RW SCPOS:
RW Adj & N

Japanese 1000 1000 1000
English 1000 500 1000
Chinese 1000 500 1000

Dataset SCPOS: SCPOS: TCREE
Adj N

Japanese 1000 1000 1000
English 1000 1000 500
Chinese 1000 1000 500

Language English Japanese Chinese
TCONER 2000 2000 2000

Table 6: Statistical results of train sets of OIELLM.

three groups: 500, 1000, and 2000 samples. Sam-1021

ples beyond these numbers were allocated to the1022

test sets.1023

Dataset SCNM SCPOS: RW SCPOS:
RW Adj & N

Japanese 4343 1000 186528
English 3449 812 3801
Chinese 2177 906 2937

Dataset SCPOS: SCPOS: TCREE
Adj N

Japanese 186528 186528 1000
English 8132 4027 1410
Chinese 6413 2920 991

Language English Japanese Chinese
TCONER 43888 4791 7047

Table 7: Statistical results of test sets.

E Calculate Detail of F1 Score 1024

F1 = 2× precision× recall
precision + recall

(1) 1025

1026

precision =
|Real ∩Generated|
|Generated|

(2) 1027

1028

recall =
|Real ∩Generated|

|Real|
(3) 1029

F Case Study of Input and Output 1030

Format with OIELLM in MRE mix 1031

datasets 1032
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Algorithm 1 Parse Text Label and Entity Pairs

1: procedure PARSE_OUTPUT(output, in-
struct_word, is_tcree)

2: Input: output (String), instruct_word
(String), is_tcree (Boolean)

3: Output: text_label (String), entity_pairs
(Set of Tuples)

4:

5: instruct_word← instruct_word
6: if instruct_word /∈ output then
7: return (””, {})
8: end if
9: text_label, entity_pairs ← out-

put.split(instruct_word, 1)
10: text_label← text_label.strip()
11: if is_tcree then
12: entity_pairs ←

[entity_pairs.strip()]
13: else
14: entity_pairs ← [pair.strip() for

pair in entity_pairs.split(” : ”) if pair]
15: end if
16: entity_pairs ← [tuple(pair.split(”; ”))

for pair in entity_pairs]
17: return (text_label, set(entity_pairs))
18: end procedure
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2018年からクリシューマECで主力メンバーとして活動したが、2020年1月18日、日本のレノファ山口FCへの加入が発表され
た。/固有表現抽出

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

文芸/固有表現抽出/:その他の組織名;クリシューマEC:地名;日本:その他の組織名;レノファ山口FC

純正の商品なのでとっても使いやすいです。ふたを裏側にしても磁石でつくので邪魔になりません。/感情分析名詞

積極/感情分析名詞/:ポジティブ;純正:ポジティブ;やすい:ポジティブ;邪魔になりません

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

このバンドを聴いたのは本作が初。印象はというと、オールドロックながらも随所に彼等流の新開拓を施しており、古臭みなく聴
ける内容となっている。まだ数回しか聴いてないので断定した言い方はできないが、ハッキリ言ってカッコいい。ロックバンドで
も数本の指に入るくらい気に入りましたね。/感情分析形容詞名詞"

積極/感情分析形容詞名詞/:ポジティブ;いい:ポジティブ;カッコいい:中立;たね:ネガティブ;らい:ネガティブ;ドロ:中立;印:中立;回し:
中立;開拓:中立;言い方:中立;新:中立;断定:中立;内

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

個人的にKID Aより好きかもしれない。たぶん一番好き。何よりもわかりやすい。まさに姉妹アルバム。オリジナリティ溢れる作
品。かなりロマンティックです。/感情分析形容詞

積極/感情分析形容詞/:ポジティブ;わかりやすい

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

グリム レジェンド2。映像は綺麗で、ストーリーも良く出来ています。ミニゲームも普通ですね。三作目も作っているそうなの
で、期待して待っています。/感情分析名詞

積極/感情分析名詞/:中立;ゲーム:ネガティブ;スト:ポジティブ;期待:ポジティブ;出来:ポジティブ;通:中立;普通:中立;目:ポジティブ;
良:ポジティブ;綺麗

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

2012年に公開を控える新作映画の中で、MOVIE ENTER編集部オススメの作品を紹介する「2012年先取り映画」。今回“ドラマの
サイトー”が紹介する作品は『わが母の記』です。主演の役所広司が出演しています。/関係抽出

映画/関係抽出/:役所広司;主演;わが母の記:

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

Input Output

ルネサンス・ソサエティ・オブ・アメリカについて\n\nルネサンス・ソサエティ・オブ・アメリカは1954年に設立され、1300年
から1650年の時代の研究を推進しています。RSAは北アメリカや世界中からさまざまな専門分野の学者を集めています。RSAに
は、大学やカレッジの教授、講師、大学院生、博物館、図書館、他の文化機関のメンバーが5,000人以上おり、独立した学者やル
ネサンス研究に興味を持つ他の多くの人々もいます。/固有表現抽出

教育/固有表現抽出/:略語;RSA:日付;1954:組織;ルネサンス・ソサエティ・オブ・アメリカ:組織;大学:組織;カレッジ:組織;博物館:組
織;図書館:組織;文化機関:職業;教授:職業;講師:職業;大学院生:職業;独立した学者:場所;北アメリカ:場所;世界:主題;ルネサンス研究:
数;5,000

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

Figure 9: The input and output format example with OIELLM in Japanese MRE mix datasets.
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Since 1989, Sanrio has been using \"Minna no Taabo\" as a character, and in the 1990s, they used Miho Kanno, Mariru Watanabe,
Hideyuki Yakou, who appeared in the Hokkaido-based TV drama \"Kita no Kuni Kara,\" and Yoshiji Masuda, who is from Hokkaido,
as CM characters./NER

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

Literature/NER/:Company;Sanrio:Product Name;Minna no Taabo:Person;Miho Kanno:Person;Mariru
Watanabe:Location;Hokkaido:Product Name;Kita no Kuni Kara:Person;Hideyuki Yakou:Location;Hokkaido:Person;Yoshiji Masuda

A variety of unique numbers are lined up, and it's never boring to listen to. The diversity is wonderful. I think it will remain for future
generations./Sentiment related word

positive/Sentiment related word/:neutral;unique:positive;boring:positive;wonderful

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

Sample dataset in English:\n\ntext: The wolf, who is usually a bad guy, .... The end is cute and heartwarming, and it's a wonderful
story. The Japanese version is also wonderful./Sentiment Adj and N

positive/Sentiment Adj and N/:neutral;story:neutral;wolf:positive;wonderful:negative;bad:negative;bad guy

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

I felt that all the songs had a slow tempo and the melody was hard to grasp. It seems that there were also some songs used as
theme songs, but they were not so great and I did not think they were good. I wish there were more understandable melodies.
Perhaps, musical preferences vary by individual? I feel like I wasted a little bit of money purchasing it./Sentiment Adj and N

negative/Sentiment Adj and N/:negative;not so great:positive;good:positive;understandable

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

It contains my favorite songs, and I bought it because it was cheap. It took so long for it to arrive that I thought it would never come,
but there is no problem at all with the content. However, it's a minus one because it took so long./Sentiment N

positive/Sentiment N/:neutral;favorite:positive;cheap:negative;problem

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

The top-selling digital camera from October 11th to 16th was Canon's \"IXY 600F\". /relation extraction

IT/relation extraction/:Canon;Product;IXY 600F:

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

Input Output

Drama-documentary exploring the betrayals between the Vikings, Anglo-Saxons and Normans. BBC Two/NER

Entertainment/NER/:organization;BBC Two:group;Vikings:group;Anglo-Saxons:group;Normans

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

Figure 10: The input and output format example with OIELLM in English MRE mix datasets.
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几乎在同一时间，村田真等人也在开发与XML Schema不同的新的模式语言RELAX。/实体命名识别

SCNM: Sentence Classification and Named Entity Recognition Mix Dataset

技术/实体命名识别/:人名;村田真:产品名;XML Schema:产品名;RELAX

科林·费尔斯赢得了最佳男主角奖，然而此次获奖是因为克里斯蒂安·贝尔是配角，如果他是主角，那么这部电影可能就是毫无存在感
的，这部电影根本不值得一提，是部烂片。/感情分析关联单词

消极/感情分析关联单词/:消极;烂片"

SCPOS: RW: Sentiment Text Classification and Part-of-Speech: Related Words Mix Dataset

虽然不用说内容，但能在美丽的画面和声音中观看，感到很开心。/感情分析形容词名词

积极/感情分析形容词名词/:积极;开心:中立;观看:中立;内容:积极;美丽

SCPOS: Adj & N: Sentiment Text Classification and Part-of-Speech: Adjective & Noun Mix Dataset

虽然是机械式的，但时间被准确地标记，分钟的显示在外面，所以可以快速确认分钟，设计简单轻巧实惠，很好。/感情分析形容词
名词

积极/感情分析形容词名词/:积极;好

SCPOS: Adj: Sentiment Text Classification and Part-of-Speech: Adjective Mix Dataset

对于朱莉亚罗伯茨的粉丝来说，这部电影简直让人无法抗拒，休·格兰特也很棒，无论看多少遍都很享受。/感情分析名词

积极/感情分析名词/:积极;棒:积极;粉丝:积极;享受

SCPOS: N: Sentiment Text Classification and Part-of-Speech: Noun Mix Dataset

11日深夜，日本电视台的“Going! Sports＆News”节目中，上次参加泳泳太平洋锦标赛时展现出绝对实力，在100米蛙泳和200米蛙泳
项目中获得冠军的北岛康介进行了现场直播。/事件抽取

运动/事件抽取/:北岛康介;出演;日本电视台;11日:

TCREE: Text Classification and Relation & Event Extraction Mix Dataset

Input Output

预制结构，如所谓的\"移动\"住宅或模块化住宅等，通常通过放置在混凝土或砖块基座上进行安装。通常，这些结构的外围下沿是不
受支撑的。这些边缘与地面之间的间隙可能被金属或合成材料制成的非承重裙子覆盖，仅仅是为了提供更加美观的外观。经过很长一
段时间，这些建筑的外围边缘可能会翘曲、下垂或变形。裙子对阻止这种形式的恶化并不具备结构上的足够性。/实体命名识别

建筑/实体命名识别/:位置;地面:状态;恶化:结构;模块化住宅:结构;裙子:结构;外围边缘:材料;混凝土:材料;砖块:材料;金属:材料;合成材料

TCONER: Open-domain Text Classification and Named Entity Recognition Mix Dataset

Figure 11: The input and output format example with OIELLM in Chinese MRE mix datasets.
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