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ABSTRACT

In order to safely deploy Large Language Models (LLMs), they must be capable
of dynamically adapting their behavior based on their level of knowledge and
uncertainty associated with specific topics. This adaptive behavior, which we
refer to as self-restraint, is non-trivial to teach since it depends on the internal
knowledge of an LLM. By default, LLMs are trained to maximize the next token
likelihood, which does not teach the model to modulate its answer based on its level
of uncertainty. In order to learn self-restraint, we devise a simple objective that
can encourage the model to produce responses that it is confident in. To optimize
this objective, we introduce ReSearch, an iterative search algorithm based on self-
evaluation and self-prompting. Our method results in fewer hallucinations overall,
both for known and unknown topics, as the model learns to selectively restrain
itself. In addition, our method elegantly incorporates the ability to decline, when
the model assesses that it cannot provide a response without a high proportion of
hallucination. While ReSearch is expensive, we demonstrate that we can amortize
the results of the search and improve the reliability of the models at no additional
inference cost.

1 INTRODUCTION
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Figure 1: Accuracy and average num-
ber of claims as a function of rewriting
rounds (K). We observe that our search
procedure improves upon the basic and
safety-prompted (for specific prompts
see Table 1) base models in terms of
factual accuracy. In addition to achiev-
ing higher accuracy, we observe that our
method increases the number of claims
for Llama2 7b chat. Increasing the num-
ber of ReSearch iterations (K) further
improves the accuracy and the number
of claims. Generation iterations can be
observed into more details in Table 2.

In order for Large Language Models (LLMs) to become
reliable tools, it is important for the models to be able to
modulate their responses based on their internal knowl-
edge. In cases where the models are queried about a topic
that is not well supported by their internal knowledge,
it is safer for the LLMs to provide a short answer or to
even refrain from answering entirely, instead of provid-
ing an answer filled with inaccuracies (hallucinations).
Unfortunately it is non-trivial to teach this behavior to
LLMs since the optimal behavior depends on their internal
knowledge (Goldberg, 2023).

There has been several successful attempts to improve the
factuality of LLMs while maintaining their helpfulness
using preferences (Tian et al., 2023a) or question-and-
answer-based rewriting (Dhuliawala et al., 2023). While
these methods have been shown to reduce hallucinations
on average, they do not fulfill the desiderata of teaching
LLMs to a) reduce the level of detail of their responses
based on the content of the query, or b) decline queries
that they are entirely unfamiliar with or uncertain about.

In this work, we introduce ReSearch, an iterative search
algorithm based on self-prompting and self-evaluation
(a visual overview is provided in Figure 2). We show
that ReSearch can be used to teach LLMs self-restraint
resulting in less hallucination on a biography generation
task.
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a) Sample multiple generations

...

Vannevar Bush 
(1890-1972) was an 
American 
engineering expert 
and professor. He 
was best known for 
his pioneering work 
in computers ..

Vannevar Bush was 
an American 
mathematician and 
engineer who made 
significant 
contributions to the 
development of 
computers...

Vannevar Bush 
(1892-1978) was an 
American engineer, 
inventor, and 
science advisor. He 
is most famous for 
his contributions 
to...

 Vannevar Bush (1890-1972) was an American engineering expert 
and professor. 

Claim: Vannevar Bush was born in 1892.

Based on these samples, is the following fact concerning Vannevar 
Bush likely to be True or False? Answer only with "True" or "False".

 Vannevar Bush was an American mathematician and engineer.

 Vannevar Bush (1892-1978) was an American engineer, inventor, 
and science advisor. 

c) Evaluate claim likelihood p(True|...)

Self-Evaluation

b) Extract claims from generations

Vannevar Bush was born in 1890.

Vannevar Bush was born in 1892.

Vannevar Bush was an American.

Vannevar Bush was a mathematician.
...

Vannevar Bush was an engineer.

 Vannevar Bush was an American.

...

 Vannevar Bush was an engineer.

 Vannevar Bush was a science advisor.

e) Build prompt with likely claims

Write a biography of Vannevar Bush of up to 4 sentences. The 
biography should include, but not be limited to, the following facts.

d) Filter out unlikely claims (p(True|...)<   ).

Vannevar Bush was an American.

Vannevar Bush was an engineer.

Vannevar Bush was a science advisor.

Vannevar Bush was an inventor.

...

Vannevar Bush was born in 1892.

Self-Prompting
Repeat K times

Write a biography of 
Vannevar Bush of up 

to 4 sentences.

Figure 2: Illustrative example of ReSearch. ReSearch combines two components: 1) Self-
Evaluation where the model evaluate the likelihood of its generated claims based on their self-
consistency with all the generations produced by the model, and 2) Self-Prompting where the model
incorporate the likely claims into its prompt to improve its generations at the next iteration.

2 METHOD

We are interested in a model that, given its internal knowledge, exhibits self-restraint i.e., is 1) helpful
by generating as many true claims as possible and 2) harmless by limiting the number of false claims
it produces. As we show in the experiment section, this behavior is very hard to obtain via prompting.
Similarly, building a dataset for this behavior to train an agent via supervised learning is very difficult
since it requires us to have access to the model’s internal knowledge. Thus, in order to train a
model that exhibits self-restraint, we train the model via on-policy reinforcement learning. Using RL
requires us to either design a reward function or to learn one from human feedback. We can easily
define a reward function that encourages the agent in maximizing the number of true claims and
minimizing the number of false claims. We then introduce ReSearch, an iterative search algorithm
based on self-evaluation and self-prompting (an overview is provided in Figure 2), to maximize our
reward.

2.1 REWARD FUNCTION DESIGN

In order to design a reward function, we assume that a generation y can be broken up into atomic
claims as shown in Figure 2 b) and that each claim can be judged by an oracle T as being factual or
not. Furthermore, we are interested in having an agent that answers with at least ρ overall accuracy
of the claims in its generation and otherwise abstains from answering a query. We define a factuality
reward F(x, y) that can be decomposed as a sum over the claims in sample y. In order to represent
our preference, for a pair of responses with an equal number of false claims, our factuality score
must provide a higher reward to the response out of the two that contains more true claims. Since
false claims can cause harm, we penalize them more heavily that we reward true claims. Specifically,
letting the oracle T (c) be 1 if the claim c is true and 0 otherwise, we obtain

F(x, y) =
∑
c∈x

R(T (c)), (1)

where

R(T (c)) =
{

1 if T (c) = 1

−λ if T (c) = 0.

We want to select λ such that the model must generate a response with an expected factual accuracy
of at least ρ or decline to answer otherwise (and obtain a reward of 0). We can solve for λ, by setting
the factuality score equal to 0 for N facts:

F(x, y) = ρN − λ(1− ρ)N = 0 (2)

we can easily see that λ = ρ
1−ρ . To avoid declining, the model must produce a response with a factual

reward of at least 0, as declining to answer yields a reward of 0. Thus the reward can be seen as
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enforcing a sort of constrained optimization where the model must decline to answer if it cannot
satisfy the accuracy constraint.

2.2 RESEARCH: AN ITERATIVE SEARCH ALGORITHM FOR LLMS

Self-Evaluation. To evaluate the factuality reward we outlined previously exactly we must have
access to an oracle T , which might not always be possible. Instead, we will rely on an approximate
factuality reward model F̂(x, y). We express the factuality reward as an expectation and leverage
self-consistency with the model’s responses Y , using claim splitter CS:

F̂(x, y) =
∑

c∈CS(y)

∑
t∈{0,1}

R(T = t)p(T = t | x, c, Y ) (3)

where p(T = 1|x, c, Y ) is the probability of a claim being true and is evaluated using L subsets of
the generations produced by the model is defined as

p(T |x, c, Y ) :=
1

L

∑
Ak⊆A(Y )

p
(
True | Peval(x,Ak, c)

)
, (4)

where Peval is a prompt template, True is the true token, a set A(Y ) of supporting sentences from
the model’s generation Y selected using BM25 (Amati, 2009), and Ak subsets of the supporting
sentences. This self-evaluation method is closely related to Manakul et al. (2023), Kadavath et al.
(2022) and Tian et al. (2023b), where the models are shown to improve their calibration by generating
and evaluating multiple hypothesis.

Self-Prompting. On the first iteration, we initialize the algorithm with a set of likely claims with the
empty set C = ∅. We sample several model responses y ∼ π(Pwrite(x)) from the language model.
We then extract likely claims using the self-evaluation framework outlined above and update the set
of likely claims with our claim splitter CS: C = {c for c ∈ CS(ybest) | p(c) ≥ ρ} 1. On the following
iterations, we sample new generations based on the rewriting prompt including the likely claims set
y ∼ π(Prewrite(x, C)). Self-prompting has been used for short form question-answering (Li et al.,
2022). See Algorithm 1 for details.

Amortization. The ReSearch procedure introduced above is expensive. While it could be used during
deployment, it would result in high inference-time latency and cost. Instead, we show that we can
amortize the results of the search procedure directly to learn the resulting distribution.

3 EXPERIMENT

We conduct our experiments using the FActScore task Min et al. (2023). The task consists of asking
the model to produce a biography of an individual who has an entry on Wikipedia. The resulting
biography is then scored via a larger LLM (LLaMA 2 70B Chat in our case) having access to the text
of the Wikipedia entry. Passages are retrieved with GTR-Large (Ni et al., 2021) and injected into the
LLM’s context. In order to understand the behavior of the models for queries of different difficulties,
we expand the FActScore dataset to include 10000 entities, including people that have relatively short
Wikipedia entries. People with short Wikipedia articles are likely to be broadly less well known, and
as such, there should be less information about them online, and the LLM should know less about
them. Therefore we expect in these cases for the model to restrain itself and give a reduced level of
detail in its response, or decline entirely. This makes the task significantly more challenging than the
set of common public figures that the FActScore paper uses.

Goal of the experiment. We examine if 1) 7B models (LLaMA-2 7B Chat (Touvron et al., 2023)
and Mistral 7B Instruct v0.1 (Jiang et al., 2023)) can show self-restraint and modulate the details of
their responses and increase their overall factually accuracy, and 2) the results of the search procedure
can be amortized into the weight of the LLMs. To investigate these behaviors, we query the model
for requests of varying difficulties (with the proxy for difficulty being the corresponding Wikipedia
article length) and observe the level of restraint of the model for each difficulty (top, middle and

1Note that we make the design choice of only including claims from ybest since it does not require a claims
deduplication step.
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Figure 3: LLMs behaviors as a function of popularity stratum for different target accuracy ρ.
We observe that our method results in LLMs that can modulate their behaviors in term of accuracy,
number of claims and skipped bios as a function of the entry popularity (as measure by the length of
their Wikipedia). Furthermore, we observe that the basic LLMs and prompted LLMs do not adapt
their behavior based on the entry’s popularity.

bottom tier entries). We also keep track of the number of claims and the proportion of bios that are
declined (skipped), as we would expect both to correlate with the Wikipedia article length (itself a
proxy for model knowledge).

Prompted baselines are a strong baseline in a variety of tasks. The task of self-restraint is more
challenging than other tasks as it requires the model to examine its internal knowledge to modulate
its answers. We present two prompted baselines: ordinary greedy decoding from the model (listed
as “basic” in all figures), and safety-prompting the model (listed as “safety prompted”). The safety-
prompting approach consists of telling the model explicitly in the prompt that it may decline to
respond if it is too uncertain. All the prompts can be found in Table 1.

Trade-off between number of claims and accuracy. In Figure 3, as expected, we observe that
factual accuracy increases as a function of target accuracy ρ (see Section 2.1). We note that the
proportion of skipped bios also increases as a function of ρ, again following the expected behavior, as
well as the number of claims decreasing as ρ is increased, corresponding to a stricter factual accuracy
reward and therefore shorter model responses on average. Furthermore, we observe in Figure 1
that increasing the number of rewrites increase the accuracy and the number of claims. Finally, we
observe in Figure 4 that the results of the search can be amortized via supervised fine-tuning (SFT)
into the weights of Llama2 7b chat, but the amortizing the ReSearch output for Mistral results in
more skipped bios and thus in less claims, but higher accuracy.

Behavior for different strata. In Figure 3, we observe that the baselines do not modulate the number
of claims as a function of the popularity of the entry (as measured by the length of their Wikipedia
entry). While ReSearch models reduce the number of claims (and decline to answer) for less popular
entities allowing them to maintain higher accuracy for all entities.

4 DISCUSSION

In this paper, we explored the ReSearch algorithm’s capability to results in LLMs exercising self-
restraint. Our findings show that ReSearch can effectively reduce hallucinations in LLM outputs by
encouraging the model to modulate its responses or even decline to answer when its knowledge is
insufficient. This approach addresses a critical need in the deployment of LLMs, where ensuring the
reliability and accuracy of model outputs is paramount. We demonstrate significant improvement
compared to both our basic and safety-prompted baselines.

Limitations and Future Work: One limitation of our reward function is that it does not take into
consideration claim specificity or human usefulness. For example, a model might correctly say that
all entries have parents and are human, while true, these claims are not useful. A potential next step
would be to further finetune our model with human feedback.
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A APPENDIX
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Figure 4: Amortization. We observe that the search procedure can be amortized into the weights via
supervised fine-tuning (SFT) of Llama2 to a large extend. However amortizing the search procedure
into the weights of Mistral results in less facts (and more skipped bios) and slightly higher accuracy.

symbol prompt

Pwrite Write a biography of {entity} of up to 4
sentences.

Psafe write Write a biography of {entity} of up to 4
sentences. If you do not know who that is,
do not answer.

Prewrite Write a biography of {entity} of up to 4
sentences. The biography should include, but
not be limited to, the following facts.
Facts:
{facts}

Peval ...
{sources} Based on these sources, is the
following fact concerning entity likely to
be True or False? Answer only with "True" or
"False".
Fact: {fact}

Psplitter ...
Please breakdown the following sentence
into independent claims. Each claim must be
understandable as an independent sentence, and
start explicitly with the name of the entity.
Entity: {entity}
Sentence: {sentence}
Claims:

Table 1: Prompt table.
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Algorithm 1 ReSearch

Require: Context dataset Q ← {xi}Ni=1
Require: Policy πθ : X → P(Y)
Require: Factuality reward model F̂(x, y)→ R
Require: Claim likelihood p(T |x, c, Y )→ [0, 1]
Require: Factuality threshold ρ ∈ [0, 1]
Require: Claim splitter CS(y)

On-policy dataset D ← ∅
for x ∈ Q do
Y ← ∅
# sample J initial generations.
{yj ∼ πθ(·|Pwrite(x))}Jj=1
while stopping criterion do

# Collect generations
Y ← Y

⋃
{yj}Jj=1

# Filter claims
C ← {c ∈ CS(Y ) | p(T |x, c, Y ) > ρ}
# sample J new generations
{yj ∼ πθ(·|Prewrite(x, C))}Jj=1

end while
# Get the generation with the highest reward
ybest ← argmaxy∈Y F̂(x, y)
if F̂(x, ybest) ≤ 0 then

# declining results in reward of 0
ybest ← decline to answer

end if
D ← D

⋃
(x, ybest)

end for
minθ −E(x,y)∼D log πθ(y | x)
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Prompt Generation

Write a biography of Vannevar Bush of up to 4
sentences.

Vannevar Bush was an American engineer, inven-
tor, and science policy advocate who made signifi-
cant contributions to the development of modern
computing, information management, and artifi-
cial intelligence. He is best known for his work on
the development of the first automatic electronic
computer, the Harvard Mark I, and for his 1945
essay ”As We May Think,” which outlined a vi-
sion for a future in which people could access and
manipulate information with the touch of a button.
Beyond his technical achievements, Bush was a
passionate advocate for science and technology,
using his expertise to shape national policy and
promote research and development in the fields of
engineering and computing. - Expected factuality
score: 4.73

Write a biography of Vannevar Bush of up to 4
sentences. The biography should include, but not
be limited to, the following facts.
Facts:

• Vannevar Bush was an engineer.
• Vannevar Bush made significant contribu-

tions to the development of modern com-
puting.

• Vannevar Bush promoted research and de-
velopment in the fields of engineering and
computing.

• Vannevar Bush was an American.
• . . .

Vannevar Bush was an American engineer and in-
ventor who made significant contributions to the
development of modern computing and informa-
tion management. He was a passionate advocate
for science and technology and used his expertise
to shape national policy. Bush promoted research
and development in the fields of engineering and
computing and was a pioneer in the development
of computer networks. He is remembered for his
visionary ideas and his impact on the evolution
of computing and information technology. - Ex-
pected factuality score: 9.48

Write a biography of Vannevar Bush of up to 4
sentences. The biography should include, but not
be limited to, the following facts.
Facts:

• Vannevar Bush was an engineer.
• Vannevar Bush is known for his impact

on the evolution of computing.
• Vannevar Bush made significant contribu-

tions to the development of modern com-
puting.

• Vannevar Bush promoted research and de-
velopment in the fields of engineering and
computing.

• Vannevar Bush is known for his impact on
the evolution of information technology.

• . . .

Vannevar Bush was an American engineer, inven-
tor, and passionate advocate for science and tech-
nology. He is known for his impact on the evolu-
tion of computing and his visionary ideas about
information technology. Bush made significant
contributions to the development of modern com-
puting, including his work on early computer ar-
chitectures and the concept of the ”memory store.”
He also promoted research and development in
the fields of engineering and computing, and used
his expertise to shape national policy. Despite his
many accomplishments, Bush remained a humble
and dedicated servant to science and technology
throughout his life. Today, he is remembered as a
pioneer in the field of computing and a visionary
whose ideas have shaped the future of information
technology. - Expected factuality score: 11.71

Table 2: ReSearch 2 iterations example.
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