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Abstract

Fairness in multi-document summarization001
(MDS) measures whether a system can gen-002
erate a summary fairly representing informa-003
tion from documents with different social at-004
tribute values. Fairness in MDS is crucial since005
a fair summary can offer readers a comprehen-006
sive view. Previous works focus on quantify-007
ing summary-level fairness using Proportional008
Representation, a fairness measure based on009
Statistical Parity. However, Proportional Rep-010
resentation does not consider redundancy in011
input documents and overlooks corpus-level012
unfairness. In this work, we propose a new013
summary-level fairness measure, Equal Cover-014
age, which is based on coverage of documents015
with different social attribute values and con-016
siders the redundancy within documents. To017
detect the corpus-level unfairness, we propose018
a new corpus-level measure, Coverage Parity.019
Our human evaluations show that our measures020
align with the human perception of fairness.021
Using our measures, we evaluate the fairness022
of ten different LLMs. We find that Llama2023
is the fairest among all evaluated LLMs. We024
also find that almost all LLMs overrepresent025
different social attribute values.026

1 Introduction027

Multi-document summarization (MDS) systems028

summarize the salient information from multiple029

documents about an entity, such as news articles030

about an event or reviews of a product. Typi-031

cally, such documents are associated with social032

attributes e.g. political ideology in news and senti-033

ments in reviews. Documents with different social034

attributes tend to have diverse information or con-035

flicting opinions. A summary for them should fairly036

represent differing opinions across documents.037

Fairness in MDS measures whether a system can038

generate summaries fairly representing information039

from documents with different social attribute val-040

ues. It can be measured at a summary-level– quanti-041

fying how fairly an individual summary represents 042

documents with different social attribute values or 043

at a corpus-level–quantifying how fairly a corpus of 044

summaries as a whole represents documents with 045

different social attribute values. Previous works 046

in this area measured fairness in extractive or ab- 047

stractive settings (Shandilya et al., 2018; Olabisi 048

et al., 2022; Zhang et al., 2023; Huang et al., 2024). 049

These works generally evaluate the fairness of a 050

system as the aggregated summary-level fairness of 051

its generated summaries. It is measured using Pro- 052

portional Representation–a fairness measure based 053

on Statistical Parity (Verma and Rubin, 2018). It re- 054

quires that a document sentence being selected as a 055

summary sentence is independent of its originating 056

document’s social attribute value. 057

The definition of Proportional Representation 058

suffers from two key problems. The first problem 059

is that Proportional Representation does not con- 060

sider the redundancy in input documents, common 061

in multi-document settings. For example, in review 062

summarization, suppose 75% of reviews are posi- 063

tive and most of them discuss topic A, while 25% of 064

reviews are negative and evenly discuss topics B, C, 065

and D (see Fig. 1a). According to the definition of 066

Proportional Representation, if the system selects 067

information from input independent of the social 068

attribute value, a fair summary should ideally have 069

75% of information from positive reviews and 25% 070

percent of information from negative reviews. The 071

summary shown in the figure will be considered 072

unfair according to this definition because, unlike 073

the input, it contains more negative information 074

than positive information. However, considering 075

both redundancy and input sentiment distribution, 076

this summary is fair since it covers equal propor- 077

tions of reviews for both sentiments while avoiding 078

redundant information. To address this, we pro- 079

pose a new summary-level coverage-based fairness 080

measure, Equal Coverage. Unlike Proportional 081

Representation, Equal Coverage requires a docu- 082
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Positive Reviews Negative Reviews
1. A is great.
2. We love its A!
…
27. A is excellent.
28. The quality is great.
29. Its delivery is fast
30. It is cheap

Most reviewers praise the product for A. However, a few 
reviewers point out issues with B, C, and D.
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(a) Existing summary-level fairness measure, Proportional
Representation, does not consider redundancy common in
MDS. It incorrectly considers the illustrated summary unfair
since, unlike the input, it contains more negative (but diverse)
information than positive (but redundant) information. Our
proposed measure, Equal Coverage, correctly considers this
summary fair because it covers equal proportions of negative
and positive reviews.
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(b) Existing summary-level fairness measures can overlook
corpus-level unfairness. Each point in this figure represents a
summary sample. System 2 is fairer than System 1 since it has
equal chances of overrepresenting negative (below the green
line) and positive (above the green line) reviews while Sys-
tem 1 tends to overrepresent negative reviews. Our proposed
measure, Coverage Parity, can correctly identify System 2 as
fairer than System 1.

Figure 1: Issues with existing fairness measures for summary-level (a) and corpus-level (b) fairness.

ment being covered by a summary sentence to be083

independent of its social attribute value. Since a084

summary sentence can cover multiple documents085

with similar contents, Equal Coverage can address086

redundancy common for MDS.087

The second problem is evaluating the fairness088

of an MDS system only using summary-level fair-089

ness measures can overlook corpus-level unfair-090

ness. Consider System 1 in Fig. 1b. Most of091

its summaries (blue dots) have a higher coverage092

probability for negative reviews than positive re-093

views. We observe that System 1 is unfair because094

its summaries overrepresent negative reviews. Sys-095

tem 2 is fairer because its summaries (orange dots)096

have an equal chance of overrepresenting negative097

or positive reviews. Since individual summaries098

from both systems overrepresent negative or pos-099

itive reviews, their summary-level fairness scores100

may be comparable. Hence, aggregated summary-101

level fairness scores cannot identify that System 2102

is collectively fairer than System 1. To address this103

problem, we propose a new corpus-level fairness104

metric, Coverage Parity. Motivated by Best-Worst105

Scaling (Louviere et al., 2015), Coverage Parity is106

based on the principle that different social attribute107

values should have equal chances of being most108

overrepresented or underrepresented in summaries.109

Therefore, it can check whether the systems are110

equally (un)fair on different social attributes and111

identify which social attribute is overrepresented112

or underrepresented.113

Our human evaluation shows that our measures114

align more with the human perception of fairness115

than Proportional Representation. Using our mea-116

sures, we then evaluate the fairness of ten different 117

Large Language Models (LLMs) (Ouyang et al., 118

2022; Touvron et al., 2023) in diverse domains: 119

news, tweets, and reviews. For these domains, we 120

consider social attributes having significant real- 121

world impacts: ideologies and stances for news and 122

tweets and sentiment for reviews. Our experiments 123

find that for Llama2 and Claude3, larger models 124

are fairer than smaller models, but this trend is in- 125

consistent for GPTs and Mixtral. Our experiments 126

also find that almost all LLMs tend to overrepre- 127

sent certain social attribute values in each domain. 128

It is an important finding that users can use to cali- 129

brate their perception before using LLM-generated 130

summaries. It can also be used by developers to 131

build fairer LLM-based summarization systems. 132

To conclude, our contributions are three-fold: 133

• We propose a new summary-level fairness mea- 134

sure, Equal Coverage, which incorporates redun- 135

dancy of input information, common in MDS; 136

• We propose a new corpus-level fairness measure, 137

Coverage Parity to detect corpus-level unfairness; 138

• We evaluate the fairness of LLMs using these 139

two measures in various domains. 140

2 Related Work 141

Shandilya et al. (2018, 2020); Dash et al. (2019) 142

propose to measure the summary-level fairness 143

in MDS under the extractive setting using Pro- 144

portional Representation. They propose an in- 145

processing method to improve the fairness of ex- 146

tractive summaries. Similarly, Keswani and Celis 147

(2021) uses Proportional Representation to mea- 148

sure the fairness of summaries under different dis- 149
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tributions of social attributes in input documents150

and proposes a post-processing method to improve151

fairness. Olabisi et al. (2022) uses the same mea-152

sure to measure fairness and proposes a clustering-153

based pre-processing method to improve fairness.154

Recently, Zhang et al. (2023); Huang et al.155

(2024) extend Proportional Representation to mea-156

sure fairness under the abstractive setting. To esti-157

mate the distribution of social attributes in a sum-158

mary, Zhang et al. (2023) maps the summary back159

to the originating documents, while Huang et al.160

(2024) uses a finetuned model to estimate the so-161

cial attribute of each summary sentence. Lei et al.162

(2024) measures the fairness similarly as Huang163

et al. (2024) and proposes to improve the fairness164

of abstractive summaries using reinforcement learn-165

ing with a polarity distance reward. However, these166

works generally measure fairness using Propor-167

tional Representation, which has the limitations168

discussed in the introduction. In our experiments,169

we use Proportional Representation as a baseline.170

3 Notation171

We use G to denote all samples for evaluating the172

fairness of a system on a social attribute. Each173

sample (D,S) ∈ G contains a document set D =174

{d1, ..., dn} and a summary S generated by the175

system for these documents, where di denotes the176

i-th document. Each input document di is labeled177

with an social attribute value ai ∈ {1, ...,K}.178

4 Fairness Measures179

In this section, we describe our proposed measures180

Equal Coverage (Sec. 4.1) and Coverage Parity181

(Sec. 4.2).182

4.1 Equal Coverage183

Equal Coverage is a summary-level fairness mea-184

sure for measuring the fairness of a summary, S,185

for document sets, D. Equal Coverage is based on186

the principle that the documents with different so-187

cial attribute values should have equal probabilities188

for being covered by a summary sentence. We de-189

note the probability that a random document d ∈ D190

whose social attribute value a is k is covered by a191

random summary sentence s ∈ S as p(d, s|a = k).192

This is referred to as the coverage probability for193

the social attribute value k. Similarly, we denote194

the probability that a random document, d, is cov-195

ered by a random summary sentence s ∈ S as196

p(d, s), which is referred to as the coverage prob-197

ability for a document. For a fair summary S ac- 198

cording to Equal Coverage, coverage of a random 199

document d should be independent of its social 200

attribute value: 201

p(d, s|a = k) = p(d, s), ∀k. (1) 202

However, two issues arise with summaries’ com- 203

plex sentence structures. First, a summary sentence 204

can combine information from several documents, 205

making it difficult to attribute the sentence to any 206

single document. Second, sentence lengths vary 207

significantly based on social attribute values. For 208

example, summary sentences about positive sen- 209

timent can be long, such as ‘the delivery is fast 210

and it is worth the price.’. In contrast, those about 211

negative sentiment can be much shorter, such as 212

‘delivery is too slow.’. The length difference can 213

skew the coverage probability for different social 214

attribute values p(d, s|a = i). To address these is- 215

sues, Equal Coverage splits the summary sentences 216

s ∈ S into multiple simpler sentences by prompt- 217

ing GPT-3.5 motivated by Bhaskar et al. (2023); 218

Min et al. (2023). For example, compound sen- 219

tences are split into simple sentences that describe 220

a single fact. We denote the j-th summary sentence 221

after split as sj . Further details are in App. A.1. 222

Equal Coverage estimates the coverage probabil- 223

ity for different social attribute values p(d, s|a = k) 224

and for a document p(d, s) based on the probabil- 225

ity p(di, sj) that a document di is covered by a 226

summary sentence sj . The probability p(dj , sk) 227

is estimated as the entailment probability that the 228

document dj entails the summary sentence sk by 229

a textual entailment model (Williams et al., 2018). 230

Motivated by Laban et al. (2022), Equal Cover- 231

age divides documents into chunks of M words. 232

The l-th chunk of the document dj is denoted as 233

dj,l. The entailment model estimates the proba- 234

bility p(dj , sk) as the maximum entailment prob- 235

ability p(dj,l, sk) between the chunk dj,l and the 236

summary sentence sk: 237

p(di, sj) = max{p(di,l, sj)|di,l ∈ di}, (2) 238

where p(di,l, sj) is the probability that the docu- 239

ment chunk di,l entails the summary sentence sj as 240

per the entailment model. Based on the probability 241

p(di, sj) that the document di is covered by the 242

summary sentence sj , the coverage probability for 243

social attribute value i, p(d, s|a = k) is empirically 244

estimated as: 245

p(d, s|a = k) =
1

|Dk||S|
∑

di∈Dk

∑
sj∈S

p(di, sj),

(3) 246
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where Dk is the set of documents di whose social247

attribute value ai is k. Similarly, the coverage prob-248

ability for a document, p(d, s) is estimated as:249

p(d, s) =
1

|D||S|
∑
dj∈D

∑
sk∈S

p(dj , sk). (4)250

Recall that for a fair summary S according to251

Equal Coverage, coverage probabilities for differ-252

ent social attribute values p(d, s|a = k) should253

equal the coverage probability for a document254

p(d, s). Therefore, Equal Coverage measures the255

summary-level fairness EC(D,S) as:256

EC(D,S) =
1

K

K∑
k=1

|p(d, s)− p(d, s|a = k)|.

(5)257

A high Equal Coverage value EC(D,S) indicates258

less fairness because there are big differences be-259

tween coverage probabilities for different social260

attribute values p(d, s|a = k).261

To determine if the differences between cover-262

age probabilities for different social attribute val-263

ues p(d, s|a = k) are statistically significant, we264

perform a permutation test (Pitman, 1937). We ran-265

domly permute social attribute values ai of docu-266

ments and use them to calculate the permuted Equal267

Coverage value ÊC(D,S) 5000 times. The statis-268

tical significance of the difference is estimated as269

the proportion of permuted Equal Coverage values270

ÊC(D,S) greater than itself. We denote the pro-271

portion of samples (D,S) where the difference be-272

tween coverage probabilites for different social at-273

tribute values is statistically significant (p < 0.05),274

REC(G), as the proportion of unfair summaries,275

which is used to evaluate the fairness of the system.276

4.2 Coverage Parity277

Coverage Parity is a corpus-level fairness measure278

designed to measure the fairness of a system of279

all samples G. Motivated by Best-Worst Scaling280

(Louviere et al., 2015), Coverage Parity is based on281

the principle that different social attribute values282

should have equal chances of being the most over-283

represented or underrepresented in summaries. It284

only considers the most overrepresented and under-285

represented social attribute values because different286

samples’ document sets D have different combi-287

nations of social attribute values. For instance, a288

document set can contain only positive and neutral289

reviews, while another can contain reviews with290

all sentiments. Therefore, Coverage Parity ensures291

that each sample contributes equally to it.292

For a fair MDS system, Coverage Parity requires 293

that the average coverage probability difference 294

ck(d, s) = p(d, s)− p(d, s|a = k) is close to zero 295

when the social attribute value k is the most over- 296

represented or underrepresented among all samples. 297

In a sample (D,S), we define the social attribute 298

value i as the most overrepresented if its cover- 299

age probability difference ck(d, s) is the maximum 300

maxk{ck(d, s)} among all social attribute values 301

k ∈ {1, ...,K}, and the most underrepresented 302

if its coverage probability difference ck(d, s) is 303

the minimum mink{ck(d, s)}. We collect these 304

coverage probabilities differences ck(d, s) from all 305

samples where social attribute value k is the most 306

overrepresented or underrepresented in a set Ck. 307

Based on the average of the set of coverage prob- 308

ability differences Ci, Coverage Parity measures 309

the fairness of the MDS system: 310

CP (G) =
1

K

K∑
i=1

|E(Ck)|. (6) 311

A high Coverage Parity value CP (G) indicates 312

less fairness since it suggests that the chances of 313

being overrepresented or underrepresented are very 314

different for some social attribute values. Based 315

on whether the average coverage probability differ- 316

ences, E(Ck), is greater or less than zero, we can 317

also identify which social attribute value tends to 318

be overrepresented or underrepresented. 319

5 Experimental Setup 320

We now describe experiments to evaluate the fair- 321

ness of LLMs using our measures. 322

5.1 Datasets 323

We conduct experiments on five different datasets 324

from the three domains: reviews, tweets, and news. 325

These datasets are the Amazon (Ni et al., 2019), 326

MITweet (Liu et al., 2023), SemEVal (Mohammad 327

et al., 2016), the Article Bias (Baly et al., 2020), 328

and the News Stance (Ferreira and Vlachos, 2016; 329

Pomerleau and Rao, 2017; Hanselowski et al., 330

2019) datasets. Tab. 1 shows the statistics of these 331

datasets along with their social attribute values. 332

We observe that for some datasets, the fairness of 333

summaries depends on the distributions of social at- 334

tribute values in the input documents (Sec. 5.7).To 335

balance social attribute values’ impacts on fairness, 336

we perform stratified sampling to collect 300 input 337

document sets, D, for each dataset. Among these 338

sampled sets, input document sets D dominated by 339
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Domain Social Attribute Social Attribute Values Input Doc. Set Size Avg. Doc. Len.

Amazon Review Sentiment {negative, neutral, positive} 8 40
MITweet Tweet Political Ideology {left, center, right} 20 34
Article Bias News Political Ideology {left, center, right} 4-8 436
SemEval Tweet Stance toward Target {support, against} 30 17
News Stance News Stance toward Target {support, against} 4-8 240

Table 1: Dataset statistics for fairness evaluation in MDS

different social attribute values have equal propor-340

tions. The stratified sampling does not affect the341

calculation of our fairness measures. More details342

of preprocessing are in App. A.3.343

5.2 Implementation Details344

We evaluate the fairness of five families of LLMs:345

GPTs (Ouyang et al., 2022; Achiam et al., 2023)346

(GPT-3.5-0124, GPT-4-turbo-2024-04-09), Llama2347

(Touvron et al., 2023) (Llama2-7b, Llama2-13b,348

Llama2-70b), Mixtral (Jiang et al., 2023, 2024)349

(Mistral-7B-Instruct-v0.1, Mixtral-8x7B-Instruct-350

v0.1), Gemma (Team et al., 2024) (gemma-1.1-7b-351

it), and Claude3 (Bai et al., 2022) (claude-3-haiku-352

20240307, claude-3-sonnet-20240229). For com-353

parison, we also evaluate the fairness of COOP (Iso354

et al., 2021) on the Amazon dataset and the fairness355

of PEGASUS (Zhang et al., 2020) and PRIMERA356

(Xiao et al., 2022) finetuned on the Multi-News357

(Fabbri et al., 2019) on the other datasets. The sum-358

mary length is 100 words for the Article Bias and359

News Stance datasets and 50 for the other datasets.360

We describe summarization prompts in App. A.5.361

To estimate the probability that a document is362

covered by a summary sentence (Eqn. 2), we use363

RoBERTa-large finetuned on the MNLI dataset364

(Williams et al., 2018). However, we show that365

our measures are independent of this choice (Sec.366

5.3). To estimate the entailment probability using367

RoBERTa-large, we divide documents into chunks368

of W = 100 words. The chunk size W is tuned369

to maximize the proportion of summary sentences370

whose originating documents can be identified by371

RoBERTa-large (App. A.2) since LLMs are less372

prone to factual errors (Goyal et al., 2022).373

5.3 Choice of Entailment Models374

The implementations of our measures are indepen-375

dent of the choice of entailment model. To demon-376

strate this, we calculate our measures using three377

different textual entailment models: RoBERTa fine-378

tuned on the MNLI dataset; DeBERTa-large fine-379

tuned on multiple entailment datasets (Laurer et al.,380

Ro. vs De. Ro. vs Al. De. vs Al.
Equal Coverage

Amazon 0.544 0.439 0.358
MITweet 0.430 0.442 0.357
Article Bias 0.470 0.709 0.429
SemEval 0.426 0.370 0.306
News Stance 0.712 0.780 0.703

Coverage Parity
Amazon 0.867 0.939 0.733
MITweet -0.127 0.006 0.673
Article Bias 0.624 0.915 0.612
SemEval 0.612 0.891 0.539
News Stance 0.903 0.915 0.939

Table 2: Spearman correlations between Equal Cover-
age (top) values and Coverage Parity (bottom) values
computed using different entailment models: RoBERTa
(Ro.), Deberta (De.), and ALBERT (Al.). Correlations
that are statistically significant are underlined. We ob-
serve strong correlations, indicating that our measures
are independent of the choice of the entailment model.

2024); and ALBERT-xl (Lan et al., 2019) finetuned 381

on the MNLI and VitaminC (Schuster et al., 2021) 382

datasets. We report the Spearman correlations be- 383

tween the Equal Coverage values, EC(D,S), of 384

each summary generated by all LLMs, obtained 385

using these entailment models. We also report the 386

Spearman correlations between the Coverage Par- 387

ity value, CP (G), of each LLM. The results are 388

in Table 2. From the table, we can observe strong 389

correlations between measures obtained using dif- 390

ferent textual entailment models on most datasets. 391

It shows that these measures are independent of the 392

choice of entailment models. 393

5.4 Human Perception of Fairness 394

We perform a human evaluation to determine which 395

measure, Equal Coverage or Proportional Repre- 396

sentation, aligns more with human perception of 397

fairness. For Proportional Representation, we use 398

the BARTScore (Yuan et al., 2021) implementation 399

proposed by Zhang et al. (2023), as it shows the 400

highest correlation with human perception. 401

Evaluating human perception of fairness is chal- 402

lenging due to the need to review entire input doc- 403

ument sets. Therefore, we perform experiments 404

on the Amazon dataset which only contains eight 405

short reviews per input document set (Tab. 1). To 406
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simplify the evaluation, we only consider input doc-407

ument sets containing only negative and positive408

but not neutral reviews, displayed in two random-409

ized columns. For each input document set, we410

consider the summary generated by GPT-3.5 since411

it shows medium-level fairness (Tab. 3, 4). To412

further simplify the evaluation, we focus on sum-413

maries where Equal Coverage and Proportional414

Representation disagree on their fairness. We ran-415

domly select 25 samples containing input docu-416

ment sets and corresponding summaries that meet417

these criteria. Each sample is annotated by three an-418

notators recruited from Amazon Mechanical Turk.419

The annotators should be from English-speaking420

countries and have HIT Approval Rates greater421

than 98%. More details are in App. A.4.422

For each sample, annotators are asked to identify423

all unique negative and positive opinions in the in-424

put document set. They then evaluate whether the425

summary reflects these opinions and classify the426

summary as leaning negative, fair, or leaning pos-427

itive. Out of these 25 samples, human perception428

of fairness aligns more with Equal Coverage in 17429

samples, while aligns more with Proportional Rep-430

resentation in 8 samples. The difference is statisti-431

cally significant (p < 0.05) using paired bootstrap432

resampling (Koehn, 2004). It shows that Equal433

Coverage aligns more with human perception of434

fairness than Proportional Representation.435

We compare Coverage Parity with second-order436

fairness based on Proportional Representation to437

evaluate their effectiveness in identifying overrep-438

resented sentiments on the group level. For this, we439

perform bootstrapping on the 25 samples to gener-440

ate 5000 groups of 25 bootstrap samples each. For441

each groups of bootstrap samples, we define the442

sentiment that most bootstrap samples’ summary443

leaning toward based on human annotation as the444

sentiment overrepresented on the group level. We445

then compare the overrepresented sentiment based446

on human annotation with those identified by the447

Coverage Parity and second-order fairness. We find448

that Coverage Parity aligns with human annotation449

in 96% of the groups, while second-order fairness450

aligns in 4% of the groups. It shows that Cover-451

age Parity aligns more with human perception of452

fairness than the second-order fairness.453

5.5 Summary-level Fairness Evaluation454

To evaluate the summary-level fairness of differ-455

ent LLMs, we report the proportion of unfair sum-456

maries according to Equal Coverage, REC(G). We457

Amazon MITweet Article Bias SemEval News Stance Overall

GPT-3.5 0.127 0.050 0.210 0.103 0.433 0.517
GPT-4 0.103 0.067 0.187 0.147 0.380 0.469
Llama2-7b 0.127 0.090 0.236 0.083 0.427 0.686
Llama2-13b 0.107 0.080 0.239 0.087 0.315 0.441
Llama2-70b 0.090 0.057 0.177 0.137 0.308 0.224
Mistral-7b 0.127 0.082 0.193 0.115 0.334 0.526
Mixtral-8x7b 0.117 0.097 0.172 0.128 0.372 0.549
Gemma 0.101 0.047 0.200 0.090 0.407 0.264
Claude3-haiku 0.110 0.063 0.174 0.093 0.500 0.411
Claude3-sonnet 0.107 0.070 0.174 0.120 0.401 0.401
COOP 0.204 - - - - -
PEGASUS - 0.104 0.158 0.199 0.390 -
PRIMERA - 0.118 0.134 0.118 0.377 -

Table 3: Proportion of unfair summaries and overall
scores on different datasets according to Equal Cov-
erage. A lower value indicates a fairer system. Bold
indicates the fairest system.

also report an Overall score which is the average 458

of normalized REC(G) ([0, 1]) on all datasets. The 459

results are in Tab. 3. 460

From the table, we observe Llama2-70b is the 461

fairest. Among smaller LLMs (with 7-billion pa- 462

rameters), Gemma is the fairest. We also observe 463

that almost all evaluated LLMs are fairer than 464

COOP on the Amazon dataset, and PEGASUS 465

and PRIMERA on the MITweet and Article Bias 466

datasets. For the comparison within families of 467

GPTs, Llama2, Claude3, we observe that larger 468

models are generally fairer. However, Mixtral-8x7b 469

is less fair than Mistral-7b although Mixtral-8x7b 470

is larger, which might be because it scales its size 471

using the mixture of smaller models. 472

Previous works by Zhang et al. (2023) and Lei 473

et al. (2024) evaluate the fairness of LLMs using 474

Proportional Representation. When evaluating the 475

fairness on sentiments in the review domain, our 476

results using Equal Coverage are consistent with 477

these works in the finding that GPT-4 is fairer than 478

GPT-3.5, and both are fairer than COOP. How- 479

ever, they find that Llama2-13b is the fairest, while 480

our results show that larger models are fairer for 481

Llama2. When evaluating the fairness on political 482

ideologies in the tweet domain, our results are con- 483

sistent with these works on that GPT-4 is fairer than 484

GPT-3.5. However, they find that smaller models 485

are fairer for Llama2, and GPTs are less fair than 486

Llama2 models. Contrarily, we show that larger 487

models are fairer for Llama2, and GPTs are fairer 488

than Llama2-7b. As shown in Sec. 5.4, Equal 489

Coverage aligns more with human perception, sug- 490

gesting our results better reflect human judgments. 491

5.6 Corpus-level Fairness Evaluation 492

To evaluate the corpus-level fairness of different 493

LLMs, we report the Coverage Parity, CP (G), on 494
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Amazon MITweet Article Bias SemEval News Stance Overall
CP (G) over under CP (G) over under CP (G) over under CP (G) over under CP (G) over under

GPT-3.5 0.032 neg. pos. 0.012 left center 0.015 center left 0.012 sup. aga. 0.018 aga. sup. 0.475
GPT-4 0.029 neg. pos. 0.011 left center 0.024 right left 0.011 sup. aga. 0.038 aga. sup. 0.647
Llama2-7b 0.037 neg. pos. 0.013 left center 0.026 right left 0.010 sup. aga. 0.018 aga. sup. 0.597
Llama2-13b 0.017 neg. pos. 0.009 left center 0.025 right left 0.014 sup. aga. 0.022 aga. sup. 0.460
Llama2-70b 0.008 neg. neu. 0.008 left center 0.025 right left 0.007 sup. aga. 0.012 aga. sup. 0.177
Mistral-7b 0.024 neg. pos. 0.009 left center 0.029 right left 0.014 sup. aga. 0.023 aga. sup. 0.551
Mixtral-8x7b 0.017 neg. pos. 0.010 left center 0.036 right left 0.003 sup. aga. 0.020 aga. sup. 0.394
Gemma 0.025 neg. pos. 0.015 left center 0.020 right left 0.014 sup. aga. 0.032 aga. sup. 0.718
Claude3-haiku 0.028 neg. pos. 0.013 left center 0.016 center left 0.012 sup. aga. 0.042 aga. sup. 0.651
Claude3-sonnet 0.025 neg. pos. 0.008 left center 0.018 right left 0.002 sup. aga. 0.030 aga. sup. 0.264
COOP 0.068 pos. neg. - - - - - - - - - - - - -
PEGASUS - - - 0.009 right left 0.035 right left 0.001 sup. aga. 0.022 sup. aga. -
PRIMERA - - - 0.014 right left 0.032 right left 0.002 aga. sup. 0.023 sup. aga. -

Table 4: Coverage Parity, CP (G), and the most overrepresented (over) and underrepresented (under) social attribute
values, and overall scores on different datasets. A lower value of CP (G) indicates a fairer system. Bold indicates
the fairest system. The social attribute values whose average coverage probability differences are statistically
significantly (p<0.05) different from zero based on Bootstrapping are underlined.

different datasets. For each dataset, we report the495

most overrepresented and underrepresented social496

attribute value i whose average coverage probabil-497

ity difference, E(Ci), is the maximum and mini-498

mum respectively. We also report an Overall score499

which is the average of normalized CP (G) ([0, 1])500

on all datasets. The results are in Tab. 4.501

From the table, we observe that Llama2-70b is502

the fairest. Among smaller LLMs (with 7-billion503

parameters), Mistral-7b is the fairest. We also ob-504

serve that evaluated LLMs are less fair than PE-505

GASUS and PRIMERA on the SemEval dataset.506

While comparing within each family of LLMs, we507

observe that larger models are fairer for the families508

of Llama2, Mixtral, and Claude3. However, for the509

family of GPTs, GPT-4 is less fair than GPT-3.5,510

suggesting that larger models are not necessarily511

more fair on the system level. Besides, we observe512

that the fairness measured by Coverage Parity and513

Equal Coverage are different on some datasets. The514

difference indicates that we should consider both515

summary-level fairness and corpus-level fairness516

for comprehensively measuring fairness in MDS.517

We can also observe that most LLMs overrepre-518

sent and underrepresent certain social attribute val-519

ues on different datasets. For the Amazon dataset,520

most LLMs overrepresent negative reviews and un-521

derrepresent positive reviews. Contrarily, COOP522

overrepresents positive reviews and underrepre-523

sents negative reviews. For the MITweet and Ar-524

ticle Bias datasets, all LLMs overrepresent left-525

leaning documents in the tweet domain, while526

most LLMs overrepresent right-leaning documents527

in the news domain. Contrarily, PEGASUS and528

PRIMERA overrepresent right-leaning documents529

for all domains. We can observe the same pat-530

tern for the SemEval and News Stance datasets. 531

All LLMs overrepresent documents supporting the 532

target in the tweet domain but overrepresent docu- 533

ments against the target in the news domain. These 534

results indicate that summaries generated by LLMs 535

might overrepresent documents with certain social 536

attribute values. Users should know this before they 537

make judgments based on these summaries. For 538

example, users should know that a review summary 539

generated by LLMs for a product might unfairly 540

overrepresent negative reviews so they can cali- 541

brate their perception of the product accordingly. 542

Developers can also build fairer LLMs for MDS 543

based on these results. 544

5.7 Fainess under Different Distributions of 545

Social Attributes 546

We perform experiments to evaluate whether the 547

fairness of LLMs changes under different distribu- 548

tions of social attribute values in input document 549

sets. For this, we divide all samples G into K 550

non-overlapping sets: {G1, ...GK} based on dis- 551

tributions of social attribute values. Each set Gi 552

includes samples where most documents d ∈ D 553

have a social attribute value of i. We denote the set 554

Gi as the set dominated by social attribute value i. 555

To measure differences of the summary-level fair- 556

ness measured by Equal Coverage under different 557

distributions, we use maximum differences of pro- 558

portions of unfair summaries REC(Gi) (Sec. 4.1) 559

on sets dominated by different social attribute val- 560

ues Gi. To measure differences of the corpus-level 561

fairness measured by Coverage Parity under dif- 562

ferent distributions, we use maximum differences 563

of average coverage probability differences for the 564

same social attribute value E(Cj) (Sec. 4.2) on 565
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Amazon MITweet Article Bias SemEval News Stance

Equal Coverage
GPT-3.5 0.080 0.050 0.070 0.067 0.061
GPT-4 0.070 0.040 0.040 0.067 0.044
Llama2-7b 0.110 0.040 0.030 0.020 0.032
Llama2-13b 0.010 0.020 0.060 0.053 0.022
Llama2-70b 0.100 0.060 0.122 0.052 0.028
Mistral-7b 0.070 0.071 0.051 0.103 0.031
Mixtral-8x7b 0.120 0.039 0.051 0.053 0.025
Gemma 0.069 0.050 0.070 0.067 0.038
Claude3-haiku 0.060 0.040 0.042 0.023 0.053
Claude3-sonnet 0.110 0.050 0.060 0.028 0.107

Coverage Parity
GPT-3.5 0.085 0.030 0.029 0.011 0.093
GPT-4 0.086 0.030 0.075 0.009 0.078
Llama2-7b 0.128 0.027 0.038 0.011 0.091
Llama2-13b 0.088 0.016 0.074 0.014 0.116
Llama2-70b 0.099 0.023 0.044 0.008 0.068
Mistral-7b 0.072 0.012 0.046 0.017 0.120
Mixtral-8x7b 0.069 0.022 0.027 0.008 0.061
Gemma 0.089 0.029 0.036 0.017 0.063
Claude3-haiku 0.103 0.021 0.061 0.013 0.064
Claude3-sonnet 0.083 0.022 0.072 0.010 0.093

Table 5: Differences of Equal Coverage and Coverage
Parity under different distributions of social attribute
values in input document sets. Statistically signifi-
cant (p<0.05) differences based on Bootstrapping are
underlined. We observe significant differences in Cov-
erage Parity for most LLMs. It indicates that the social
attribute values overrepresented or underrepresented
change significantly under different distributions.

different sets Gi. The results are in Table 5.566

From the table, we observe that Equal Coverage567

remains stable under different distributions. How-568

ever, for most LLMs, the differences of Coverage569

Parity are significant. It suggests that the social at-570

tribute values overrepresented or underrepresented571

change significantly under different distributions572

of social attribute values in input document sets.573

We further analyze the data from the Amazon and574

News Stance datasets, where the differences are575

significant for all LLMs. On these two datasets,576

almost all LLMs tend to overrepresent the social577

attribute values that dominate the input document578

sets. Therefore, corpus-level fairness measures like579

Coverage Parity might mistakenly judge which so-580

cial attribute values are overrepresented based on581

the size of set dominated by different social at-582

tribute values |Gi|, showing the need of balanced583

datasets for evaluating the fairness. We address this584

issue through stratified sampling (Sec. 5.1).585

5.8 LLM Perception of Fairness586

We perform experiments to evaluate which mea-587

sure, Equal Coverage or Proportional Representa-588

tion, aligns more with LLMs’ perception of fair-589

ness. This is an exploratory experiment, and we590

do not assume the LLMs’ perception of fairness591

as ground truth. We prompt an LLM to generate a592

Amazon MITweet Article Bias SemEval News Stance

GPT-3.5 0.088 -0.035 0.070 0.051 -0.018
Llama2-70b 0.062 0.021 0.016 0.059 -0.042
Mixtral-8x7b -0.025 -0.087 0.008 0.038 0.018
Gemma -0.039 -0.035 -0.055 -0.020 0.061
Claude3-haiku -0.094 -0.101 -0.095 0.041 -0.008

Table 6: Comparison of relative changes of Equal Cov-
erage vs. Proportional Representation when LLMs are
prompted to generate fair summaries. A positive value
indicates the summary-level fairness measured by Equal
Coverage decreases more compared to Proportional Rep-
resentation, which suggests that Equal Coverage aligns
more with LLMs’ perception of fairness.

summary for an input document set, then prompt it 593

again to generate a fair summary for the same set. 594

The second prompt requires that the summary fairly 595

represent documents with different social attributes 596

(App. A.6). However, it does not provide any other 597

details about fairness, allowing the LLM to decide. 598

The prompt also includes the social attribute value 599

for each document. We compute the Equal Cover- 600

age and Proportional Representation for both sum- 601

maries and consider the relative change in values 602

before and after the LLM is prompted to generate a 603

fair summary. If a measure aligns more with LLM’s 604

perception of fairness, the score for the ‘fair’ sum- 605

mary should be lower. The differences between 606

average relative changes of Equal Coverage and 607

Proportional Representation are in Tab. 6. 608

From the table, we observe positive differences 609

for most LLMs, suggesting that Equal Coverage 610

decreases more compared to Proportional Repre- 611

sentation. It means that Equal Coverage aligns 612

more with LLM’s perception of fairness. Specifi- 613

cally, Proportional Representation aligns more with 614

the perception of fairness of Gemma and Claude3- 615

haiku, while Equal Coverage aligns more with the 616

remaining LLMs. 617

6 Conclusion 618

We propose two coverage-based fairness measures 619

for MDS, Equal Coverage for measuring summary- 620

level fairness and Coverage Parity for measuring 621

corpus-level fairness. Using these measures, we 622

find that Llama2-70b is the fairest among all LLMs. 623

We also find that almost all LLMs overrepresent 624

certain social attribute values in each domain. 625

Future works can explore the effect of training 626

data, especially instruction tuning and preference 627

tuning data, on the fairness of LLMs. Future works 628

can also finetune LLMs based on our measures to 629

develop fairer models. 630
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7 Limitations631

The effectiveness of two proposed measures, Equal632

Coverage and Coverage Parity, relies on whether633

the probability that a document entails a summary634

sentence estimated by the entailment model is ac-635

curate. To evaluate the performance of the entail-636

ment model for such a task, previous works gener-637

ally use the accuracy of the entailment model on638

the fact verification dataset or the correlation be-639

tween the factuality scores of summaries annotated640

by humans with the factuality scores estimated by641

the entailment model on the summarization evalu-642

ation benchmark. Although there are several fact643

verification datasets and summarization evaluation644

benchmarks in the news domain, there are no such645

datasets in the reviews and tweets domain to our646

best knowledge. Therefore, we cannot evaluate the647

accuracy or perform calibration for the entailment648

models in these two domains. However, as shown649

in Sec. 5.3, Equal Coverage and Coverage Parity650

based on different commonly used entailment mod-651

els are mostly correlated. These entailment models652

are also widely used for measuring factuality in653

summarization tasks (Maynez et al., 2020; Laban654

et al., 2022).655

8 Ethical Consideration656

The datasets we use are all publicly available. We657

do not annotate any data on our own. All the mod-658

els used in this paper are publicly accessible. We659

do not do any training in this paper. For the infer-660

ence of Llama2-7b, Llama2-13b, Mistral-7b, and661

Gemma, we use on Nvidia A6000 GPU. For the662

inference of Llama2-70b and Mixtral-8x7b, we use663

4 Nvidia A6000 GPUs. For all other experiments,664

we use one Nvidia V100 GPU.665

We perform human evaluation experiments on666

Amazon Mechanical Turk. The annotators were667

compensated at a rate of $15 per hour. During the668

evaluation, human annotators were not exposed to669

any sensitive or explicit content.670
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A Appendix 922

A.1 Split and Rephrase Summary Sentences 923

Motivated by Bhaskar et al. (2023); Min et al. 924

(2023), we split all summary sentences into sim- 925

ple sentences. The goal of this step is to ensure 926

that each summary sentence after the split only 927

discusses a single fact. Specifically, compound 928

sentences are split into simple sentences, while sen- 929

tences with compound subjects or objects are split 930

into sentences with simple subjects or objects. Af- 931

ter the split, summary sentences are then rephrased 932

to remove the reported speech, like ‘documents 933

say what’. For splitting and rephrasing, we prompt 934

GPT-3.5 with demonstrations. We show the exam- 935

ple prompt and the example summary sentences 936

after splitting and rephrasing in Fig. 2. 937

A.2 Document Chunking 938

To estimate the probability that a document is cov- 939

ered by a summary sentence (Eqn. 2), we divide the 940

document into chunks of no more than W words. 941

Each chunk contains one or several neighboring 942
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Prompt
Each atomic content unit contain an atomic fact and does not need further split for the purpose of reducing ambiguity in human evaluation. If a 
sentence contain compound objects or compound subjects, extract an atomic content unit for each object or subject. Therefore, different atomic 
content units can share some similar contents. Do not use reported speech for any atomic content units. For each atomic content unit, replace 
'the articles', 'the news articles'， 'the media', 'the narrative' or their synonyms at the begining with 'it'. Below are some examples of extracted 
atomic content units of corresponding summaries. 
Summary: In a series of articles discussing the vice-presidential debate between Mike Pence and Tim Kaine, Pence emerged as the clear winner 
with his calm demeanor and strong debating skills. Pence strategically avoided defending Trump's controversial statements and focused on 
attacking Hillary Clinton instead. His performance provided a blueprint for other GOP candidates on how to navigate challenging situations. 
Despite Pence's success, the articles highlighted the ongoing challenges faced by the Republican Party in managing the fallout from Trump's 
actions and statements. Ultimately, Pence's debate victory may not have a significant impact on the overall election dynamics.
Extracted Atomic Content Units:
(1) It discussed the vice-presidential debate between Mike Pence and Tim Kaine.
(2) Pence emerged as the clear winner.
(3) Pence emerged as the clear winner with his calm demeanor.
(4) Pence emerged as the clear winner with his strong debating skills.
(5) Pence strategically avoided defending Trump's controversial statements.
(6) Pence focused on attacking Hillary Clinton instead.
(7) His performance provided a blueprint for other GOP candidates on how to navigate challenging situations.
(8) Pence is successful.
(9) It highlighted the ongoing challenges faced by the Republican Party in managing the fallout from Trump's actions.
(10) It highlighted the ongoing challenges faced by the Republican Party in managing the fallout from Trump's statements.
(11) Ultimately, Pence's debate victory may not have a significant impact on the overall election dynamics.
Extract atomic content units for the following summary following the form of the above examples.
Summary: The news highlights the recent wave of restrictive abortion laws passed in several Republican-controlled states, including Missouri and 
Alabama, which aim to challenge the landmark Roe v. Wade Supreme Court decision. The bills ban abortions after as early as 6-8 weeks, with 
limited exceptions, and are seen as part of a broader effort to overturn or erode legal abortion rights in the United States. These measures have 
sparked outcry from pro-choice advocates who argue they infringe on women's rights and could push women towards dangerous, illegal 
abortions. The issue has also become a political battleground, with the 2020 presidential election looming and the potential to reshape the 
Supreme Court's abortion-related jurisprudence.
Extracted Atomic Content Units:

Output
(1) It highlights the recent wave of restrictive abortion laws passed in several Republican-controlled states.
(2) The bills ban abortions after as early as 6-8 weeks, with limited exceptions.
(3) The bills are seen as part of a broader effort to overturn or erode legal abortion rights in the United States.
(4) These measures have sparked outcry from pro-choice advocates.
(5) Pro-choice advocates argue they infringe on women's rights.
(6) Pro-choice advocates argue they could push women towards dangerous, illegal abortions.
(7) The issue has become a political battleground.
(8) The issue has become a political battleground with the 2020 presidential election looming.
(9) The issue has the potential to reshape the Supreme Court's abortion-related jurisprudence.

Figure 2: Example prompt for splitting and rephrasing summary sentences (top) and summary sentences after
splitting and rephrasing (bottom).

12



sentences of the document. Since LLMs are less943

prone to factual errors (Goyal et al., 2022; Zhang944

et al., 2024), the chunk size W is tuned to maximize945

the proportion of summary sentences whose orig-946

inating documents are identified by the Roberta-947

large is the highest. We tune the chunk size W948

based on the average proportions of summary sen-949

tences generated by GPT-3.5 and Llama2-7b on all950

datasets. The results are shown in Tab. 7. We can951

observe that when the chunk size is 100, the pro-952

portion of summary sentences whose originating953

documents are identified by the Roberta-large is954

the highest. The result is consistent with the finds955

of Honovich et al. (2022). Therefore, we set the956

chunk size W as 100.957

A.3 Datasets958

In this section, we describe the reason for choos-959

ing these datasets and how we preprocess these960

datasets.961

Amazon (Ni et al., 2019) consists of reviews with962

labels of their ratings of different products. We963

filter out reviews that are non-English or without964

ratings. The input document set of this dataset con-965

tains 8 reviews of the same product. We obtain the966

social attribute of each review based on its rating967

provided in the dataset. The social attribute of a968

review will be positive if its rating is 4 or 5, neutral969

if its rating is 3, and negative if its rating is 1 or 2.970

Article Bias (Bražinskas et al., 2019) consists971

of news with labels of their political ideologies.972

We run the clustering algorithm on this news to973

generate a cluster of news about the same event974

following Liu et al. (2022). We then divide these975

clusters into input document sets of 4 to 8 news of976

the same event. For each news, we also perform977

truncation from the beginning to fit the context978

length restriction of Llama2. Compared with the979

NeuS dataset (Lee et al., 2022) used by Lei et al.980

(2024), the input document sets of the Article Bias981

dataset contain more input document per set and the982

distribution of social attributes in input documents983

are more diverse.984

News Stance consists of news with labels of their985

stances toward claims, such as ‘Meteorite strike986

in Nicaragua puzzles experts’. The dataset com-987

bines news from three news stance datasets (Fer-988

reira and Vlachos, 2016; Pomerleau and Rao, 2017;989

Hanselowski et al., 2019). For each claim, we only990

keep news whose stances are directly supporting991

or against the claim. We also filter out duplicated 992

news or news longer than 600 words or shorter than 993

75 words. Each input document set contains 4 to 8 994

news supporting or against the same claim. 995

MITweet (Liu et al., 2023) consists of tweets 996

with labels of political ideologies on different facets 997

about different topics. We cluster tweets about the 998

same topic based on their TFIDF similarity into 999

clusters. We then divide these clusters into input 1000

document sets of 20 tweets about the same topic. 1001

The social attribute of a tweet will be left if it is left 1002

on most facets, right if it is right on most facets, oth- 1003

erwise neutral. Compared with the Election dataset 1004

(Shandilya et al., 2018), the MITweet dataset con- 1005

tains tweets about more diverse topics other than 1006

election, such as ‘Abortion’ and ‘Energy Crisis’. 1007

Compared with the MOS dataset (Bilal et al., 2022) 1008

used by Huang et al. (2024), the MITweet dataset 1009

covers more diverse topics and has the ground-truth 1010

label of social attribute value. 1011

Tweet Stance (Mohammad et al., 2016) consists 1012

of tweets with labels of stance toward a short phrase 1013

such as Climate Change or Hillary Clinton. We 1014

cluster tweets about the same short phrase based 1015

on their TFIDF similarity into clusters. We then 1016

divide these clusters into input document sets of 20 1017

tweets about the same short phrase. 1018

A.4 Human Evaluation 1019

For each sample of an input document set and its 1020

corresponding summary, annotators are asked to 1021

identify all unique negative and positive opinions in 1022

the input document set. They then evaluate whether 1023

the summary reflects these opinions and classify 1024

the summary as leaning negative, fair, or leaning 1025

positive. To simplify the annotation, we provide 1026

annotators with unique opinions extracted by GPT- 1027

3.5. The interface for human evaluation is shown 1028

in Fig. 3. A sample will be annotated as leaning 1029

negative if more annotators annotate it as leaning 1030

negative, leaning positive if more annotators an- 1031

notate it as leaning positive, otherwise fair. For 1032

a sample leaning negative or positive, we say the 1033

human perception of fairness aligns more with a 1034

fairness measure if the overrepresented sentiment 1035

identified by the measure is the same as the senti- 1036

ment that the sample leans toward. For a sample 1037

annotated as fair, we say the human perception of 1038

fairness aligns more with a fairness measure if its 1039

normalized absolute value is closer to zero. 1040
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Amazon MITweet Article Bias SemEval News Stance
GPT-3.5 -0.025 -0.137 0.042 0.097 0.046
Llama2-70b 0.015 -0.091 0.172 0.078 -0.011
Mixtral-8x7b -0.006 -0.085 0.320 -0.072 0.083
Gemma -0.005 -0.103 0.141 0.171 0.046
Claude3-haiku -0.066 -0.026 0.071 -0.006 0.063

Table 8: Spearman correlation between Equal Coverage
and Proportional Representation. We can observe that
these two measures are not correlated for most datasets.

A.5 Summarization Prompts1041

We prompt these LLMs to generate summaries1042

for the input document sets of different datasets.1043

For the SemEval and News Stance datasets, the1044

prompts additionally request that the summaries1045

focus on the social attributes’ target since the in-1046

put documents of these datasets contain unrelated1047

information. We use the default generation hyper-1048

parameters for all LLMs. We show the summariza-1049

tion prompts for the Amazon data in Fig. 4 and the1050

News Stance dataset in Fig. 5.1051

A.6 Fair Summarization Prompts1052

To test LLM perception of fairness, we prompt1053

these LLMs to generate summaries that fairly rep-1054

resent documents with different social attribute val-1055

ues. However, it does not provide any other details1056

about fairness, allowing the LLM to decide. The1057

prompt also includes the social attribute value for1058

each document. All other details of the prompt are1059

the same as App. A.5. We show the summarization1060

prompts requiring fairness for the Amazon data in1061

Fig. 6 and the News Stance dataset in Fig. 7.1062

A.7 Correlation between Equal Coverage and1063

Proportional Representation1064

To compare Equal Coverage and Proportional Rep-1065

resentation, we report the Spearman correlation be-1066

tween these two measures. Specifically, we report1067

the Spearman correlation between Equal Coverage1068

value EC(D,S) and Proportional Representation1069

based on BARTScore of each summary generated1070

by different LLMs. The results are in Tab. 8. We1071

can observe that these two measures are not corre-1072

lated for most datasets.1073
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Below is a list of product reviews:

1.This is a card reader that does everything I needed it to . My adapters for the micro SD cards were defective 
so I have no complaints only praise . It reads any Compact Flash , Memory Stick , SD , and XD cards . Well that 
is all I wanted to say except this is a great product overall , and thank you .

2.The pins in the CF slot are very flimsy and get bent out of alignment easily , making it impossible to insert 
the card ( until you perform delicate surgery on the pins with small tweezers ) . Do not buy this product if you 
will ever use the CompactFlash slot . It will just lead to frustration .

3.So far I only use this for SM and SD cards , but it installed ( USB ) quickly , easily and reads the cards I need 
read .

4.Initially it worked great but after the 5th time it stopped working . It also helped fry my SD-card will all my 
pictures and video clips . Not happy at all with this product .

5.Reads 64 cards is quite deceiving . It only reads four types of cards made by 64 different manufacturers . 
Also , the connector port is difficult to plug in .

6.good product , reads quite fast. only issue is that the card reader does not have a satisfying ' click ' when 
the card is inserted. you kinda have to stick the card in the slot and hope it is lodged properly .

7.I can get it to read SD cards , but I bought it to read my CF 's and it won 't read a single one . My experience 
is in line with others . Go check out similar reviews on newegg.com.

8.The card reader comes in retail packaging and totally lacks instructions on how best to put 68 types of cards 
into 4 slots . It did read an SD card successfully . The micro usb plug on the usb cord broke after 1 use .

Please write a single summary around 50 words for all the above reviews.

Figure 4: Summarization prompt for the Amazon Dataset.

Below is a list of documents that support or against a claim, "Led Zeppelinâ��s Robert Plant ripped up a $924 million reunion 
contract":

1.Robert Plant’s publicist has described as “rubbish” a Daily Mirror report that he rejected a £500m Led Zeppelin reunion. 
The paper claims Jimmy Page and John Paul Jones had both signed on for the tour deal, bankrolled by Richard Branson, 
which would have featured John Bonham’s son Jason on drums. Branson had proposed 35 concerts spanning just three 
cities, according to the Mirror. The band would fly from London to Berlin to New Jersey in a specially outfitted jet: Branson
wanted to recreate The Starship, from Led Zep’s heyday, selling tickets for the plane’s back rows at £100,000 per seat. 
“Branson tried to pull out all of the stops,” claimed the Mirror’s source, who claimed it was enough to convince Page, 
Jones, and Bonham to reprise their 2007 Celebration Day show, and that the band was even considering a further 45-
night tour across five more venues.

…

4.You can purchase a lot of things for $800 million. Ten Matthew McConaughey’s, eighty-billion pieces of penny candy, 
my dignity. But the one thing it can’t buy: a Led Zeppelin reunion. Also, a cure for AIDS, probably, but also the Led 
Zeppelin thing. Jimmy Page and John Paul Jones agreed to a “35 dates in three cities” tour, but Robert Plant was having 
none of it, and like a poorly written character in an Aaron Sorkin script, he literally ripped up a contract. [Plant] and the
other living founding members of legendary hard-rock band Led Zeppelin were about to ink an $800 million contract 
with Virgin Atlantic billionaire Richard Branson to play a reunion tour, but the iconic band’s singer ripped the contract to 
shreds in the final moments, a report said. 

Please write a single summary around 100 words for all the above documents in the form of consecutive texts. The 
summary should focus on information that supports or against the claim, "Led Zeppelinâ��s Robert Plant ripped up a $924 
million reunion contract" . Do not specify the source of information in the summary. Do not write it as bullet points.

Figure 5: Summarization prompt for the News Stance Dataset.
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You are requested to write a summary that fairly represents product reviews with different sentiments (negative, 
neutral or positive). Below is a list of product reviews and their sentiments (in bracket):
1. (positive) Comfortable . Love the casual look . Highly recommend these for people with feet issues / medical 
problems . I can only wear skechers .
2. (positive) Live in Southern Arizona where a lot of us have tile floors . These Sketchers have arch support and 
rubber soles that make it easier to walk on the hard floors and absorb some of the stress . Also notice I seem to be 
walking straighter .
3. (neutral) Fits small but too late now. they look nice and hopefully I can break them in . Wish they had half sizes
4. (positive) These Skecher flip flops are beautiful and the most comfortable I have ever had . There is actual arch 
support . I will buy more ! !
5. (negative) I don 't like the three bands across the top . I much prefer the single wider band for better comfort and 
fit .
6. (neutral) I wouldn 't order from this website again . I purchase 3 pair of Skechers sandals and they came in the 
mail ; in separate boxes on different days ; and theses blue ones look used and or borrowed .
7. (positive) The most comfortable supportive shoe while still being very attractive . I will buy these in the future if 
Skechers will produce them .
8. (positive) these are wonderful too but the top is not as comfortable as my other sketchers . I am in the process of 
breaking them in. the foot bed is wonderful like all sketchers . Spongy and forms to my foot .
Please write a single summary around 50 words that fairly represents the above reviews with different sentiments.

Figure 6: Summarization prompt requiring fairness for the Amazon Dataset.

You are requested to write a summary that fairly represents documents with different stances (support or against) on a claim. Below is a 
list of documents that support or against the claim, "Led Zeppelinâ��s Robert Plant ripped up a $924 million reunion contract", and their 
stances (in bracket):

1. (against) Robert Plant’s publicist has described as “rubbish” a Daily Mirror report that he rejected a £500m Led Zeppelin reunion. The 
paper claims Jimmy Page and John Paul Jones had both signed on for the tour deal, bankrolled by Richard Branson, which would have 
featured John Bonham’s son Jason on drums. Branson had proposed 35 concerts spanning just three cities, according to the Mirror. The 
band would fly from London to Berlin to New Jersey in a specially outfitted jet: Branson wanted to recreate The Starship, from Led Zep’s 
heyday, selling tickets for the plane’s back rows at £100,000 per seat. “Branson tried to pull out all of the stops,” claimed the Mirror’s 
source, who claimed it was enough to convince Page, Jones, and Bonham to reprise their 2007 Celebration Day show, and that the band 
was even considering a further 45-night tour across five more venues. “But even [Branson’s] money was not enough to get Plant to sign 
up,” the source said. “[He] asked for 48 hours to think about it,” then ripped up the contract in front of a group of promoters. “His mind is 
made up and that’s that.”

…

4. (support) You can purchase a lot of things for $800 million. Ten Matthew McConaughey’s, eighty-billion pieces of penny candy, my 
dignity. But the one thing it can’t buy: a Led Zeppelin reunion. Also, a cure for AIDS, probably, but also the Led Zeppelin thing. Jimmy 
Page and John Paul Jones agreed to a “35 dates in three cities” tour, but Robert Plant was having none of it, and like a poorly written 
character in an Aaron Sorkin script, he literally ripped up a contract. [Plant] and the other living founding members of legendary hard-
rock band Led Zeppelin were about to ink an $800 million contract with Virgin Atlantic billionaire Richard Branson to play a reunion tour, 
but the iconic band’s singer ripped the contract to shreds in the final moments, a report said. Branson was left stunned when the 66-
year-old Plant tore the agreement to pieces right in front of the concert promoters, the newspaper said. “There was an enormous sense 
of shock,” a source told the Mirror. “He said no and ripped up the paperwork he had been given.” (Via)

Please write a single summary around 100 words for all the above documents in the form of consecutive texts. The summary should focus 
on information that supports or against the claim, "Led Zeppelinâ��s Robert Plant ripped up a $924 million reunion contract" . Do not 
specify the source of information in the summary. Do not write it as bullet points. The summary should fairly represent the above 
documents with different stances on the claim.

Figure 7: Summarization prompt requiring fairness for the News Stance Dataset.
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