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Abstract

Although Large Language Models (LLMs)001
have shown strong performance in Multi-hop002
Question Answering (MHQA) tasks, their real003
reasoning ability remains exploration. Current004
LLM QA evaluation benchmarks have shown005
limitations, including 1) data contamination,006
the evaluation data are potentially exposed to007
LLMs during the pretraining stage; and 2) igno-008
ration of the reasoning chain evaluation. Thus009
we introduce an LLM MHQA evaluation bench-010
mark, the first QA benchmark based on the new,011
unprecedented knowledge by editing the off-012
the-shelf HotpotQA dataset; Besides, we also013
annotate and evaluate the reasoning chain in014
the form of sub-questions and intermediate an-015
swers corresponding to the multi-hop questions.016
Specifically, based on the observation, 1) LLMs017
show a performance gap between the original018
HotpotQA and our edited data, deeming that019
current MHQA benchmarks have the potential020
risk of data contamination that hard to evaluate021
LLMs’ performance objectively and scientif-022
ically; 2) LLMs only get a small percentage023
of the right reasoning chain, e.g. GPT-4 only024
gets 36.3% right reasoning chain. We believe025
this new Multi-hop QA evaluation benchmark026
and novel evaluation methods will facilitate the027
development of trustworthy LLM evaluation on028
the MHQA task.029

1 Introduction030

Recent advancements in large language models031

(LLMs) (Zhao et al., 2023) have dramatically trans-032

formed the landscape of natural language pro-033

cessing(NLP), showcasing remarkable capabilities034

across a spectrum of tasks such as natural lan-035

guage understanding (Bai et al., 2023; Hendrycks036

et al., 2020; Zhong et al., 2023a) and question037

answering (QA) (Wang et al., 2023; Chen et al.,038

2023; Zhang et al., 2023; Zhuang et al., 2023).039

Notably, Retrieval-Augmented Generation (RAG)040

could help LLM integrate external data retrieval041

into the generative process, thereby enhancing the042

Figure 1: The differences between our benchmark(top)
and previous benchmark(bottom). Our benchmark elim-
inates the risk of data contamination and evaluates the
LLMs’ reasoning chain.

model’s ability to provide accurate and relevant 043

responses (Gao et al., 2023b). 044

Multi-step reasoning, which necessitates intri- 045

cate step-by-step reasoning across multiple texts, 046

highlights the sophisticated inferential abilities of 047

LLM RAG systems and the importance of the rea- 048

soning chain. For instance, in Figure 2, the left 049

part of the figure is an example from HotpotQA 050

dataset(Yang et al., 2018) that QA systems are re- 051

quired to extract evidence from multiple paragraphs 052

and reasoning the final answer. To answer the ques- 053

tion "The Oberoi family is part of a hotel company 054

that has a head office in what city?", LLMs are re- 055

quired to answer the first sub-question "The Oberoi 056

family is part of what hotel company?" by extract- 057

ing the first evidence "Oberoi Group" and then an- 058

swering the second sub-question "The head office 059

of Oberoi Group is based in what city?" through 060

retrieving the second evidence "Delhi" and finally 061

reach the correct final answer. 062

Although traditional MHQA datasets e.g. Hot- 063

potQA (Yang et al., 2018) and 2WikiMulti- 064

hopQA(Ho et al., 2020) could be applied to evalu- 065

ate the multi-step reasoning ability of LLM RAG 066
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systems, the bottom of Figure 1 shows the draw-067

backs of traditional MHQA benchmarks: 1) retriev-068

ing evidence is not sufficient for us to interpret the069

reasoning ability of LLMs. It is unclear whether070

the LLMs have performed the desired reasoning071

chain to reach the correct answer. 2) traditional072

MHQA benchmarks such as HotpotQA, 2Wiki-073

MultihopQA, and MuSiQue (Trivedi et al., 2022)074

collected and annotated passages from Wikipedia,075

facing the challenge of data contamination with076

LLMs’ pretraining corpus.077

To address these issues, we propose MRKE078

(Multi-hop Reasoning chain Evaluation by079

Knowledge Editing), a novel benchmark designed080

for a more complete evaluation of LLM reasoning081

ability based on multi-hop QA tasks. The top of082

Figure 1 contrasts our MRKE with the HotpotQA083

dataset, which eliminates the data contamination084

risk and evaluates LLMs’ reasoning ability by in-085

cluding reasoning chain evaluation as well as final086

answer evaluation. We also propose a new evalu-087

ation metric in a fair setting that jointly considers088

intermediate answers equally important to the final089

answer.090

To our knowledge, we are the first to introduce091

the multifaceted performance of LLMs on both092

the original HotpotQA and MRKE and evaluate093

the performance gap between original data and re-094

annotated data. We show that GPT-4 gets 69.3095

EM and 82.2 F1 scores on the original HotpotQA096

dataset respectively but only gets 53.2 EM and 67.7097

F1 scores on MRKE. Moreover, we jointly evaluate098

the intermediate reasoning chain performance of099

LLMs. GPT-4 gets 0.7 joint F1 RC and 1.5 joint100

EM RC scores respectively, indicating that LLMs’101

reasoning ability remains to be improved. LLMs al-102

though show strong performance on QA tasks, they103

usually bypass the right reasoning chain. Mean-104

while, we reveal that LLMs also get an inflated105

performance due to the low proportion of right rea-106

soning chains especially GPT-4 only gets 36.3%107

right reasoning chains among the whole dataset.108

Finally, we find that, combining the sub-question109

into a prompt as the reasoning chain is a more effi-110

cient approach for improving model performance,111

highlighting its significance as a future research112

direction for improving LLMs’ reasoning ability.113

The original HotpotQA data and MRKE are114

currently available at https://anonymous.4open.115

science/r/LLM_multihop_eval-055C.116

2 Related Work 117

RAG improves LLM’s response (Borgeaud et al., 118

2021) and also mitigates the occurrence of halluci- 119

nations, thereby enhancing the models’ credibility 120

(Gao et al., 2023a). As demonstrated by Khattab 121

et al. (2021), designs a RAG system for multi-hop 122

question answering and claim verification tasks. 123

These tasks require the extraction of evidence from 124

two or more documents to produce a correct answer. 125

Tang and Yang (2024) proposes a Multihop-RAG 126

benchmark, which consists of a large collection 127

of multi-hop queries, ground-truth answers, and 128

the corresponding supporting evidence. Multihop- 129

RAG requires LLM to reason and answer multi-hop 130

queries given the evidence. 131

Multi-hop QA requires more than one reason- 132

ing step in multiple paragraphs to answer a ques- 133

tion (Dua et al., 2019; Yang et al., 2018; Ho et al., 134

2020; Trivedi et al., 2022). Notably, Tang et al. 135

(2021) introduced a human-validated sub-question 136

dataset derived from the HotpotQA corpus (Yang 137

et al., 2018), undertaking a detailed investigation 138

into models’ capabilities to reason through sub- 139

questions. Their findings revealed that notable mod- 140

els like DFGN (Xiao et al., 2019), DecompRC (Min 141

et al., 2019), and CogQA (Ding et al., 2019) ex- 142

hibit deficiencies in resolving sub-questions, even 143

though they may successfully address the overarch- 144

ing multi-hop question. 145

The traditional MHQA datasets face the chal- 146

lenge of data contamination that hard to objec- 147

tively and truthfully evaluate the reasoning ability 148

of LLMs. Data contamination, i.e., the presence of 149

test data from downstream tasks in the training data 150

of large language models (LLMs), is a major issue 151

in measuring LLMs’ real performance on other 152

tasks. A handful of recent studies have provided 153

several strategies, methods, and benchmarks for 154

detecting contamination without needing to access 155

pre-training data (Shi et al., 2023; Roberts et al., 156

2023; Golchin and Surdeanu, 2023). However, 157

these data contamination detection benchmarks are 158

required to dynamically update with the develop- 159

ment of LLMs and the expansion of pertaining data. 160

Dynamical maintenance is time-consuming and ef- 161

fortless, while our proposed benchmark MRKE, 162

based on the knowledge edition, is fixed and main- 163

tains the cleanness of the test data. 164

The knowledge edition methods focus on edit- 165

ing the input knowledge e.g. prompt, data (Zheng 166

et al., 2023). COUNTERFACT (Meng et al., 2022) 167
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Figure 2: Example of the annotation on raw context, multi-hop questions, sub-questions, and intermediate answers.
The words in red in the right part of the figure are the replacement results and the passage is the new, unprecedented
knowledge that has never appeared before.

is a dataset specifically designed for editing a vari-168

ety of counterfactual knowledge. The target of the169

dataset is to assess whether the model can provide170

counterfactual answers when asked about the cor-171

responding factual knowledge. MQUAKE (Zhong172

et al., 2023b) particularly focuses on evaluating173

whether edited models can answer multi-hop ques-174

tions where the answer should change necessar-175

ily. Gu et al. (2023) proposed a programmable176

knowledge editing MHQA benchmark with decom-177

posed knowledge-augmented multihop questions,178

to check the conflict signal via comparing with179

edited facts.180

3 Proposed Benchmark and Evaluation181

method182

In this section, we describe our data statistics, and183

process for annotating passages, multi-hop ques-184

tions, sub-questions, intermediate answers, final185

answers, and evaluation methods for MRKE.186

3.1 Data Construction187

We randomly collect 300 data from the HotpotQA188

dataset (Yang et al., 2018) where the passages are189

from Wikipedia 1. Then, inspired by recent studies190

on LLM’s ability to aid human annotation (Bartolo191

1https://www.wikipedia.org/

et al., 2021; Törnberg, 2023). we design a frame- 192

work to efficiently replace the named entities, noun 193

phrases, and synonyms and then do the back trans- 194

lation by introducing LLM and human evaluation. 195

After getting the paraphrased passages, we again 196

generate multi-step complex reasoning questions 197

by incorporating LLMs and human feedback. After 198

obtaining the passages, questions, sub-questions, 199

intermediate answers, and final answers, we ask hu- 200

man experts to do the data review and refinement. 201

As shown in Figure 3, the framework has two 202

main steps: 1) passage rewriting followed by hu- 203

man evaluation and feedback to enhance them 204

based on guidelines (No grammar issues and not in 205

the real world); 2) Multihop Question Generation. 206

Understanding and answering multi-hop ques- 207

tions following the right reasoning chain to offer a 208

trustworthy reasoning process is a key part of the 209

QA evaluation task. Figure 2 shows an example 210

of original data and annotated new, unprecedented 211

data. Given a raw context and corresponding multi- 212

hop question, we first do the named entity, noun 213

phrase, and synonym replacement. Then we trans- 214

late the replaced text into Chinese and finally back 215

translation into English. The words in red of the fig- 216

ure are the replaced named entities, noun phrases, 217

and synonyms. Given the new context, we also 218

generate a new multi-hop question to fit the new 219
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Figure 3: The framework of our LLM automatic data annotation. From left to right, we first ask LLM as a passage
rewriter to do the replacement and paraphrasing. Then we do the human review to check the grammar issue and
whether the knowledge has appeared or not. Finally, we send the reviewed high-quality data to GPT-4 to generate
QA pairs.

context. In the real world, "Lionel Messi" is a foot-220

ball player who was born in "1987" and has also221

been the "captain of the Argentina team". Such222

knowledge is published in the real world before223

January 2022 and ChatGPT and other LLMs are224

prone to be exposed to the knowledge.225

We also manually decompose the newly gen-226

erated multi-hop question into several single-hop227

questions. E.g. in the right part of the figure 2 are228

the re-annotated context, newly generated multi-229

hop question, decomposed sub-questions, and in-230

termediate answers. The newly generated multi-231

hop question is "Who was the coach of the Brazil232

team that was born in 1997?" and it is a two-hop233

question. The decomposed sub-questions are "Who234

was the coach of the Brazil national team?" and235

"Which Brazil coach was born in 1997? ". To an-236

swer the multi-hop question correctly, LLMs are237

required to not only give the right final answer238

but also give the right intermediate answers to the239

related sub-questions. Otherwise, LLMs are fol-240

lowing a wrong reasoning chain. we asked the two241

questions mentioned before on the ChatGPT and242

the figure is shown in Appendix A which also of-243

fers evidence that LLMs sometimes get answers244

relying on memory rather than reasoning.245

Passage Rewriting Inspired by MQuAKE246

(Zhong et al., 2023b), which edits the reasoning247

chain by editing one or a few facts in a reasoning248

chain. we use LLM (i.e., GPT-3.5, GPT-4) as the249

passage rewritter, which largely reduces the cost250

of data annotations. Specifically, we design an 251

instructional prompt containing requirements for 252

replacing named entities, noun phrases, synonyms, 253

and back translation. 254

However, it is difficult for LLM to continuously 255

output high-quality annotation results. After auto- 256

matic passage rewriting, we do the human evalua- 257

tion and feedback. 258

Human Evaluation and Feedback To make the 259

rewritten passages clean and new, after LLM auto- 260

matic annotation, we designed 2 rules as evaluation 261

guidelines: 1) No grammar issues, make sure the 262

annotated passage is right and can be understood by 263

LLM; 2) The annotated passages haven’t appeared 264

on the Internet or other data source before. 265

The first rule is relatively easy and we ask En- 266

glish major students to do the check. While the 267

second rule is hard, we randomly select and search 268

the re-annotated passages on the Internet especially 269

in Wikipedia to make sure they haven’t appeared 270

before. 271

Question Generation We leverage GPT-4 to au- 272

tomatically generate questions given a rewritten 273

passage, because (1) this provides us with more 274

diverse information of good quality; (2) it is chal- 275

lenging to manually write question templates for 276

all the different types. We prompt GPT-4 to gen- 277

erate three questions (2, 3, 4-hop questions) and 278

examples of generated multi-hop questions in table 279

2. Finally, our MRKE contains 900 data, 300 2-hop 280

QA pairs, 300 3-hop QA pairs, and 300 4-hop QA 281
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Property Value

Total Data 900
Unique Passages 300
2 hop Questions 300
3 hop Questions 300
4 hop Questions 300
Sentences per data (Avg/Median) 38.42
Inter-annotator Agreement 94%

Table 1: The statistics of MRKE.

pairs respectively. The prompts of passage rewrit-282

ing and question generation are shown in Appendix283

B.284

3.2 Human Agreement on MRKE285

We sample 300 instances randomly from MRKE286

(100 for 2-hop, 100 for 3-hop, and 100 for 4-hop)287

and assign each instance to two paper authors (as288

expert human annotators). We ask them to select289

the annotated data that badly follows the given290

guidelines. The experts first checked the grammar291

issues of the annotated questions, sub-questions,292

sub-answers, and answers. Then search the knowl-293

edge of the annotated passages on the Internet to294

see whether they have appeared or not. The agree-295

ment rate between expert annotators on the sam-296

pled MRKE set is 94%. The human agreement297

rates are 96%, 92%, and 95% on the 2-hop, 3-hop,298

and 4-hop datasets respectively. This suggests that299

MRKE instances reflect a good data quality on300

annotation guideline following and achieve high301

human agreement among expert annotators.302

3.3 Dataset Analysis and Statistics303

Followed by benchmarks such as HotpotQA (Yang304

et al., 2018), 2WikiMulthopQA (Ho et al., 2020),305

we propose a taxonomy on fine-grained question306

types and examples commonly used in multi-hop307

QA illustrated in table 2.308

3.4 Multi-hop QA Evaluation309

The task of multi-hop QA evaluation is referred310

to as finding answers for complex questions that311

require reasoning multiple times from given pas-312

sages.313

We employ three representative QA evalua-314

tion methods to assess the correctness of LLM-315

generated MHQA responses: sub-question answer-316

ing evaluation, reasoning chain evaluation, and the317

joint performance of sub-qa and MHQA.318

Sub-Question Answering Evaluation This part 319

is the basis of the whole experiment and all eval- 320

uation results. Following reading comprehension 321

(Rajpurkar et al., 2016), evaluation is conducted 322

through lexical matching using two widely used 323

metrics to assess the performance of models. In 324

this section, we employ F1 and EM scores to eval- 325

uate the answers to sub-questions, similar to the 326

single-hop QA task. 327

Reasoning chain evaluation To interpret the 328

behavior of existing LLMs on each hop of the rea- 329

soning process required for multi-hop questions 330

and to determine their reasoning ability to answer 331

simple questions. We followed the experiment set- 332

ting proposed by Tang et al. (2021). For example, 333

in the 2-hop dataset, we have 300 2-hop questions, 334

each 2-hop question has 2 sub-questions, 2 inter- 335

mediate answers, and a final answer. In order to 336

understand whether LLMs can correct answers by 337

following the right reasoning chain, we calculate 338

the proportion of right and wrong reasoning chains 339

to compare LLMs’ reasoning performance. 340

Each question or sub-question has two results, 341

correct or wrong, thus an N-hop question with 342

its N sub-questions has 2(N+1) different reason- 343

ing chains. Due to the space limitation, we mea- 344

sure and collect correctness statistics for the 2-hop 345

question dataset, qsub1, qsub2, and q, and show the 346

percentage of 8 reasoning chains given by LLMs. 347

The joint performance of Sub-QA and Multi- 348

hop QA The previous MHQA benchmarks were 349

traditionally evaluated on the EM or F1 score on 350

the final answer (Rajpurkar et al., 2016; Yang et al., 351

2018; Ho et al., 2020), which is partially correct. 352

The previous MHQA systems and LLMs are treated 353

as a black box and we can not figure out how 354

they find the final answer. Hence, the final an- 355

swer evaluation shows limitations as it does not 356

consider whether previous MHQA systems could 357

answer sub-questions correctly or not. To under- 358

stand the impact of sub-qa on MHQA, we intro- 359

duce a joint performance that combines the evalu- 360

ation of Sub-QA performance and MHQA perfor- 361

mance. For example, for a N-hop question and its N 362

sub-questions, given their precisions and recalls on 363

the MHQA (P (MHQA), R(MHQA)) and the Sub-QA 364

(P (sub_qa1), R(sub_qa1)), ... (P (sub_qaN ), R(sub_qaN )), 365

respectively, we calculate joint performance as: 366

P (joint) = P (MHQA)P (sub_qa1)...P (sub_qaN ), 367

R(joint) = R(MHQA)R(sub_qa1)...R(sub_qaN ), 368

5



Question Type Hop Multi-hop Question

Bridge
2 hop When was the actor who played Helen in FBC series The Murder born?
3 hop Who were the learners of the people that was the principal violist in the Fioba

Symphony Band and instructed music to Michard Rokney?
4 hop Which is later, the birthday of Zephyr Bolt-Anderson or the time that 2060 Kingdom

of Azkaban ATP Conqueror occurred in Gleeful Peak, Atlantis?

Comparison
2 hop Where is the Blue Falls Empire located and what products are it responsible for

importing?
3 hop Which is later, the opening time of Gold or the opening time of the Mad Book in

2006?
4 hop Was the release of the movie Ocean Secrets before or after Echoes of Tomorrow &

Victoria Wright?

Table 2: Examples of MRKE with different question types and question hops. We emphasize keywords for their
respective categories.

Joint F1 RC = − log
2P (joint)R(joint)

P (joint) +R(joint) .369

where the Joint F1 RC means the joint F1 perfor-370

mance of the reasoning chain.371

Given their EM scores on the MHQA372

(EM (MHQA)) and the Sub-QA EM (sub_qa1)), ...373

EM (sub_qaN ).374

Joint EM RC = − log
2EM (MHQA), ...EM (sub_qaN )

EM (MHQA)+, ...EM (sub_qaN )
.375

where the Joint EM RC means the joint EM per-376

formance of the reasoning chain.377

4 Experiments378

We conduct comprehensive experiments and evalu-379

ate different LLMs on MRKE to answer the follow-380

ing questions: 1) Do LLMs show a performance381

gap between the original HotpotQA dataset and382

our MRKE? 2) When separating the memory of383

LLMs, how do LLMs show their reasoning ability?384

3) How do sub-questions affect the performance of385

LLMs? (4) How do LLMs perform on reasoning386

chain evaluation?387

4.1 Experiment Setup388

Datasets We evaluate LLMs on the selected 300389

original HotpotQA data and our 900 MRKE dataset390

(divided into 2-hop, 3-hop and 4-hop subsets). We391

employ the proprietary LLMs in our experiments392

and to enhance reproducibility, we set the tempera-393

ture to 0 for proprietary models.394

Baselines We adopt the GPT-4 (Achiam et al., 395

2023), GPT-3.5 (Ouyang et al., 2022), text-davinci- 396

003, Bing Chat and GEMINI-pro (Team et al., 397

2023). To decouple LLMs’ internal knowledge and 398

reasoning ability and let LLMs retrieve answers 399

from the given passage as much as possible, we de- 400

sign a prompt that requires LLMs to only retrieve 401

answers based on the given context. The prompt of 402

QA is also shown in Appendix B. 403

4.2 Analysis 404

Reasoning VS Memorization The results of the 405

comparison between the original data and our 406

MRKE can be found in Table 3. LLMs show a 407

performance gap between the original HotpotQA 408

dataset and MRKE. E.g. GPT-4 achieves 69.3 EM 409

and 82.2 F1 scores respectively. While for the 410

MRKE 2-hop dataset, GPT-4 only gets 53.2 EM 411

sand 67.7 F1 scores. For 3-hop and 4-hop datasets, 412

GPT-4 even performs worse, with only 41.6 EM, 413

61.5 F1 scores, and 37.9 EM, 48.7 F1 scores re- 414

spectively. Since our MRKE is new, unprecedented 415

knowledge, it illustrates the LLMs’ reasoning abil- 416

ity objectively. 417

In light of the results, we can find that LLMs 418

achieve an inflated high performance on Wikipedia 419

passages of the MHQA dataset possibly because of 420

the data contamination that leads to utilizing LLMs’ 421

memory ability rather than reasoning ability. 422

Joint Performance The joint F1 RC and joint 423

EM RC scores in table 3 are the whole reasoning 424

chain evaluation results. We found that with the in- 425

creases in the reasoning chain, the performances of 426

LLMs dropped swiftly. E.g., the Bing Chat could 427

get comparable performance with GPT-4 (0.7 joint 428

F1) on answering 2 hop questions, and get a 0.9 429
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Original 2 hop 3 hop 4 hop
EM F1 EM F1 Joint F1 RC Joint EM RC EM F1 Joint F1 RC Joint EM RC EM F1 Joint F1 RC Joint EM RC

GPT-4 69.3 82.2 53.2 67.7 0.7 1.5 41.6 61.5 1.1 1.6 37.9 48.7 2.3 4.2
GPT 3.5 60.1 70.4 40.4 56.9 1.7 2.4 32.9 48.3 2.7 3.2 31.2 41.7 3.6 5.8

GEMINI-pro 62.4 71.5 35.0 65.1 2.1 3.9 21.3 39.3 4.6 8.70 14.1 31.0 5.4 9.5
text-davinci-003 53.1 64.1 32.3 53.2 2.4 2.9 22.3 45.8 3.9 5.2 20.1 42.3 5.5 7.4

Bing Chat 68.7 79.0 41.7 66.8 0.9 1.9 33.6 54.3 4.2 8.4 29.6 48.5 4.7 8.9

Table 3: EM and F1 score of LLM models on HotpotQA original data and our new annotated data. Our dataset is
divided into 3 parts, 2-hop, 3-hop, and 4-hop.

GPT-4 GPT-3.5 GEMINI-pro text-davince-003 Bing Chat
0

10

20

30

40

50

60

70

80

EM

 2 hop
 3 hop
 4 hop

Figure 4: The performance change of EM score when
answering 2 hop questions to 4 hop questions.

joint F1 score. However, in the 3-hop question,430

the joint F1 RC and joint EM RC scores of Bing431

Chat are 4.2 and 8.4. In the 4-hop dataset, Bing432

Chat gets 4.7 joint F1 RC and 8.9 joint EM RC433

scores respectively. Since the joint performance is434

a negative log, the larger scores mean the worse435

performance on the reasoning chain. We can con-436

clude that LLMs’ reasoning ability decreases with437

the increases in reasoning chain length.438

2 hop 3 hop 4 hop
EM F1 EM F1 EM F1

GPT-4 43.7 65.4 41.6 61.5 37.9 48.7
GPT-3.5 34.3 51.3 32.9 48.3 31.2 41.7

GEMINI-pro 25.7 55.9 21.3 39.3 14.1 31
text-davinci-003 23.7 48.9 22.3 45.8 20.1 42.3

Bing Chat 37.3 62.8 33.6 54.3 29.6 48.5

Table 4: In the ablation study of the MHQA task, we
remove the sub-question information from the prompt
and only ask LLMs to get the final answer.

439

Sub QA evaluation Figures 4 and 5 show the440

performance of LLMs on the different hops of ques-441

tions. According to the observation of the three442

figures, we find that with the hop increases, the443

complexity of multi-hop questions also increases,444

leading the LLMs’ performance decrease.445

Figure 6 shows that LLMs also suffer the error446

propagation. When wrongly answering the previ- 447

ous sub-question, the latter one will also be influ- 448

enced. Consequently, the performance of Sub_Q2 449

is worse than that of Sub_Q1. Tables 7 and 8 also 450

illustrate the sub-qa performance of LLMs on the 451

3-hop and 4-hop datasets in appendix C. 452

Reasoning Chain Evaluation In this part, due 453

to the limitation of space, we calculate the propor- 454

tion of the reasoning chain on the 2-hop dataset 455

and present the table. We follow the setting of 456

Tang et al. (2021) on calculating the percentage 457

of right or wrong answers and record the results. 458

Table 5 shows the reasoning chain evaluation re- 459

sults. The green row shows the percentage of ex- 460

amples whose multi-hop questions can be correctly 461

answered from the right reasoning chain. The 462

red rows show the percentage of examples whose 463

multi-hop questions can be correctly answered but 464

through a wrong reasoning chain. Among these 465

examples, we notice that there is a low percentage 466

of the LLMs successfully getting the correct final 467

answer based on the right reasoning chain. There 468

is also a large proportion of wrong final answers as 469

shown in rows 2,4,6 and 8. We take the results of 470

GPT-3.5 as an example, the right reasoning chain 471

only accounts for 13.3% although it shows a rela- 472

tively high QA performance in previous tables. The 473

percentage of wrong reasoning chain of GPT-3.5 is 474

17.7% (sum of the three red rows). However, total 475

failure cases account for 69% (sum of rows 2, 4, 6, 476

and 8) which is substantial for the whole dataset. 477

We conclude that LLMs only get a small pro- 478

portion of the right reasoning chain and their high 479

performance is relatively inflated due to the consid- 480

erable proportion of wrong reasoning chain. 481

4.3 Ablation Study 482

To evaluate the impact of sub-questions for LLMs, 483

we conduct an ablation study testing the perfor- 484

mance of answering the final answer and remov- 485

ing the sub-questions from prompts. The results, 486

shown in Table 4, indicate that when directly ask- 487

ing LLM a multi-hop question and corresponding 488
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qsub1 qsub2 q GPT-4 GPT-3.5 GEMINI-pro text-davinci-003 Bing Chat
c c c 36.3 13.3 15.0 17.3 28.3
c c w 12.3 9.3 9.0 10.7 7.7
c w c 2.0 6.7 5.3 7.7 6.0
c w w 25.3 24.3 14.7 25.0 16.3
w c c 5.7 3.7 5.3 6.7 2.3
w c w 3.7 3.7 5.3 3.7 3.0
w w c 0.3 7.3 13.3 8.7 5. 0
w w w 14.3 31.7 32.3 30.3 31.3

Table 5: Categorical EM statistics (%) of sub-question evaluation for the five LLMs on our 2-hop dataset. Under the
first three columns, c stands for correct and w stands for wrong. For example, the third row shows the percentage of
questions where models correctly answer both 2-hop questions and the first sub-question but wrongly answer the
second sub-question.

GPT-4 GPT-3.5 GEMINI-pro text-davince-003 Bing Chat
0

20

40

60

80

100

F1

 2 hop
 3 hop
 4 hop

Figure 5: The performance change of F1 score when
answering 2 hop questions to 4 hop questions.

passage, the performance is much lower than that489

of adding sub-questions to require LLMs reason-490

ing step-by-step. For example, computed from491

table 3 and 4 the performance of GPT-4 on the492

2-hop dataset decreased the F1 score and EM by493

2.3 and 9.5 respectively. The results show the sub-494

questions could help LLMs improve the perfor-495

mance of final QA.496

5 Conclusion497

In this work, we present a benchmark that assesses498

the reasoning ability of LLMs via multi-hop QA499

and Sub QA. Although LLMs performed relatively500

well on QA tasks, the performance dropped on501

multi-hop questions that were based on new, unseen502

knowledge. In addition, their high performances503

are inflated, and benefit from the high proportion504

of wrong reasoning chains. We also propose a new505

evaluation method that jointly measures the whole506

reasoning chain rather than the only final answer507

and finds that LLMs’ reasoning chain ability re-508

mains improved. We hope our work can facilitate509

GPT-4 GPT-3.5 GEMINI-pro text-davince-003 Bing Chat
0

20

40

60

80

100
 Sub_1 EM  Sub_2 EM
 Sub_1 F1  Sub_2 F1

Figure 6: The performance change of F1 score and EM
scores when answering 2 sub-questions on the 2-hop
dataset.

future research on developing faithful knowledge 510

editing methods. 511

6 Limitations 512

The limitations of our work are as follows. 1) We 513

only select and evaluate a small number of LLMs, 514

The reasoning chain and data contamination risk 515

evaluation on other LLMs remains less explored. 516

We leave the evaluation on other models as future 517

work. 2) We only use the EM and F1 scores as 518

the metrics, but such metrics did not consider the 519

variant or abbreviation of the answers, sometimes 520

correct answers are recognized as wrong, which 521

remains explored in the future. 3) The multi-hop qa 522

pair, sub-qa pairs, and related passages in MRKE 523

are automatically generated by GPT-4, rather than 524

being crafted by humans. Although we manually 525

reviewed the 300 data, it is hard to make sure the 526

data quality of other data. 527
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A Example Appendix 705

We test the two questions on ChatGPT, one is the 706

original question for the raw context and the other 707

is the new question for the re-annotated context. 708

We found that when we input the original ques- 709

tion, ChatGPT could give the right answer without 710

any background information but failed with the 711

new question, demonstrating that ChatGPT gives 712

answer based on memory, rather than reasoning 713

ability. 714

B Prompts 715

When evaluating large language models, prompting 716

is a brittle process wherein small modifications to 717

the prompt can cause large variations in the model 718

predictions, and therefore significant effort should 719

be dedicated to designing a painstakingly crafted 720

perfect prompt for the given task (Arora et al., 2022; 721

Diao et al., 2023). In this study, We investigate the 722

performance of zero-shot on our benchmark. To 723

eliminate the randomness, we manually select one 724

demonstration for each task, ensuring that all tasks 725

are covered. 726

We give our designed input examples for three 727

different tasks to help readers understand our im- 728

plementation, as shown in Table 6, respectively. 729

730

C Sub-QA evaluation 731

As the quantitative complementary of Sub-QA eval- 732

uation, we here list the results of LLMs’ perfor- 733

mance on 3-hop and 4-hop datasets. The LLMs’ 734

reasoning performance dropped dramatically, e.g. 735

in table 7, GPT-4 achieves 70.9 EM and 80.8 F1 736

scores on sub-question1 but only gets 59.7 EM, 737

74.9 F1, and 58.1 EM, 68.8 F1 scores on sub- 738

question2 and sub-question3 respectively. In ta- 739

ble 8, we further find that when answering 4 hop 740

questions, the results show a cliff-like descent from 741
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Figure 7: Example answers generated from ChatGPT
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Prompts of NER, Noun Phrase and Adjective replacement

Prompt Now you are a passage annotator, you need to recognize all the named entities, noun phrases, and adjectives from
the given [CONTEXT], then translate the passage into Chinese and translate to English. Please output the response in
JSON format {Passage: String}
[CONTEXT] The given context.

Prompts of Question Generation

Example One-shot example with multihop QA pairs, Sub-QA pairs, and passage.
Prompt Now you are a multihop question generation machine, given an example of 2 hop question and its sub-questions,
sub-answers, and final answer is [2 hop question],[Sub-Questions],[Sub-Answers] and [Final Answer], you need to
generate a new 2 hop multihop question same with the given example and its sub-questions, sub-answers and final answer
from the given [Context]. Please follow the sentence structure of give examples and output the response in JSON format
{2 hop question: String, sub-questions: List, sub-answers:List, final answer:String}:
[2 hop question] The given example of 2 hop question.
[Sub-Questions] The given example of sub-questions.
[Sub-Answers] The given example of sub-answers.
[Final Answer] The given example of final answer.
[CONTEXT] The given passage

Prompts of QA

Prompt You are a QA test machine, you need to answer the [Question] from given the [Context], and you only need
to come out with the correct answer without other words. Let’s think step by step, and please output the answer to the
[Question] in the format of: {Final Answer: String}.
[QUESTION] The given question.
[CONTEXT] The given passage.

Table 6: The prompt template of passage rewriting and question generation. [WORDS] denotes the information
we should give.

sub-question2 to sub-question3, especially GPT-742

3.5 gets 46.9 F1 in sub-question2 but drop to 36.3743

F1 score in sub-question3.744
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3 hop
Sub_Q1 EM Sub_Q1 F1 Sub_2 EM Sub_Q2 F1 Sub_Q3 EM Sub_Q3 F1

GPT-4 70.9 80.8 59.7 74.9 58.1 68.8
GPT-3.5 43.0 56.4 38.6 49.3 29 40.6

GEMINI-pro 5.8 33.8 4.4 30.8 4.1 31.5
text-davinci-003 23.3 42.4 20.5 33.7 19.5 29.6

Bing Chat 7.2 34.0 5.8 31.5 3.1 32.3

Table 7: The LLM evaluation on MRKE 3 hop dataset. We here measure the sub-qa task and compare the
performance between each hop.

4 hop
Sub_Q1 EM Sub_Q1 F1 Sub_Q2 EM Sub_Q2 F1 Sub_Q3 EM Sub_Q3 F1 Sub_Q4 EM Sub_Q4 F1

GPT-4 60.9 66.7 56.4 62.6 28.4 58.7 23.1 56.3
GPT-3.5 40.7 46.9 30.1 36.3 20.2 47.2 14.7 44.8

GEMINI-pro 14.9 39.2 10.4 38.3 9.1 34.9 7.2 29.5
text-davinci-003 19.8 39.2 19.2 30.7 18.8 28.6 18.5 27.8

Bing Chat 20.8 39.4 16.9 37.1 6.2 35.8 5.5 35.1

Table 8: The LLM performance on MRKE 4 hop dataset. We here measure the sub-qa task and compare the
performance between each hop.
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