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Abstract

Although Large Language Models (LLMs)
have shown strong performance in Multi-hop
Question Answering (MHQA) tasks, their real
reasoning ability remains exploration. Current
LLM QA evaluation benchmarks have shown
limitations, including 1) data contamination,
the evaluation data are potentially exposed to
LLMs during the pretraining stage; and 2) igno-
ration of the reasoning chain evaluation. Thus
we introduce an LLM MHQA evaluation bench-
mark, the first QA benchmark based on the new,
unprecedented knowledge by editing the off-
the-shelf HotpotQA dataset; Besides, we also
annotate and evaluate the reasoning chain in
the form of sub-questions and intermediate an-
swers corresponding to the multi-hop questions.
Specifically, based on the observation, 1) LLMs
show a performance gap between the original
HotpotQA and our edited data, deeming that
current MHQA benchmarks have the potential
risk of data contamination that hard to evaluate
LLMs’ performance objectively and scientif-
ically; 2) LLMs only get a small percentage
of the right reasoning chain, e.g. GPT-4 only
gets 36.3% right reasoning chain. We believe
this new Multi-hop QA evaluation benchmark
and novel evaluation methods will facilitate the
development of trustworthy LLM evaluation on
the MHQA task.

1 Introduction

Recent advancements in large language models
(LLMs) (Zhao et al., 2023) have dramatically trans-
formed the landscape of natural language pro-
cessing(NLP), showcasing remarkable capabilities
across a spectrum of tasks such as natural lan-
guage understanding (Bai et al., 2023; Hendrycks
et al., 2020; Zhong et al., 2023a) and question
answering (QA) (Wang et al., 2023; Chen et al.,
2023; Zhang et al., 2023; Zhuang et al., 2023).
Notably, Retrieval-Augmented Generation (RAG)
could help LLM integrate external data retrieval
into the generative process, thereby enhancing the
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Figure 1: The differences between our benchmark(top)
and previous benchmark(bottom). Our benchmark elim-
inates the risk of data contamination and evaluates the
LLMs’ reasoning chain.

model’s ability to provide accurate and relevant
responses (Gao et al., 2023b).

Multi-step reasoning, which necessitates intri-
cate step-by-step reasoning across multiple texts,
highlights the sophisticated inferential abilities of
LLM RAG systems and the importance of the rea-
soning chain. For instance, in Figure 2, the left
part of the figure is an example from HotpotQA
dataset(Yang et al., 2018) that QA systems are re-
quired to extract evidence from multiple paragraphs
and reasoning the final answer. To answer the ques-
tion "The Oberoi family is part of a hotel company
that has a head office in what city?", LLMs are re-
quired to answer the first sub-question "The Oberoi
Sfamily is part of what hotel company?" by extract-
ing the first evidence "Oberoi Group" and then an-
swering the second sub-question "The head office
of Oberoi Group is based in what city?" through
retrieving the second evidence "Delhi” and finally
reach the correct final answer.

Although traditional MHQA datasets e.g. Hot-
potQA (Yang et al., 2018) and 2WikiMulti-
hopQA(Ho et al., 2020) could be applied to evalu-
ate the multi-step reasoning ability of LLM RAG



systems, the bottom of Figure 1 shows the draw-
backs of traditional MHQA benchmarks: 1) retriev-
ing evidence is not sufficient for us to interpret the
reasoning ability of LLMs. It is unclear whether
the LLMs have performed the desired reasoning
chain to reach the correct answer. 2) traditional
MHQA benchmarks such as HotpotQA, 2Wiki-
MultihopQA, and MuSiQue (Trivedi et al., 2022)
collected and annotated passages from Wikipedia,
facing the challenge of data contamination with
LLMs’ pretraining corpus.

To address these issues, we propose MRKE
(Multi-hop Reasoning chain Evaluation by
Knowledge Editing), a novel benchmark designed
for a more complete evaluation of LLM reasoning
ability based on multi-hop QA tasks. The top of
Figure 1 contrasts our MRKE with the HotpotQA
dataset, which eliminates the data contamination
risk and evaluates LLMs’ reasoning ability by in-
cluding reasoning chain evaluation as well as final
answer evaluation. We also propose a new evalu-
ation metric in a fair setting that jointly considers
intermediate answers equally important to the final
answer.

To our knowledge, we are the first to introduce
the multifaceted performance of LLMs on both
the original HotpotQA and MRKE and evaluate
the performance gap between original data and re-
annotated data. We show that GPT-4 gets 69.3
EM and 82.2 F; scores on the original HotpotQA
dataset respectively but only gets 53.2 EM and 67.7
F; scores on MRKE. Moreover, we jointly evaluate
the intermediate reasoning chain performance of
LLMs. GPT-4 gets 0.7 joint F; RC and 1.5 joint
EM RC scores respectively, indicating that LLMs’
reasoning ability remains to be improved. LLMs al-
though show strong performance on QA tasks, they
usually bypass the right reasoning chain. Mean-
while, we reveal that LLMs also get an inflated
performance due to the low proportion of right rea-
soning chains especially GPT-4 only gets 36.3%
right reasoning chains among the whole dataset.
Finally, we find that, combining the sub-question
into a prompt as the reasoning chain is a more effi-
cient approach for improving model performance,
highlighting its significance as a future research
direction for improving LLMs’ reasoning ability.

The original HotpotQA data and MRKE are
currently available at https: //anonymous. 4open.
science/r/LLM_multihop_eval-055cC.

2 Related Work

RAG improves LLLM’s response (Borgeaud et al.,
2021) and also mitigates the occurrence of halluci-
nations, thereby enhancing the models’ credibility
(Gao et al., 2023a). As demonstrated by Khattab
et al. (2021), designs a RAG system for multi-hop
question answering and claim verification tasks.
These tasks require the extraction of evidence from
two or more documents to produce a correct answer.
Tang and Yang (2024) proposes a Multihop-RAG
benchmark, which consists of a large collection
of multi-hop queries, ground-truth answers, and
the corresponding supporting evidence. Multihop-
RAG requires LLM to reason and answer multi-hop
queries given the evidence.

Multi-hop QA requires more than one reason-
ing step in multiple paragraphs to answer a ques-
tion (Dua et al., 2019; Yang et al., 2018; Ho et al.,
2020; Trivedi et al., 2022). Notably, Tang et al.
(2021) introduced a human-validated sub-question
dataset derived from the HotpotQA corpus (Yang
et al., 2018), undertaking a detailed investigation
into models’ capabilities to reason through sub-
questions. Their findings revealed that notable mod-
els like DFGN (Xiao et al., 2019), DecompRC (Min
et al., 2019), and CogQA (Ding et al., 2019) ex-
hibit deficiencies in resolving sub-questions, even
though they may successfully address the overarch-
ing multi-hop question.

The traditional MHQA datasets face the chal-
lenge of data contamination that hard to objec-
tively and truthfully evaluate the reasoning ability
of LLMs. Data contamination, i.e., the presence of
test data from downstream tasks in the training data
of large language models (LLMs), is a major issue
in measuring LLMs’ real performance on other
tasks. A handful of recent studies have provided
several strategies, methods, and benchmarks for
detecting contamination without needing to access
pre-training data (Shi et al., 2023; Roberts et al.,
2023; Golchin and Surdeanu, 2023). However,
these data contamination detection benchmarks are
required to dynamically update with the develop-
ment of LLMs and the expansion of pertaining data.
Dynamical maintenance is time-consuming and ef-
fortless, while our proposed benchmark MRKE,
based on the knowledge edition, is fixed and main-
tains the cleanness of the test data.

The knowledge edition methods focus on edit-
ing the input knowledge e.g. prompt, data (Zheng
et al., 2023). COUNTERFACT (Meng et al., 2022)
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Multihop Question:

‘Who was the captain of Argentine team that was born in
19872

Raw Context

I
: Lionel Andrés Messi (born 24 June 1987) also known as
: Leo Messi, is an Argentine professional footballer

1 who plays as a forward for and captains both Major Lea
: gue Soccer club Inter Miami and the Argentina national
| team.

I

Sub Question 1:

‘Who was the captain of Argentine?
Answer: Lionel Messi, Maradona ...

Sub Question 2:

Which captain of Argentine was born in 1987?
Answer: Lionel Messi

Final Answer:

Lionel Messi

Multihop Question:

‘Who was coach of the Brazil national team that was born in
1997?

Replaced & Paraphrased Context

Alice Brown (born12 April 1997), also known as Brown is a
Brazil vocational basketballer whose position was point
guard and coaches both Houston Rockets and the Brazil
national team.

Sub Question 1:

‘Who was the coach of Brazil national team?
Answer: Alice Bron

Sub Question 2:

Which Brazil coach was born in 1997?
Answer: Alice Brown

Final Answer:

Figure 2: Example of the annotation on raw context, multi-hop questions, sub-questions, and intermediate answers.
The words in red in the right part of the figure are the replacement results and the passage is the new, unprecedented

knowledge that has never appeared before.

is a dataset specifically designed for editing a vari-
ety of counterfactual knowledge. The target of the
dataset is to assess whether the model can provide
counterfactual answers when asked about the cor-
responding factual knowledge. MQUAKE (Zhong
et al., 2023b) particularly focuses on evaluating
whether edited models can answer multi-hop ques-
tions where the answer should change necessar-
ily. Gu et al. (2023) proposed a programmable
knowledge editing MHQA benchmark with decom-
posed knowledge-augmented multihop questions,
to check the conflict signal via comparing with
edited facts.

3 Proposed Benchmark and Evaluation
method

In this section, we describe our data statistics, and
process for annotating passages, multi-hop ques-
tions, sub-questions, intermediate answers, final
answers, and evaluation methods for MRKE.

3.1 Data Construction

We randomly collect 300 data from the HotpotQA
dataset (Yang et al., 2018) where the passages are
from Wikipedia !. Then, inspired by recent studies
on LLM’s ability to aid human annotation (Bartolo

"https://www.wikipedia.org/

et al., 2021; Tornberg, 2023). we design a frame-
work to efficiently replace the named entities, noun
phrases, and synonyms and then do the back trans-
lation by introducing LLLM and human evaluation.
After getting the paraphrased passages, we again
generate multi-step complex reasoning questions
by incorporating LLMs and human feedback. After
obtaining the passages, questions, sub-questions,
intermediate answers, and final answers, we ask hu-
man experts to do the data review and refinement.

As shown in Figure 3, the framework has two
main steps: 1) passage rewriting followed by hu-
man evaluation and feedback to enhance them
based on guidelines (No grammar issues and not in
the real world); 2) Multihop Question Generation.

Understanding and answering multi-hop ques-
tions following the right reasoning chain to offer a
trustworthy reasoning process is a key part of the
QA evaluation task. Figure 2 shows an example
of original data and annotated new, unprecedented
data. Given a raw context and corresponding multi-
hop question, we first do the named entity, noun
phrase, and synonym replacement. Then we trans-
late the replaced text into Chinese and finally back
translation into English. The words in red of the fig-
ure are the replaced named entities, noun phrases,
and synonyms. Given the new context, we also
generate a new multi-hop question to fit the new



The Framework of Automatic LLM annotation and human evaluation
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Who designed for White House that won Master of
Architecture Award? Answer: Alice
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Figure 3: The framework of our LLM automatic data annotation. From left to right, we first ask LLM as a passage
rewriter to do the replacement and paraphrasing. Then we do the human review to check the grammar issue and
whether the knowledge has appeared or not. Finally, we send the reviewed high-quality data to GPT-4 to generate

QA pairs.

context. In the real world, "Lionel Messi" is a foot-
ball player who was born in "/987" and has also
been the "captain of the Argentina team". Such
knowledge is published in the real world before
January 2022 and ChatGPT and other LLMs are
prone to be exposed to the knowledge.

We also manually decompose the newly gen-
erated multi-hop question into several single-hop
questions. E.g. in the right part of the figure 2 are
the re-annotated context, newly generated multi-
hop question, decomposed sub-questions, and in-
termediate answers. The newly generated multi-
hop question is "Who was the coach of the Brazil
team that was born in 1997?" and it is a two-hop
question. The decomposed sub-questions are "Who
was the coach of the Brazil national team?" and
"Which Brazil coach was born in 1997? ". To an-
swer the multi-hop question correctly, LLMs are
required to not only give the right final answer
but also give the right intermediate answers to the
related sub-questions. Otherwise, LLMs are fol-
lowing a wrong reasoning chain. we asked the two
questions mentioned before on the ChatGPT and
the figure is shown in Appendix A which also of-
fers evidence that LLMs sometimes get answers
relying on memory rather than reasoning.

Passage Rewriting Inspired by MQuAKE
(Zhong et al., 2023b), which edits the reasoning
chain by editing one or a few facts in a reasoning
chain. we use LLM (i.e., GPT-3.5, GPT-4) as the
passage rewritter, which largely reduces the cost

of data annotations. Specifically, we design an
instructional prompt containing requirements for
replacing named entities, noun phrases, synonyms,
and back translation.

However, it is difficult for LLM to continuously
output high-quality annotation results. After auto-
matic passage rewriting, we do the human evalua-
tion and feedback.

Human Evaluation and Feedback To make the
rewritten passages clean and new, after LLM auto-
matic annotation, we designed 2 rules as evaluation
guidelines: 1) No grammar issues, make sure the
annotated passage is right and can be understood by
LLM; 2) The annotated passages haven’t appeared
on the Internet or other data source before.

The first rule is relatively easy and we ask En-
glish major students to do the check. While the
second rule is hard, we randomly select and search
the re-annotated passages on the Internet especially
in Wikipedia to make sure they haven’t appeared
before.

Question Generation We leverage GPT-4 to au-
tomatically generate questions given a rewritten
passage, because (1) this provides us with more
diverse information of good quality; (2) it is chal-
lenging to manually write question templates for
all the different types. We prompt GPT-4 to gen-
erate three questions (2, 3, 4-hop questions) and
examples of generated multi-hop questions in table
2. Finally, our MRKE contains 900 data, 300 2-hop
QA pairs, 300 3-hop QA pairs, and 300 4-hop QA



Property Value
Total Data 900
Unique Passages 300
2 hop Questions 300
3 hop Questions 300
4 hop Questions 300
Sentences per data (Avg/Median) 38.42
Inter-annotator Agreement 94%

Table 1: The statistics of MRKE.

pairs respectively. The prompts of passage rewrit-
ing and question generation are shown in Appendix
B.

3.2 Human Agreement on MRKE

We sample 300 instances randomly from MRKE
(100 for 2-hop, 100 for 3-hop, and 100 for 4-hop)
and assign each instance to two paper authors (as
expert human annotators). We ask them to select
the annotated data that badly follows the given
guidelines. The experts first checked the grammar
issues of the annotated questions, sub-questions,
sub-answers, and answers. Then search the knowl-
edge of the annotated passages on the Internet to
see whether they have appeared or not. The agree-
ment rate between expert annotators on the sam-
pled MRKE set is 94%. The human agreement
rates are 96%, 92%, and 95% on the 2-hop, 3-hop,
and 4-hop datasets respectively. This suggests that
MRKE instances reflect a good data quality on
annotation guideline following and achieve high
human agreement among expert annotators.

3.3 Dataset Analysis and Statistics

Followed by benchmarks such as HotpotQA (Yang
et al., 2018), 2WikiMulthopQA (Ho et al., 2020),
we propose a taxonomy on fine-grained question
types and examples commonly used in multi-hop
QA illustrated in table 2.

3.4 Multi-hop QA Evaluation

The task of multi-hop QA evaluation is referred
to as finding answers for complex questions that
require reasoning multiple times from given pas-
sages.

We employ three representative QA evalua-
tion methods to assess the correctness of LLM-
generated MHQA responses: sub-question answer-
ing evaluation, reasoning chain evaluation, and the
joint performance of sub-qa and MHQA.

Sub-Question Answering Evaluation This part
is the basis of the whole experiment and all eval-
uation results. Following reading comprehension
(Rajpurkar et al., 2016), evaluation is conducted
through lexical matching using two widely used
metrics to assess the performance of models. In
this section, we employ F; and EM scores to eval-
uate the answers to sub-questions, similar to the
single-hop QA task.

Reasoning chain evaluation To interpret the
behavior of existing LLLMs on each hop of the rea-
soning process required for multi-hop questions
and to determine their reasoning ability to answer
simple questions. We followed the experiment set-
ting proposed by Tang et al. (2021). For example,
in the 2-hop dataset, we have 300 2-hop questions,
each 2-hop question has 2 sub-questions, 2 inter-
mediate answers, and a final answer. In order to
understand whether LLMs can correct answers by
following the right reasoning chain, we calculate
the proportion of right and wrong reasoning chains
to compare LLMs’ reasoning performance.

Each question or sub-question has two results,
correct or wrong, thus an N-hop question with
its N sub-questions has 2(N*+1) different reason-
ing chains. Due to the space limitation, we mea-
sure and collect correctness statistics for the 2-hop
question dataset, gsyp1, Gsub2, and g, and show the
percentage of 8 reasoning chains given by LL.Ms.

The joint performance of Sub-QA and Multi-
hop QA The previous MHQA benchmarks were
traditionally evaluated on the EM or F; score on
the final answer (Rajpurkar et al., 2016; Yang et al.,
2018; Ho et al., 2020), which is partially correct.
The previous MHQA systems and LLMs are treated
as a black box and we can not figure out how
they find the final answer. Hence, the final an-
swer evaluation shows limitations as it does not
consider whether previous MHQA systems could
answer sub-questions correctly or not. To under-
stand the impact of sub-qa on MHQA, we intro-
duce a joint performance that combines the evalu-
ation of Sub-QA performance and MHQA perfor-
mance. For example, for a N-hop question and its N
sub-questions, given their precisions and recalls on
the MHQA (PMHQA)  RIMHQA)) and the Sub-QA
(P(sub_qal)7 R(sub_qal))’ (P(sub_an)’ R(sub_an))’

respectively, we calculate joint performance as:

joi MHQA) p(sub_gat sub_ga’y
ploin) _ p(MHQA) p(sub_ga’)  p(sub_ga )7

R(joint) — R(MHQA) R(sub_qal)m R(sub_an )



Question Type  Hop Multi-hop Question
2 hop When was the actor who played Helen in FBC series The Murder born?
Bridge 3 hop Who were the learners of the people that was the principal violist in the Fioba
Symphony Band and instructed music to Michard Rokney?
4hop  Which is later, the birthday of Zephyr Bolt-Anderson or the time that 2060 Kingdom
of Azkaban ATP Conqueror occurred in Gleeful Peak, Atlantis?
2 hop Where is the Blue Falls Empire located and what products are it responsible for
Comparison importing?
3 hop Which is later, the opening time of Gold or the opening time of the Mad Book in
20067
4hop  Was the release of the movie Ocean Secrets before or after Echoes of Tomorrow &

Victoria Wright?

Table 2: Examples of MRKE with different question types and question hops. We emphasize keywords for their

respective categories.

) 2 P(joint) R(joint)
Joint F; RC' = —log Do) 1 R0
where the Joint F; RC means the joint F; perfor-
mance of the reasoning chain.

Given their EM scores on the MHQA
(EMMHQA)) and the Sub-QA EM(ub_aah)y
EM(Sub—an).

Joint EM RC = — log

2EMMHQA) | o f(sub_ga™)

where the Joint EM RC means the joint EM per-
formance of the reasoning chain.

4 Experiments

We conduct comprehensive experiments and evalu-
ate different LLMs on MRKE to answer the follow-
ing questions: 1) Do LLMs show a performance
gap between the original HotpotQA dataset and
our MRKE? 2) When separating the memory of
LLMs, how do LLMs show their reasoning ability?
3) How do sub-questions affect the performance of
LLMs? (4) How do LLMs perform on reasoning
chain evaluation?

4.1 Experiment Setup

Datasets We evaluate LL.Ms on the selected 300
original HotpotQA data and our 900 MRKE dataset
(divided into 2-hop, 3-hop and 4-hop subsets). We
employ the proprietary LLMs in our experiments
and to enhance reproducibility, we set the tempera-
ture to O for proprietary models.

EM(MHQA)+, mEM(sub_an

Baselines We adopt the GPT-4 (Achiam et al.,
2023), GPT-3.5 (Ouyang et al., 2022), text-davinci-
003, Bing Chat and GEMINI-pro (Team et al.,
2023). To decouple LLMs’ internal knowledge and
reasoning ability and let LLMs retrieve answers
from the given passage as much as possible, we de-
sign a prompt that requires LLMs to only retrieve
answers based on the given context. The prompt of
QA is also shown in Appendix B.

4.2 Analysis

Reasoning VS Memorization The results of the

) -comparison between the original data and our

MRKE can be found in Table 3. LLMs show a
performance gap between the original HotpotQA
dataset and MRKE. E.g. GPT-4 achieves 69.3 EM
and 82.2 F; scores respectively. While for the
MRKE 2-hop dataset, GPT-4 only gets 53.2 EM
sand 67.7 F; scores. For 3-hop and 4-hop datasets,
GPT-4 even performs worse, with only 41.6 EM,
61.5 F; scores, and 37.9 EM, 48.7 F; scores re-
spectively. Since our MRKE is new, unprecedented
knowledge, it illustrates the LLMs’ reasoning abil-
ity objectively.

In light of the results, we can find that LLMs
achieve an inflated high performance on Wikipedia
passages of the MHQA dataset possibly because of
the data contamination that leads to utilizing LLMs’
memory ability rather than reasoning ability.

Joint Performance The joint F; RC' and joint
EM RC scores in table 3 are the whole reasoning
chain evaluation results. We found that with the in-
creases in the reasoning chain, the performances of
LLMs dropped swiftly. E.g., the Bing Chat could
get comparable performance with GPT-4 (0.7 joint
F1) on answering 2 hop questions, and get a 0.9



Original 2 hop 3 hop 4 hop
EM F; EM F; JointF; RC JointEM RC EM F; JointFy RC JointEM RC EM F; JointF; RC Joint EM RC
GPT-4 69.3 822 532 677 0.7 1.5 41.6 615 1.1 1.6 379 487 23 4.2
GPT 3.5 60.1 704 404 569 1.7 2.4 329 483 2.7 32 31.2 417 3.6 5.8
GEMINI-pro 624 71.5 350 65.1 2.1 39 21.3 393 4.6 8.70 14.1 31.0 54 9.5
text-davinci-003 53.1 64.1 323 532 24 2.9 223 458 39 52 20.1 423 5.5 7.4
Bing Chat 68.7 79.0 41.7 66.8 0.9 1.9 33.6 543 42 8.4 29.6 485 4.7 8.9

Table 3: EM and F; score of LLM models on HotpotQA original data and our new annotated data. Our dataset is

divided into 3 parts, 2-hop, 3-hop, and 4-hop.

80

2 hop
70 [ 3 hop! |
I 4 hop
60
s0 -]
=40 H
30 H
20 H
10 H
GPT-4 GPT-3.5 GEMINI-pro text-davince-003 Bing Chat

Figure 4: The performance change of EM score when
answering 2 hop questions to 4 hop questions.

joint F; score. However, in the 3-hop question,
the joint F; RC' and joint EM RC scores of Bing
Chat are 4.2 and 8.4. In the 4-hop dataset, Bing
Chat gets 4.7 joint F; RC and 8.9 joint EM RC
scores respectively. Since the joint performance is
a negative log, the larger scores mean the worse
performance on the reasoning chain. We can con-
clude that LLMs’ reasoning ability decreases with
the increases in reasoning chain length.

2 hop 3 hop 4 hop
EM F, EM F EM F
GPT-4 437 654 416 615 379 487
GPT-3.5 343 513 329 483 312 417
GEMINI-pro 257 559 213 393 141 31
text-davinci-003  23.7 489 223 458 20.1 423
Bing Chat 373 628 33.6 543 29.6 485

Table 4: In the ablation study of the MHQA task, we
remove the sub-question information from the prompt
and only ask LLMs to get the final answer.

Sub QA evaluation Figures 4 and 5 show the
performance of LLMs on the different hops of ques-
tions. According to the observation of the three
figures, we find that with the hop increases, the
complexity of multi-hop questions also increases,
leading the LLMs’ performance decrease.

Figure 6 shows that LLMs also suffer the error

propagation. When wrongly answering the previ-
ous sub-question, the latter one will also be influ-
enced. Consequently, the performance of Sub_Q2
is worse than that of Sub_Q1. Tables 7 and 8 also
illustrate the sub-qga performance of LLMs on the
3-hop and 4-hop datasets in appendix C.
Reasoning Chain Evaluation In this part, due
to the limitation of space, we calculate the propor-
tion of the reasoning chain on the 2-hop dataset
and present the table. We follow the setting of
Tang et al. (2021) on calculating the percentage
of right or wrong answers and record the results.
Table 5 shows the reasoning chain evaluation re-
sults. The green row shows the percentage of ex-
amples whose multi-hop questions can be correctly
answered from the right reasoning chain. The
red rows show the percentage of examples whose
multi-hop questions can be correctly answered but
through a wrong reasoning chain. Among these
examples, we notice that there is a low percentage
of the LL.Ms successfully getting the correct final
answer based on the right reasoning chain. There
is also a large proportion of wrong final answers as
shown in rows 2,4,6 and 8. We take the results of
GPT-3.5 as an example, the right reasoning chain
only accounts for 13.3% although it shows a rela-
tively high QA performance in previous tables. The
percentage of wrong reasoning chain of GPT-3.5 is
17.7% (sum of the three red rows). However, total
failure cases account for 69% (sum of rows 2, 4, 6,
and 8) which is substantial for the whole dataset.
We conclude that LLMs only get a small pro-
portion of the right reasoning chain and their high
performance is relatively inflated due to the consid-
erable proportion of wrong reasoning chain.

4.3 Ablation Study

To evaluate the impact of sub-questions for LLMs,
we conduct an ablation study testing the perfor-
mance of answering the final answer and remov-
ing the sub-questions from prompts. The results,
shown in Table 4, indicate that when directly ask-
ing LLM a multi-hop question and corresponding



Qsubl Gsup2 q | GPT-4 GPT-3.5 GEMINI-pro  text-davinci-003  Bing Chat
c c c 36.3 13.3 15.0 17.3 28.3
C c W 12.3 9.3 9.0 10.7 7.7
C W C 2.0 6.7 5.3 7.7 6.0
C W W 25.3 24.3 14.7 25.0 16.3
w c c 5.7 3.7 5.3 6.7 2.3
w c W 3.7 3.7 5.3 3.7 3.0
W W C 0.3 7.3 13.3 8.7 5.0
w wwW 14.3 31.7 32.3 30.3 31.3

Table 5: Categorical EM statistics (%) of sub-question evaluation for the five LLMs on our 2-hop dataset. Under the
first three columns, ¢ stands for correct and w stands for wrong. For example, the third row shows the percentage of
questions where models correctly answer both 2-hop questions and the first sub-question but wrongly answer the

second sub-question.

100
[ 2 hop
[ 3 hop
80 I 4 hop) |

GPT-4 GPT-35

GEMINI-pro text-davince-003 Bing Chat

Figure 5: The performance change of F; score when
answering 2 hop questions to 4 hop questions.

passage, the performance is much lower than that
of adding sub-questions to require LLMs reason-
ing step-by-step. For example, computed from
table 3 and 4 the performance of GPT-4 on the
2-hop dataset decreased the F; score and EM by
2.3 and 9.5 respectively. The results show the sub-
questions could help LLMs improve the perfor-
mance of final QA.

5 Conclusion

In this work, we present a benchmark that assesses
the reasoning ability of LLMs via multi-hop QA
and Sub QA. Although LLMs performed relatively
well on QA tasks, the performance dropped on
multi-hop questions that were based on new, unseen
knowledge. In addition, their high performances
are inflated, and benefit from the high proportion
of wrong reasoning chains. We also propose a new
evaluation method that jointly measures the whole
reasoning chain rather than the only final answer
and finds that LLMs’ reasoning chain ability re-
mains improved. We hope our work can facilitate

100

] Sub_1 EM [ Sub_2 EM|
I sub_1 F1 [ Sub_2 F1

GPT-4 GPT-3.5

GEMINI-pro text-davince-003 Bing Chat

Figure 6: The performance change of F; score and EM
scores when answering 2 sub-questions on the 2-hop
dataset.

future research on developing faithful knowledge
editing methods.

6 Limitations

The limitations of our work are as follows. 1) We
only select and evaluate a small number of LLMs,
The reasoning chain and data contamination risk
evaluation on other LLMs remains less explored.
We leave the evaluation on other models as future
work. 2) We only use the EM and F1 scores as
the metrics, but such metrics did not consider the
variant or abbreviation of the answers, sometimes
correct answers are recognized as wrong, which
remains explored in the future. 3) The multi-hop qa
pair, sub-qa pairs, and related passages in MRKE
are automatically generated by GPT-4, rather than
being crafted by humans. Although we manually
reviewed the 300 data, it is hard to make sure the
data quality of other data.
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A Example Appendix

We test the two questions on ChatGPT, one is the
original question for the raw context and the other
is the new question for the re-annotated context.
We found that when we input the original ques-
tion, ChatGPT could give the right answer without
any background information but failed with the
new question, demonstrating that ChatGPT gives
answer based on memory, rather than reasoning
ability.

B Prompts

When evaluating large language models, prompting
is a brittle process wherein small modifications to
the prompt can cause large variations in the model
predictions, and therefore significant effort should
be dedicated to designing a painstakingly crafted
perfect prompt for the given task (Arora et al., 2022;
Diao et al., 2023). In this study, We investigate the
performance of zero-shot on our benchmark. To
eliminate the randomness, we manually select one
demonstration for each task, ensuring that all tasks
are covered.

We give our designed input examples for three
different tasks to help readers understand our im-
plementation, as shown in Table 6, respectively.

C Sub-QA evaluation

As the quantitative complementary of Sub-QA eval-
uation, we here list the results of LLMs’ perfor-
mance on 3-hop and 4-hop datasets. The LLMs’
reasoning performance dropped dramatically, e.g.
in table 7, GPT-4 achieves 70.9 EM and 80.8 F;
scores on sub-questionl but only gets 59.7 EM,
74.9 F1, and 58.1 EM, 68.8 F; scores on sub-
question2 and sub-question3 respectively. In ta-
ble 8, we further find that when answering 4 hop
questions, the results show a cliff-like descent from
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Answers from ChatGPT

who is the captain of Argentina football national team that was born in 1987

ChatGPT

As of my last knowledge update in January 2022, Lionel Messi was born in 1987 and
has been the captain of the Argentina national football team. However, please note that
team rosters and captaincies can change, so it's advisable to check the latest

information from reliable sources for the most up-to-date details.

00 &

Who was the coach of the Brazil team that was born in 1997?

ChatGPT

As of my last knowledge update in January 2022, | don't have specific information
about the coach of the Brazil national football team born in 1997. Coaches and staff can
change over time, and it's advisable to check the latest sports news or official team
announcements for the most up-to-date information on the coaching staff of the Brazil

national football team.

Figure 7: Example answers generated from ChatGPT
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Prompts of NER, Noun Phrase and Adjective replacement

Prompt Now you are a passage annotator, you need to recognize all the named entities, noun phrases, and adjectives from
the given [CONTEXT], then translate the passage into Chinese and translate to English. Please output the response in
JSON format {Passage: String}

[CONTEXT] The given context.

Prompts of Question Generation

Example One-shot example with multihop QA pairs, Sub-QA pairs, and passage.

Prompt Now you are a multihop question generation machine, given an example of 2 hop question and its sub-questions,
sub-answers, and final answer is [2 hop question],[Sub-Questions],[Sub-Answers] and [Final Answer], you need to
generate a new 2 hop multihop question same with the given example and its sub-questions, sub-answers and final answer
from the given [Context]. Please follow the sentence structure of give examples and output the response in JSON format
{2 hop question: String, sub-questions: List, sub-answers:List, final answer:String}:

[2 hop question] The given example of 2 hop question.

[Sub-Questions] The given example of sub-questions.

[Sub-Answers] The given example of sub-answers.

[Final Answer] The given example of final answer.

[CONTEXT] The given passage

Prompts of QA

Prompt You are a QA test machine, you need to answer the [Question] from given the [Context], and you only need
to come out with the correct answer without other words. Let’s think step by step, and please output the answer to the
[Question] in the format of: {Final Answer: String}.

[OQUESTION] The given question.

[CONTEXT] The given passage.

Table 6: The prompt template of passage rewriting and question generation. [ WORDS] denotes the information
we should give.

sub-question2 to sub-question3, especially GPT-
3.5 gets 46.9 F; in sub-question2 but drop to 36.3
F; score in sub-question3.
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3 hop
Sub_QIEM Sub_QIF; Sub 2EM Sub_ Q2F; Sub_Q3EM Sub_Q3F;

GPT-4 70.9 80.8 59.7 74.9 58.1 68.8
GPT-3.5 43.0 56.4 38.6 493 29 40.6
GEMINI-pro 5.8 33.8 4.4 30.8 4.1 31.5
text-davinci-003 233 424 20.5 33.7 19.5 29.6
Bing Chat 7.2 34.0 5.8 31.5 3.1 323

Table 7: The LLM evaluation on MRKE 3 hop dataset. We here measure the sub-qa task and compare the
performance between each hop.

4 hop
Sub_Q1EM Sub_QIF; Sub_Q2EM Sub_Q2F; Sub_Q3EM Sub_Q3F; Sub_Q4EM Sub_Q4F;
GPT-4 60.9 66.7 56.4 62.6 28.4 58.7 23.1 56.3
GPT-3.5 40.7 46.9 30.1 36.3 20.2 47.2 14.7 44.8
GEMINI-pro 14.9 39.2 10.4 38.3 9.1 349 7.2 29.5
text-davinci-003 19.8 39.2 19.2 30.7 18.8 28.6 18.5 27.8
Bing Chat 20.8 394 16.9 37.1 6.2 35.8 5.5 35.1

Table 8: The LLM performance on MRKE 4 hop dataset. We here measure the sub-qa task and compare the
performance between each hop.
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