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Abstract

Previous studies have shown that Large Lan-001
guage Models (LLMs) have significant poten-002
tial in supporting cognitive reframing therapy.003
However, these studies have primarily focused004
on uni-modal therapy, often overlooking the im-005
portance of the client’s non-verbal cues. Identi-006
fying non-verbal emotions plays a crucial role007
in effective communication and is considered008
a central skill in psychotherapy. To alleviate009
this gap, we extend the concept of cognitive re-010
framing conversation to multimodality. Specif-011
ically, we present a new dataset called Multi012
Modal-Cognitive Support Conversation (MM-013
CSConv), which pairs each dialogue with an014
image of the client’s facial expression. Addi-015
tionally, we introduce a multi-hop psychother-016
apeutic reasoning approach to enhance the ca-017
pabilities of Vision-Language Models (VLMs)018
as psychotherapists. This approach uses multi-019
hop reasoning over the conversations, incorpo-020
rating implicit evidence crucial in psychother-021
apy. Our extensive experiments with both022
LLMs and VLMs show that the abilities of023
VLMs as psychotherapists are significantly024
enhanced through the MM-CSConv. More-025
over, the multi-hop psychotherapeutic reason-026
ing method allows VLMs to offer more ratio-027
nal and empathetic suggestions, outperforming028
standard prompting methods.029

1 Introduction030

Many mental health issues are closely linked to031

deeply ingrained negative and distorted thoughts032

(Beck, 1970, 1979; Beck and Padesky, 1990; DiTo-033

masso et al., 2000; Halamandaris and Power, 1997;034

Walen et al., 1992; Hofmann et al., 2012). These035

can be addressed through cognitive reframing ther-036

apy, a core technique in Cognitive Behavioral Ther-037

apy (CBT), provided by a skilled psychotherapist.038

Due to limitations in face-to-face CBT, such as039

time constraints, geographic barriers, a shortage of040

trained therapists, and concerns about the stigma of041

Figure 1: Illustration of a multimodal conversational
cognitive reframing. The therapist uses both verbal and
non-verbal information to assess the client’s status and
then provides appropriate interventions.

mental health referrals (Zisook and Downs, 1998; 042

So et al., 2013), there has been active research into 043

the use of AI in psychotherapy. Recent studies 044

highlight the potential of Large Language Models 045

(LLMs) in this field, emphasizing their knowledge 046

and empathic counseling capabilities (Ziems et al., 047

2022; Maddela et al., 2023; Sharma et al., 2023; 048

Qu et al., 2023; Yang et al., 2023, 2024; Xiao et al., 049

2024). These models could play a significant role 050

in facilitating cognitive reframing. Research on 051

cognitive reframing has focused on sentence rewrit- 052

ing, effectively transforming negative text by in- 053

ducing a complementary positive viewpoint (Ziems 054

et al., 2022; Maddela et al., 2023). Sharma et al. 055

(2023) also explored cognitive reframing from the 056

same perspective and proposed a methodology to 057

enhance the actionability and specificity of the re- 058

framed thoughts generated by LLMs. However, 059

there’s a concern that when cognitive reframing 060

is solely approached through sentence rewriting, 061

clients may not feel ownership over the alternative 062

thoughts and may perceive them as imposed rather 063

than self-generated. 064
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Figure 2: One example illustrating the construction of the MM-CSConv dataset. The left side shows the prompt
provided to GPT-4 in the client role, while the right side shows the prompt provided to GPT-4 Vision in the therapist
role. GPT-4 Vision is given an image of the client’s face. The dialog history is a history of conversations accumulated
during the role play. The yellow and blue boxes at the top are parts of the system messages provided to the client
and counselor, respectively.

Xiao et al. (2024) studied cognitive reframing065

from a conversation perspective rather than a sen-066

tence rewriting perspective. They suggested that067

LLMs can induce the client’s positive emotions068

by conducting three-stage conversational cognitive069

reframing therapy, which helps clients actively en-070

gage in the process and arrive at more positive071

viewpoints themselves.072

Despite the promising results shown by LLMs073

in previous research, non-verbal aspects of psy-074

chotherapeutic theory are often overlooked, cre-075

ating a significant gap between real face-to-face076

therapy and prior research. Real psychotherapy077

involves considering the client’s non-verbal cues,078

such as facial expressions and gestures. Recog-079

nizing non-verbal emotions is crucial for effective080

communication and is a key skill in psychotherapy081

training, closely tied to the therapist’s ability to082

provide effective therapy (Hutchison and Gerstein,083

2012; Döllinger et al., 2021).084

To alleviate this gap, we propose extending the085

concept of cognitive reframing into multimodality.086

Figure 1 illustrates the conversation involved in 087

multimodal cognitive reframing that we are investi- 088

gating. Building on previous research that empha- 089

sizes empowering the client rather than therapist- 090

driven therapy, we adopt a conversational cogni- 091

tive reframing approach. Our focus is on cogni- 092

tive reframing within a multimodal context, tak- 093

ing into account clients’ non-verbal information 094

as well. To this end, we create a new synthetic 095

benchmark called Multi Modal-Cognitive Support 096

Conversation (MM-CSConv), which pairs each 097

synthetic dialogue with an image of the client’s 098

facial expression. Leveraging the powerful role- 099

playing capability of LLMs and following Xiao 100

et al. (2024), we employ role-play settings where 101

two agents, GPT-4 Vision and GPT-4, simulate the 102

roles of psychotherapist and client, respectively, 103

as shown in Figure 2. In this task, multimodal 104

psychotherapy models operate in four main stages, 105

extending the three-stage model proposed by Xiao 106

et al. (2024): Introduction, Problem Exploration, 107

Brainstorming, and Suggestion. We present the 108
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Introduction stage, where the therapist shows em-109

pathy to establish rapport with the client and en-110

courages them to discuss issues directly impacting111

them. This stage is designed based on the ‘Initial112

Disclosure’ stage in the five stages of counseling113

(Krishnan, 2015).114

We also introduce multi-hop psychotherapeutic115

reasoning based on the principle that therapists116

provide guidance based on the client’s status. By117

exploring the implicit evidence necessary for real118

cognitive reframing counseling and then generating119

responses based on this evidence, the AI therapist120

can offer guidance after identifying the client’s sta-121

tus. For this task, we choose LLaVA-v1.5-7b (Liu122

et al., 2024), one of the strong Vision-Language123

Models (VLMs) for visual dialogue tasks.124

To evaluate our approach, we conduct extensive125

experiments with two test scenarios: AI-simulation126

and MM-CSConv benchmark, using both LLMs127

and VLMs. The results show that through the MM-128

CSConv, the treatment ability of VLMs surpasses129

that of existing LLMs. Moreover, the multi-hop130

psychotherapeutic reasoning method allows VLMs131

to offer more rational and empathetic suggestions,132

outperforming standard prompting methods.133

To sum up, our contributions are as follows:134

• We explore cognitive reframing concepts ex-135

tended to multimodality which reflects crucial136

properties in real psychotherapy.137

• We propose a multi-hop psychotherapeutic138

reasoning approach to enhance the capabili-139

ties of VLMs in providing rational therapeutic140

interventions.141

2 Problem Definition and Goals142

In cognitive reframing therapy, a therapist must143

understand the client’s status, including their prob-144

lematic situations, distorted thoughts, and thinking145

traps. The therapist then encourages the client to146

consider alternative possibilities. Building rapport147

with the client by expressing empathy is also cru-148

cial. In real psychotherapy, these processes involve149

both verbal and non-verbal information, and the150

therapist has sufficient ability to understand the151

client’s status.152

Here, our goal is to enhance the abilities of an153

AI psychotherapist by leveraging non-verbal infor-154

mation, particularly focusing on facial expressions,155

and comprehending the client’s status. Given the156

client’s facial image and dialog history, we aim to157

empower AI therapists to offer empathetic, logi- 158

cally consistent, specific, and rational interventions 159

based on this information. 160

To evaluate the abilities of the AI therapist, we 161

adopt the three evaluation criteria from the prior 162

research: empathy, logical coherence, and guidance 163

(Xiao et al., 2024). 164

• Empathy signifies the therapist’s ability to un- 165

derstand and resonate with the client’s emo- 166

tions, fostering connection, trust, and emo- 167

tional support, which are essential for a thera- 168

peutic relationship. 169

• Logical coherence demonstrates the thera- 170

pist’s ability to organize thoughts and provide 171

well-structured insights, enhancing the quality 172

of the conversation. 173

• Guidance reflects the therapist’s capacity to 174

offer practical advice, solutions, and direction, 175

helping the client navigate challenges, make 176

informed decisions, and achieve positive out- 177

comes. 178

We also compared overall scores encompassing 179

all three items. (see Section A for details.) 180

3 Cognitive Support Conversation 181

3.1 Data Construction 182

We leverage existing resources to construct a multi- 183

modal conversational cognitive reframing dataset 184

annotated with three different psychotherapeutic 185

evidence. To create the dataset, we employ role- 186

play settings with two agents, GPT-4 Vision and 187

GPT-4. As shown in Figure 2, to prompt GPT-4 188

in the client role and GPT-4 Vision in the therapist 189

role, we use a quadruplet consisting of (image, fa- 190

cial expression, thinking traps, thought) 1. The im- 191

age represents the client’s facial image, the facial 192

expression denotes the client’s facial expression, 193

the thought reflects the client’s thoughts, and the 194

thinking traps capture cognitive distortions present 195

in the thought. The image and facial expression 196

are sourced from AffectNet, a facial expression 197

recognition benchmark (Mollahosseini et al., 2019), 198

while the thinking traps and thoughts come from a 199

well-designed cognitive reframing dataset that is in 200

English (Sharma et al., 2023). 201

1We used version gpt-4-0613 of the GPT-4 API and
version gpt-4-1106-vision-preview of the GPT-4
Vision API.
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Figure 3: Comparison of standard prompt and multi-hop psychotherapeutic reasoning. In multi-hop psychothera-
peutic reasoning, the client’s status is included in the prompt for providing intervention at each stage. The client’s
status comprises facial expressions, thoughts, and thinking traps.

Each dialogue consists of four turns, correspond-202

ing to different stages of a psychotherapeutic con-203

versation. The prompt for each step is shown in204

Figure 2. The action expected from the client is205

to follow the psychotherapist’s instructions, and206

the actions required of the psychotherapist at each207

stage are as follows.208

1. Introduction Stage: The AI psychotherapist209

expresses empathy and encourages the client210

to explore their problems.211

2. Problem Exploration Stage: The AI psy-212

chotherapist guides the client to distinguish213

their thoughts from their situation.214

3. Brainstorming Stage: The AI psychother-215

apist discusses other possibilities for the216

client’s interpretation. This involves asking217

about the basis for the client’s thoughts or218

considering the possibility of alternative inter-219

pretations.220

4. Suggestion Stage: The AI psychotherapist221

first recognizes the client’s effort to explore222

other possibilities and presents specific and223

rational suggestions for the client.224

Avg. Tokens
# of Dialog Client Therapist Rounds

Train 329 24.93 63.64 4
Test 100 24.01 62.81 4

Table 1: Dataset statistics for MM-CSConv. # of Dialog
indicates the total number of dialogues in the subset.
Avg. Tokens represents the average number of tokens
per utterance from the Client and the Therapist. Rounds
denotes the number of turns per dialogue in the subset.

Reflecting the characteristics of cognitive refram- 225

ing counseling, which often involves addressing 226

negative emotions, we excluded the "happy" expres- 227

sion from the 8 facial expressions in AffectNet. The 228

matching between (image, facial expression) and 229

(thinking traps, client’s thought) was performed 230

randomly with uniform distribution. 231

3.2 Data Quality Assurance 232

To ensure the quality of the MM-CSConv dataset, 233

we conducted manual data cleansing with the three 234

native speakers, focusing on four aspects (see Sec- 235

tion B for detailed criteria). To this cleansing, we 236

hired three English native speakers through Up- 237
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Empathy Logical
Coherence Guidance Overall

Human 2.929 2.980 2.879 2.929
GPT-4 2.920 2.930 2.400 2.420

Table 2: Human and GPT-4 evaluation results on MM-
CSConv test set.

work2, a crowdsourcing platform.238

Additionally, we evaluated the test set of the239

MM-CSConv dataset based on three criteria: em-240

pathy, logical coherence, and guidance, along with241

an overall score. Each criterion was rated on a242

scale from 0 to 3 following the manual provided by243

Xiao et al. (2024). The test set evaluation was con-244

ducted using both human and GPT-4 assessments.245

We hired an English-fluent psychotherapist for this246

evaluation and engaged the psychotherapist to man-247

ually evaluate the test set according to the manual.248

We also employed GPT-4 for evaluation, feeding249

it the scorecard criteria and the dialogues from the250

test set.251

The statistics of the MM-CSConv dataset are252

shown in Table 1 and the evaluation results for253

the test set are presented in Table 2. Our MM-254

CSConv dataset comprises 429 conversations, each255

comprising precisely 4 turns. Notably, both human256

and GPT-4 show similar score ranges, guaranteeing257

the quality of our dataset.258

3.3 Multi-hop Psychotherapeutic Reasoning259

In real psychotherapy, psychotherapists typically260

understand the client’s state before providing inter-261

ventions and then provide interventions based on262

that. To mimic the real therapy process, we intro-263

duce multi-hop psychotherapeutic reasoning. This264

approach identifies implicit evidence crucial for265

cognitive reframing and incorporates it into step-266

by-step instructions. It then generates a response267

based on the client’s status detected by the AI ther-268

apist as illustrated in Figure 3. In this study, we269

focus on three major aspects of the client’s status:270

facial expression, thought, and thinking traps. Each271

evidence is annotated at the appropriate stage. The272

detected evidence is included in the client’s status273

and the status is fed AI therapist as the prompt for274

the next evidence detection.275

2https://www.upwork.com/

4 Experiments and Results 276

4.1 Experimental Settings 277

Baseline Models. Our experimental setup lever- 278

aged two types of model: LLaMA2-chat-7b (Tou- 279

vron et al., 2023)3 and LLaVA-v1.5-7b4, renowned 280

as benchmarks in the domains of LLMs and VLMs 281

respectively. 282

For simplicity, we will refer to LLaMA2- 283

chat-7b as LLaMA2 and LLaVA-v1.5-7b as 284

LLaVA throughout this paper. Additionally, we 285

denote the versions of LLaMA2 and LLaVA 286

that were trained on the MM-CSConv dataset as 287

CS-LLaMA2 and CS-LLaVA, respectively. When 288

multi-hop psychotherapeutic reasoning using facial 289

expressions, thoughts, and thinking traps evidence 290

is applied, we add (FE+TH+THT) to their names. 291

292

Hyper-parameter Settings. Both LLaMA2 293

and LLaVA are fine-tuned with LoRA on the 294

MM-CSConv dataset. For LLaMA2, we used 295

the default parameter settings, except for the 296

number of epochs, employing the official models 297

for open-source LLMs available from Hugging 298

Face. Similarly, for LLaVA, we applied the 299

default parameter settings, except for the number 300

of epochs, as specified in the official code5. To 301

determine the best epoch, we randomly split the 302

MM-CSConv train set into training and validation 303

subsets with an 80/20 ratio. The optimal epoch for 304

each model was selected based on performance 305

on the validation subset. All models were trained 306

using 4 × A100-80GB GPUs with a training batch 307

size of 32 per GPU. In this paper, all experiments 308

were run using a fixed random seed of 42. 309

4.2 Evaluator 310

GPT-4. Recent research has shown that the evalu- 311

ation of natural language generation (NLG) mod- 312

els using GPT-4 closely aligns with human evalu- 313

ations. As a result, GPT-4 is increasingly used as 314

a judge for NLG tasks across various domains, in- 315

cluding common applications, medical fields, and 316

mathematics (Liu et al., 2023; Sottana et al., 2023; 317

Hsu et al., 2023; Khondaker et al., 2023; Xiao 318

et al., 2024). In a recent study, Zheng et al. (2023) 319

showed that GPT-4 achieves high agreement with 320

3https://huggingface.co/meta-llama/
Llama-2-7b-chat-hf

4https://huggingface.co/liuhaotian/llava-v1.
5-7b

5We use default parameter settings in https://github.
com/haotian-liu/LLaVA/tree/main
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Empathy Logical
Coherence Guidance Overall Avg.

LLaMA2 2.665∗ 2.390∗ 1.600∗ 1.540∗ 2.218∗

LLaVA 2.640∗ 2.570∗ 1.790∗ 1.740∗ 2.333∗

CS-LLaMA2 2.690∗ 2.410∗ 1.640∗ 1.580∗ 2.247∗

CS-LLaVA 2.915∗ 2.890 2.380 2.400 2.728
CS-LLaVA
(FE+TH+THT)

2.980 2.960 2.510 2.490 2.817

GPT-4 Vision 2.920 2.930 2.400 2.420 2.750

Table 3: Manual scoring result assessed by GPT-4 on the AI simulation testbed. Since the same evaluation method
was used (Section 3.2), we attached GPT-4 Vision scores for comparison. The values of each model show a
significant difference compared to CS-LLaVA (FE+TH+THT), with a p-value < 0.05 (*) as determined by the paired
t-test.

human judgment in evaluating conversation mod-321

els. They also released the corresponding judging322

prompt and code used in their study6.323

Building on this research, we evaluated the AI324

therapists using GPT-4 (API version)7 as a judge325

in two ways:326

• Manual Scoring: We adopt a three-327

dimensional scoring system for the AI ther-328

apists, evaluating them on empathy, logical329

coherence, and guidance.330

• Pairwise Comparison: We compared the in-331

terventions of therapists to determine whether332

Model A is better than Model B, vice versa,333

or if it’s a tie, for all possible pairs.8334

Human. To enhance the reliability of the interven-335

tion evaluation, we conducted human evaluations336

by domain experts. We hired two fluent English-337

speaking psychotherapists through Upwork. The338

experts performed a pairwise comparison between339

our CS-LLaVA with multi-hop psychotherapeutic340

reasoning and others. (see Section C)341

4.3 Test Scenarios342

Toward reliable comparison, We compared the343

performance of both LLMs and VLMs with two344

test scenarios: AI-simulation and MM-CSConv345

benchmark. The AI simulation testbed, which has346

been used in prior research, allows us to observe347

how interventions are carried out throughout348

conversations. However, using only the AI349

6We utilize prompts from https://github.com/lm-sys/
FastChat/tree/main/fastchat/llm_judge

7We used the gpt-4-0613 version of the GPT-4 API.
8To ensure fairness and prevent position bias, we tested

each case twice, swapping the positions each time.

Figure 4: Win rates assessed by GPT-4 on the AI simu-
lation testbed

simulation testbed makes it difficult to clearly 350

compare the abilities of the AI therapist due 351

to the subjectivity of the AI client. To achieve 352

our goal of comparing therapists’ interventions 353

in terms of empathy, logic, and rationality, 354

we also compared therapists’ interventions 355

when given the same context by observing turn- 356

level performance on the MM-CSConv benchmark. 357

358

4.3.1 Scenario 1: AI-Simulation 359

Settings. In this scenario, we employ ChatGPT 360

(API version)9 as an AI client to test our approach 361

in AI-to-AI scenarios. For prompting to AI client, 362

we leverage 100 resources which are used as base 363

resources to build the test set, from Sharma et al. 364

(2023) and Mollahosseini et al. (2019). The role of 365

9We used the gpt-3.5-turbo-0125 version of the
ChatGPT API.
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Introduction Problem Exploration Brainstorming Suggestion
Emp. Coh. Gui. Emp. Coh. Gui. Emp. Coh. Gui. Emp. Coh. Gui.

LLaMA2 1.58∗ 1.79∗ 0.80∗ 2.16 2.20∗ 1.03∗ 2.10∗ 2.18∗ 1.44∗ 2.17∗ 2.06∗ 0.97∗

LLaVA 0.64∗ 0.98∗ 0.05∗ 1.94∗ 1.96∗ 1.12∗ 1.86∗ 1.99∗ 1.39∗ 2.21∗ 2.37∗ 1.50∗

CS-LLaVA 1.87∗ 1.99 0.92∗ 2.15 2.24∗ 1.64 2.11∗ 2.25∗ 1.68 2.54 2.61 1.71

CS-LLaVA
(FE+TH+THT)

2.11 2.16 1.02 2.23 2.39 1.60 2.27 2.39 1.79 2.59 2.67 1.80

Table 4: Manual evaluation results as assessed by GPT-4 at each stage on the MM-CSConv benchmark. Emp.,
Coh., and Gui. represent Empathy, Logical Coherence, and Guidance, respectively. The values of each model show
a significant difference compared to CS-LLaVA (FE+TH+THT), with a p-value < 0.05 (*) as determined by the
paired t-test.

Figure 5: Win rates assessed by GPT-4 at each stage of the MM-CSConv benchmark.

the AI client is the same as the data construction366

method, and the prompt used is also the same.367

In this scenario, we also compared the results368

of CS-LLaMA2 to evaluate the performance369

difference between using only the text modality370

and using both text and image information. For371

CS-LLaMA2, only the text modality was used,372

without incorporating image information.373

374

Results. Table 3 shows the manual scoring375

results in the AI simulation scenario. With our376

MM-CSConv, the LLaVA family demonstrates377

significant improvements across all aspects.378

Furthermore, incorporating reasoning with three379

types of implicit evidence - facial expressions,380

thoughts, and thinking traps - led to performance381

enhancements across all evaluation aspects, with382

a significant improvement on the empathy aspect.383

This is quite close to the GPT-4 evaluation score384

for the MM-CSConv test set, showing that it’s on385

par with GPT-4. For LLaMA2, there is almost no386

noticeable change before and after training with387

MM-CSConv, mainly because image information388

is not provided during the Introduction stage,389

leading to training failure. Based on these results,390

we anticipate challenges in effectively training391

LLMs with MM-CSConv, so we decided not392

to assess CS-LLaMA2 on the MM-CSConv393

benchmark except for human evaluation settings. 394

In the pairwise comparison using GPT-4 as a 395

judge, LLaVA shows a significant improvement 396

in the win rate, as illustrated in Figure 4 (see 397

Section D for numerical win rates). There is no 398

significant difference between LLaMA2 and CS- 399

LLaMA2, and LLaVA shows the lowest win rate. 400

Additionally, multi-hop psychotherapeutic reason- 401

ing slightly improves win rates and reduces loss 402

rates. We also conducted a case study using our 403

approaches and LLaMA2 (see Section E). 404

4.3.2 Scenario 2: MM-CSConv benchmark 405

Settings. In this testbed, each AI therapist responds 406

to the same dialogue history to directly compare 407

their interventions. To ensure reliability, we con- 408

ducted evaluations using both GPT-4 and two hu- 409

man psychotherapists. The evaluation is carried 410

out at the turn level for each stage. Similar to the 411

AI simulation testbed, we present win rate results 412

alongside manual scores. 413

To further strengthen the reliability of the human 414

evaluation results, we derived the win rate by 415

comparing the proposed methodology with other 416

approaches. Specifically, we compared CS-LLaVA 417

with multi-hop psychotherapeutic reasoning to 418

other baselines and to CS-LLaVA with standard 419

prompting, as evaluated by two experts. 420
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Figure 6: Win rates against CS-LLaVA (FE+TH+THT) assessed by two psychotherapists on the MM-CSConv
benchmark. The domain experts are asked to choose which intervention is better at assessing the given intervention.

421

Results. Table 4 shows the performance of422

manual scoring evaluated by GPT-4 at different423

stages. The score distribution is lower than that424

of the AI simulation testbed because it evaluates425

intervention at the utterance level rather than the426

entire conversation. Figure 5 illustrates the result427

of pairwise comparison among the four models428

under the GPT-4 judge (see Section F for numerical429

win rates). The performance difference due to430

prompting is most evident in the Introduction431

and Suggestion stages, and the performance432

difference due to the use of MM-CSConv is clearly433

visible in all stages. In both cases, our approach434

consistently outperforms the baseline models at all435

stages except for the Problem Exploration stage.436

Similar to the manual scoring results, LLaVA437

shows the lowest win rate in the Introduction stage,438

supporting our hypothesis that LLaVA may lack439

the ability to express empathy using the client’s440

non-verbal information.441

However, considering both manual scoring and442

pairwise comparison, standard prompting tends to443

slightly outperform multi-hop psychotherapy rea-444

soning in the Problem Exploration stage. The Prob-445

lem Exploration stage involves additional explo-446

ration of the client’s situation using facial expres-447

sion evidence, which seems to improve empathy448

but not other evaluation criteria.449

Figure 6 shows the pairwise comparison re-450

sults between CS-LLaVA (FE+TH+THT) and other451

baseline models. The effectiveness of our ap-452

proach is strongly supported by the fact that all453

models have significantly fewer wins and signif-454

icantly more losses. Table 5 presents the re-455

sults of human evaluation at each stage. CS-456

Win Rate (%)
Intro. Explo. Brain. Sugg.

LLaMA2 10.0 25.5 32.0 10.0
LLaVA 2.5 2.0 17.5 30.0
CS-LLaMA2 12.0 22.5 29.5 12.0
CS-LLaVA 29.0 54.0 39.0 43.0

Table 5: Win rates against CS-LLaVA (FE+TH+THT)
as evaluated by two psychotherapists at each stage of
the MM-CSConv benchmark.

LLaVA (FE+TH+THT) shows the most superior 457

performance. While LLaMA2 and LLaVA had 458

significantly lower win rates against CS-LLaVA 459

(FE+TH+THT) in all stages, CS-LLaVA outper- 460

formed CS-LLaVA (FE+TH+THT) in the Problem 461

Exploration stage. 462

5 Conclusion 463

In this paper, we explored cognitive reframing ther- 464

apy within a multimodal context. Recognizing the 465

gap between real face-to-face cognitive reframing 466

therapy and prior research, as well as the poten- 467

tial benefits of AI in psychotherapy, we aimed to 468

enhance the therapeutic capabilities of AI thera- 469

pists by incorporating non-verbal cues, particularly 470

facial expressions, into the intervention process. 471

Our extensive experiments across two test sce- 472

narios, AI Simulation and the MM-CSConv bench- 473

mark, indicate significant improvements in the ther- 474

apeutic capabilities of VLMs when using MM- 475

CSConv. The multi-hop psychotherapeutic reason- 476

ing approach, which integrates facial expressions, 477

thoughts, and thinking traps, demonstrated superior 478

performance in providing empathetic, logically co- 479

herent, and specific rational suggestions to clients. 480
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6 Limitations481

We expanded the concept of cognitive reframing482

into multimodality, demonstrating that incorporat-483

ing multimodal evidence and multi-hop psychother-484

apeutic reasoning significantly enhances the thera-485

pist’s abilities. However, these results were limited486

to virtual clients whose facial images and dialogues487

were consistent. This controlled setting may not488

fully capture the complexities of real-world interac-489

tions. We used benchmark images for facial expres-490

sion recognition, but capturing the facial expres-491

sions of real clients can be challenging and might492

affect the consultation’s content. Moreover, our493

study only utilized facial images as the source of494

non-verbal information, which presents a limita-495

tion in comparison to actual face-to-face cognitive496

reframing therapy. Real-life therapy involves a497

broader spectrum of non-verbal cues, such as body498

language, tone of voice, and other contextual fac-499

tors, which were not accounted for in our research.500

For future work, we plan to expand the modali-501

ties to include a wider range of non-verbal informa-502

tion. By incorporating diverse non-verbal cues, we503

aim to further enhance the model’s ability to mimic504

real-life therapy scenarios. This will help bridge505

the gap between virtual and actual consultations,506

ultimately enabling the model to learn how to ef-507

fectively utilize non-verbal information in a more508

realistic setting.509
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A Overall Trait649

We introduced the Overall score as a metric to as-650

sess the therapist’s overall ability, with the calcula-651

tion method illustrated in Algorithm 1. e, c, g stand652

for empathy, logical coherence, and guidance.653

Algorithm 1 Overall Score Calculation
function GETOVERALLSCORE(e, c, g)

if e ≤ 1 or c ≤ 1 then
return 0

end if
if (e ≥ 2 and c ≥ 2) and g ≤ 1 then

return 1
end if
if (e ≥ 2 and c ≥ 2 and g == 2) then

return 2
end if
if e ≥ 2 and c ≥ 2 and g == 3 then

return 3
end if

end function

B Data Cleansing Manual654

Data cleansing guidelines are shown in Table 7.655

Image-Dialog Consistency is a criterion that eval-656

uates whether the client’s visual information and657

dialogue are consistent. If any of the four criteria658

received a score of 0, the corresponding data was659

deleted, and the Image-Dialog Consistency of the660

MM-CSConv is shown in Table 6.661

Image-Dialog Consistency
Train 1.472
Test 1.667

Table 6: Image-Dialog Consistency on the MM-
CSConv dataset.

C Details for Human evaluator662

C.1 Hiring and Payment663

We hired a total of three psychotherapists, and paid664

$0.8 per conversation for dataset evaluation and665

$0.0625 per data entry for pairwise comparison.666

C.2 Instructions for MM-CSConv evaluation667

We provided domain experts with instructions for668

evaluating the MM-CSConv test set, as illustrated669

in Figure 10.670

C.3 Instructions for Human pairwise 671

comparison 672

We provided the other two experts with instructions 673

for conducting human pairwise comparisons, as 674

shown in Figure 11. The evaluation sheet provided 675

to them included only Dialog history, Response A, 676

Response B, and Question ID, without revealing 677

information about Model A and Model B. Addi- 678

tionally, to prevent bias based on position, Model 679

A and Model B were randomly assigned for each 680

data entry. 681

D Numerical results of pairwise 682

comparison on AI-simulation assessed 683

by GPT-4. 684

In Table 8, we have provided the numeric results as 685

additional data for Figure 4. When comparing the 686

comparison results for each model pair, CS-LLaVA 687

(FE+TH+THT) showed a win rate exceeding 50%, 688

outperforming all models. 689

E Case Study in AI-Simulation 690

We conducted additional analysis on test cases to 691

compare our approaches with the LLaMA2, one 692

of the baseline models. Figure 7 displays the full 693

conversation between LLaMA2 and an AI client, 694

while Figure 8 shows the complete conversation 695

between CS-LLaVA and an AI client. Additionally, 696

Figure 9 presents the entire conversation between 697

CS-LLaVA (FE+TH+THT) and an AI client. These 698

three conversations were generated using the same 699

base resource in the AI simulation testbed. 700

LLaMA2 offers unconditional consolation, as it 701

lacks the capability to utilize client information in 702

the initial stage. In contrast, both CS-LLaVA and 703

CS-LLaVA (FE+TH+THT) demonstrate more spe- 704

cific empathy. The client in these scenarios exhibits 705

cognitive distortions of the overgeneralization type. 706

With LLaMA2, the response involves merely en- 707

gaging in conversation. However, CS-LLaVA and 708

CS-LLaVA (FE+TH+THT) go further by encour- 709

aging the client to explore alternative ideas. Fur- 710

thermore, CS-LLaVA (FE+TH+THT) not only pro- 711

motes alternative thinking but also prompts the 712

client to reflect on whether they have made similar 713

misjudgments in the past. 714
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F Numerical results of pairwise715

comparison on MM-CSConv assessed716

by GPT-4.717

In Table 9 and Table 10, we have provided the718

numeric results as additional data for Figure 5.719

When comparing each model pair, CS-LLaVA720

(FE+TH+THT) showed a win rate that surpassed721

other models, similar to the AI-simulation testbed722

results.723
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Metric Description Scale
Client-clarity The client expresses his or her situation clearly in the conversation 1/0
Client-role The client adheres to the role of the client throughout the conversation. 1/0
Therapist-role The therapist adheres to the role of the therapist in all conversations. 1/0

Image-Dialog
Consistency

There is no consistency between the client’s facial image and the client’s
utterances or situation. The client’s facial image is relevant to neither the
client’s utterances nor the client’s situation.

0

There is acceptable consistency between the client’s facial image and the
client’s utterances or situation.

1

There is strong consistency between the client’s facial image and the
client’s utterances or situation.

2

Table 7: Guideline for data cleansing in MM-CSConv. Client-clarity, Client-role, and Therapist-role are assigned 1
if they match the description, and 0 otherwise.

LLaMA2 LLAVA-7b CS-LLAMA2 CS-LLAVA CS-LLAVA
(FE+TH+THT) Win Rate

LLAMA2 - 52.551 49.495 9.694 9.794 30.485
LLAVA-7b 47.449 - 49.485 6.566 7.071 27.481
CS-LLAMA2 50.505 50.516 - 10.309 7.071 29.592
CS-LLAVA 90.306 93.434 89.691 - 47.959 80.357
CS-LLAVA
(FE+TH+THT) 90.206 92.929 92.929 52.041 - 82.061

Table 8: Numerical results of pairwise comparison of five models on the AI-simulation testbed, evaluated using
GPT-4.

Win Rate (%)
Introduction Problem Exploration Brainstorming Suggestion

LLaMA2 44.767 22.222 42.701 29.740
LLaVA 3.529 37.770 35.907 46.539

CS-LLaVA 69.336 72.119 60.256 57.617
CS-LLaVA
(FE+TH+THT)

82.101 68.978 60.478 67.671

Table 9: Win rates at each stage on the MM-CSConv benchmark, evaluated using GPT-4.

LLaMA2 LLAVA-7b CS-LLAVA CS-LLAVA
(FE+TH+THT) Win Rate

LLAMA2 - 54.096 27.562 22.877 34.676
LLAVA-7b 45.904 - 25.710 21.676 31.179
CS-LLAVA 72.438 74.290 - 47.067 64.848
CS-LLAVA
(FE+TH+THT) 77.123 78.324 52.933 - 69.677

Table 10: Numerical results of pairwise comparison of four models on the MM-CSConv benchmark, evaluated
using GPT-4.
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Figure 7: A case study between an AI Client (ChatGPT) and LLaMA2. The red shading highlights the client’s
distorted thoughts, while the yellow shading emphasizes the key components of the therapist’s intervention.

Figure 8: A case study between an AI Client (ChatGPT) and CS-LLaVA.

Figure 9: A case study between an AI Client (ChatGPT) and CS-LLaVA (FE+TH+THT).
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Figure 10: Instruction for human dataset evaluation.

Figure 11: Instruction for human pairwise comparison.
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