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Abstract

Large language models are increasingly customized through fine-tuning and other
adaptations, creating challenges in enforcing licensing terms and managing down-
stream impacts such as protecting intellectual property or identifying vulnerabil-
ities. We address this challenge by developing a framework for testing model
provenance. Our approach is based on the key observation that real-world model
derivations preserve significant similarities in model outputs that can be detected
through statistical analysis. Using only black-box access to models, we employ
multiple hypothesis testing to compare model similarities against a baseline es-
tablished by unrelated models. On two comprehensive real-world benchmarks
spanning models from 30M to 4B parameters and comprising over 600 models,
our tester achieves 90 — 95% precision and 80 — 90% recall in identifying de-
rived models. These results demonstrate the viability of systematic provenance
verification in production environments even when only API access is available.

1 Introduction

Platforms such as Amazon SageMaker and Hugging Face have enabled wide scale distribution of
ML models, most notably large language models (LLMs) [39, 47, 22]. The increase of publicly
available foundation models and datasets, however, has also triggered concerns over unauthorized
use of intellectual property (IP) and concerns of compromised datasets [7] or models [20]. These
issues are present not just in open-source ecosystems, but also for proprietary models that are hidden
behind APIs [3, 32]. For instance, concerns about model stealing attacks wherein one can extract
the model parameters even for production-level models are on the rise [8, 42, 33]. Similarly, there
is growing concern that models may contain backdoors or vulnerabilities, making them susceptible
to jailbreaking [20, 2, 59]. Despite best efforts to create a safe environment for the development of
foundation models, there have already been instances of reported misuse [38, 16, 41].

This landscape highlights the growing need for model provenance testing. The problem of model
provenance testing is as follows: Determine whether a target model has been derived from a foun-
dational model by customizations such as fine-tuning. This problem has applications in tracking
reuse of models not just in open marketplaces but also across product teams in large organizations.
When a security or privacy audit finds a problem with a foundational model, it becomes important
to identify which other models in use by the organization may be derived from the problematic one
and take appropriate remedial actions (e.g. revoke, retrain, or fortify) to mitigate the risk of further

39th Conference on Neural Information Processing Systems (NeurIPS 2025).



non-compliant use. Model provenance tracking is often useful after the fine-tuned model has been
deployed, and when authentic ground truth is unavailable or unreliable.

One challenging aspect of designing a model provenance tester is achieving high accuracy. There
is a cost associated with a provenance verdict. For instance, as a result of provenance tracking,
a company may initiate legal action or investigation. For use cases within the same organization,
developers might have to revoke the use of an existing model and even retrain from a clean parent
model. False positives, i.e., the deployed LLM is wrongly flagged as a derivation of a problematic
LLM, thus entail a downstream cost. At the same time, false negatives, i.e., not being able to flag
that the LLM is customized from a problematic parent, also increase the risk of non-compliance.
Therefore, we want a principled way to decide provenance and to make accuracy trade-offs.

Another challenge is that a practical provenance tool needs to have minimal assumptions to be
readily usable in many post-deployment settings. We focus on techniques that do not change typical
training and data pipelines, and can be integrated for current state-of-the-art LLMs. The tester is
expected to only have black-box query access to the models and has no additional information, such
as the training dataset, test set, or the algorithm used for training. We are not aware of any prior work
addressing the question of model provenance testing systematically and in such practical setups.

Contributions.. In this paper, we design the first practical model provenance tester for LLMs that
requires only query access. Our proposed techniques stem from a key empirical observation: The
output distribution of fine-tuned models is often close to that of their parent model. This distance
between a model and its true parent is typically smaller than that between the model and other unre-
lated models, making it possible to reliably trace back a derived model to the original parent. In order
to keep assumptions to a minimum, we propose to employ the principled framework of statistical
hypothesis testing. Specifically, we use black-box sampling and estimation to determine whether the
distribution captured by the given model is close to that of the candidate parent. Such estimation can
provide formal statistical significance measures, which can be used to check for the null hypothesis,
i.e., the customized LLM is not close to the given parent model. Our approach is agnostic to the
chosen metric for closeness and returns with the guarantee that the false positive rate is less than or
equal to a user-specified threshold. We conduct an extensive empirical evaluation across two com-
prehensive benchmarks comprising over 600 models from Hugging Face, ranging from 30M to 4B
model parameters and across diverse domains. Our tester achieves 90-95% precision and 80-90%
recall in detecting model provenance, even with a limited number of queries.

2 Model Provenance Testing

Pretraining LLMs involves significant investment, requiring substantial computational resources
costing millions of dollars in infrastructure and thousands of GPU hours. When Company A re-
leases a pretrained LLM denoted as f, it employs specific licensing terms crucial for protecting this
investment, maintaining competitive advantage, and controlling the model’s usage [32, 3]. Startup
B might download f, perform only fine-tuning or other light customization (mixture-of-experts,
prompt engineering), but claim to have pretrained their model g from scratch, thereby circumvent-
ing licensing requirements and misrepresenting company A’s work. In such cases, we want to be
able to determine if g is derived through fine-tuning of f and resolve the model provenance problem.

We consider model provenance testing framework with minimal assumptions only, where the tester
can query the models f,g on arbitrary prompts (e.g., through an API) and get responses. The
tester has no access to the training datasets, embeddings, hyperparameters used by either company,
or any information about potential modifications performed by Startup B. This mirrors real-world
conditions where companies do not always disclose their training procedures, data sources, or mod-
ification techniques, making the provenance testing problem both practical and challenging.

Our proposed methods are evaluated for a non-adaptive adversary, i.e., the Startup B is not aware
of the strategy of the model provenance tester. On the other hand, it is not clear if more advanced
techniques for evasion of provenance detection deployed by adaptive adversaries can provide real
benefit due to the randomness used in our tester (sampling from infinite set of prompts) and the fact
that adversarial fine-tuning may come at the cost of reduced model performance on intended task.



2.1 Related Work

The problem of testing provenance is similar to designing schemes to prove ownership of a model.
We provide more details on related work in Appendix A and summarize main approaches here.

Fingerprinting. Fingerprinting aims to create an identifier of the model for different downstream
purposes such as IP protection. Most prior work require white-box access or additional knowl-
edge such as intermediate LLM modules [55], access to training and testing datasets and changes
to the fine-tuning [49]. One type of approaches detect copies or tampering by hashing the model
weights [9, 48]. Other works aim to create fingerprints by estimating the decision boundary via
adversarial examples [27, 50, 37]. However, adversarial-based approaches can still have a high false
positive rate, i.e., two unrelated models have the same fingerprinting samples [6]. Follow-up work
generates universal perturbations that can be added to samples to match the target model [27]. This
can be prone to adversarial evasion [19]. Thus, recent work constructs a set of adversarial examples
that are connected with each other and that characterize the decision boundary more robustly [50]. In
addition to model fingerprinting via adversarial perturbations, there are works that focus on measur-
ing the model similarity [19, 17, 11, 23, 14]. For example, one work selects samples with different
prediction results across two groups of reference models [17]. This approach utilizes their pair-
wise correlation to identify target stolen image classification models. Other approaches also rely on
the internal representations to compare models, without focusing on provenance. For instance, one
work locally approximates the models under test with linear models and then computes the cosine
distance between the weights of the linear model [23]. One recent work in black-box access requires
specialized prompting and an additional model’s embeddings to identify models [34]. We highlight
that these approaches do not focus on the question of model provenance as fingerprints may not be
robust to fine-tuning and other customizations. Our tester also has minimal assumptions of black-
box access to only next-token predictions. While our work considers this measure of similarity, our
approach returns with a bounded false positive rate, which is metric-agnostic.

Watermarking. Other approaches prove ownership via embedding watermarks in the model
weights [10, 45, 43], hidden-layer activations [13] or other model features [26, 12]. Another
type of watermarks are achieved by learning triggers or backdoors that produce predefined out-
puts [24, 40, 52, 36, 6, 56]. These rely on implementing changes to the white-box model, fine-tuning
or training the model on a specialized dataset and can affect the model’s performance. Specialized
model ownership schemes have also been proposed for other models such as graph neural net-
works [58, 44]. Most existing approaches do not have provable guarantees that model ownership
can be verified with a given confidence, so the verification is often empirically determined. It is par-
ticularly challenging to preserve the watermark detection after applying model customizations [25].

The focus of prior work has not been on designing tests for determining provenance under model
customizations and do not work under the same minimal assumptions. For instance, recent work
proposed a detection framework for fine-tuning and pruning that still requires white-box access
to the victim model to generate test cases and it does not consider LLMs [11]. Moreover, our
benchmarks are much more extensive with hundreds of models under diverse customizations.

3 Approach

Our approach to testing model provenance is based on a key observation: fine-tuning and other
model derivation techniques typically result in only limited changes to the original model, as they
primarily adapt the model for new tasks. After fine-tuning, the derived model g may remain similar
to its parent model f, as the process focuses on refining specific capabilities rather than creating
fundamental changes to the model distribution.

3.1 Model Provenance Tester

Since the tester has only query access to the models, the only data it can collect is from provid-
ing inputs (called prompts) and analyzing the corresponding output tokens. Furthermore, due to
our minimal assumptions and lack of information about the training datasets, the tester queries the
models on randomly chosen short sequences, further denoted as a prompt space §2.



The tester independently samples from €2 a set of T prompts 1, . .., xp, queries each model on the
same set of prompts, and then compares their output tokens pairwise. For each prompt, we compare
only the first output token generated by each model; however, n-grams could also be considered.
The similarity between two models f and g is then calculated as the proportion g of prompts on

which the models produce the same output token: p = 7 Zle 1(f(x;) = g(z;))-

However, the ratio u by itself may not be sufficient to

determine whether f and g are similar, since even two Prompts Models ~ Similarities  Hypothesis Outcome
unrelated models might agree on some proportion of B o

outputs by chance. To assess the significance of i, we Y/ mm sl

introduce a set of control models C = {c1,...,cm} A [P L
for the model f and compare their similarities to g. e
These control models are sampled from the set of N\ S e
available LLMs with distinct architectures or train- R T
ing data, to ensure diversity. Our aim is to compare ( " yes

to the similarity ratios u; between each control model

¢; and g. The number m of control models and their Figure 1: Our model provenance tester that
sampling strategy depend on availability; generally, decides if model g is derived from model f.
the larger the set of control models, the better the es-

timation of similarity among unrelated models.

The final step of the tester is to verify that the similarity ratio s between f and g exceeds all similarity
ratios ;. However, we want to ensure this is not merely due to random chance, but rather reflects
a true difference. To establish such theoretical guarantees, we employ multiple hypothesis testing.
More precisely, for each control model ¢;, we formulate the following hypothesis test H:

Hi:op <,
Hi: p> i,

where H{ is the null hypothesis that the similarity between f and g is less than or equal to the
similarity between c; and g, and H? is the alternative hypothesis that the similarity between f and g
is greater. To test each of the hypothesis H', we employ a z-test, which is a standard statistical test
well-suited for comparing proportions like our similarity ratios when working with large samples.
The z-test produces a p-value, which represents the probability of observing such a difference in
proportions if there were truly no difference between the models (i.e., if the null hypothesis were
true). A small p-value (typically less than a predetermined significance level «) indicates that the
similarity 4 between f and g is indeed significantly larger than the similarity u; between g and c;.

When conducting multiple hypothesis tests simultaneously, we want to maintain this same overall
risk level of a, regardless of how many tests we perform. However, running multiple tests increases
our chances of obtaining at least one false positive across all tests, known as the family-wise error
rate (FWER). To control this cumulative risk, we employ the Holm-Bonferroni method [18], which
adjusts the significance thresholds o, for individual tests H* to ensure the overall false positive rate
remains at or below our desired level of ov. We illustrate this basic tester idea in Figure 1.

The provenance tester described thus far assumes we have one candidate parent f that we want to
test our child model g against. We now extend it to the general case where the goal is to determine
whether a model ¢ is derived from some model from the set f, ..., fs of candidate parent mod-
els. While running the basic tester s times (once for each provenance pair ( f;, g)) would solve the
unspecified parent problem, it would also would require additional correction for multiple testing
to maintain the same level of confidence. The probability of false positives would grow with the
number of candidate parents s unless appropriate adjustments are made to the significance level.

We thus propose the improved tester in Algorithm 1. Our tester avoids this issue by conducting a
single set of hypothesis tests after identifying the most similar candidate. First, it finds the most
similar model to the given model g among all the control models C' and candidate parents F'. If that
model is a control model, the algorithm terminates with False. Otherwise, it goes on to test whether
the FWER of this model is overall below «, the desired significance level. When this test procedure
returns False, it indicates that we could not establish this higher similarity with the desired level
of statistical significance. This may occur either because there is genuinely no significant similarity
indicative of provenance or because the test lacked sufficient power under the given parameters (e.g.,



Algorithm 1 Provenance Tester for g Given a Candidate Parent Set

Require: Model g, candidate set F' = {f,..., fs}, set of control models C' = {c1,...,¢m},

prompt space 2, number of prompts 7', significance parameter «, statistical test ZTest.
iid

T1y.w.,xp ~ S > Sample T prompts
fori < 1to sdo

i < 7 ZJT:I 1(fi(zj) = g(x;)) > Calc sim of candidates
end for
for i < 1tomdo

[y F Zle 1(ci(z;) = g(x;)) > Calc sim of controls
end for
M—{p1, s OBy, } > Set of all sims
Emaz < max(M) > Find highest sim
if mae € {11, - .., ps} then return FALSE > Highest not from F, but from C, so cannot be
parent
end if
for 1/ € M\ {ftmaz} do

pi  ZTest(umaz, ', T) > Compare against other sims
end for

(Pays -+ s P(s+m—1)) < Sort(p, ..., Pstm—1)
fork < 1tos+m —1do

ap — a/(s+m—k) > Holm-Bonferroni adjustment
if p) > i then return FALSE
end if
end for
return (TRUE, arg max;¢y) i) > Return parent

sample size or number of prompts) to detect it. When the algorithm return True, it has the guarantee
that the most similar model is one of the candidate models and that the total significance level across
all hypotheses meets the threshold «.

3.2 Understanding Sources of Error

The overall error rates of our tester depend on the combination of errors from both our statistical
hypothesis testing and the two core assumptions which we describe below.

Assumption 1: Derivation implies similarity. We assume that when model g is derived from f,
they will exhibit above-average similarity in their outputs. This assumption leads to two potential
types of errors: false negatives and false positives. False negatives occur when a derived model
shows insufficient similarity to its parent. This can happen when a model customizer applies exten-
sive modifications that significantly alter the model’s behavior. While resource constraints typically
prevent such extreme modifications (as they would approach the cost of training from scratch), some
legitimate derivation relationships may still go undetected. False positives arise when independently
developed models exhibit high similarity. This typically happens when models are trained on similar
datasets or designed for similar specialized tasks - for instance, two independent medical diagnosis
models may produce very similar outputs due to their shared domain constraints.

Assumption 2: Control models establish a valid baseline. We assume our control models provide
a reliable baseline for the similarity we should expect between unrelated models. Similarly, poor
selection of control models can lead to two types of errors. False positives occur when our control
models are too dissimilar from the domain of f. For example, using general language models as
controls for specialized code generation models sets an artificially low baseline, making normal
domain-specific similarities appear significant. False negatives happen when control models are
themselves derived from f or trained on very similar data. This establishes an artificially high
baseline that masks genuine derivation relationships.

While we can provide theoretical guarantees for controlling error rates in hypothesis testing, we
cannot derive analytical bounds for errors arising from the assumptions about derivation implying



similarity or the validity of the control model baseline. The assumption-based error rates can only
be evaluated empirically. We find these hold in practice through extensive experiments (Section 4).

3.3 Reducing Query Complexity

Most of LLMs available currently allow cheap (even free) API access, thus the monetary query cost
of running our testers is insignificant. However, sometimes this is not the case, for instance when
the cost of queries is high (e.g. one query to OpenAl model O1 can cost more than $1 [31]), or when
the models have some rate restrictions. Furthermore, there are use cases when query complexity can
be reduced without any side effects, thus it makes sense from optimization perspective.

We can divide the queries used in the tester into two distinctive types: online queries made to the
tested child model g, and offline queries made to the parent model f (or models f1, ..., fs) and to
the control models ¢y, . . ., ¢,,. We make this distinction for two reasons. First, often offline queries
are much cheaper, as the potential parent models (and the control models as we will see in the
Section 4) are well established, and available from multiple sources, thus they are usually cheaper
or free. Second, in some use cases, we can reuse the offline queries to perform many provenance
tests of different g;. We analyze separately these two scenarios.

Reducing Online Complexity. Since our tester is fundamentally based on statistical hypothesis
testing, any reduction in query complexity must be compensated by increasing the statistical power
of individual queries. Rather than querying model g with 7' random prompts, we can strategically
select a smaller set of 7" < T prompts that yield comparable statistical power for detecting model
provenance'. We achieve this through an informed sampling approach: instead of uniform sampling
from €2, we employ rejection sampling with an entropy-based selection criterion. Specifically, to
generate each prompt in 7", we sample k candidate prompts from 2 and select the one that max-
imizes the entropy of output tokens across all parent and control models. The selection criterion
is dynamically weighted to favor prompts that have stronger discriminative power between similar
models. While this approach introduces dependencies between the sampled prompts (so the theo-
retical guarantees of hypothesis testing used in Algorithm 1 do not carry over), our empirical results
in Section 4.4 demonstrate its practical effectiveness. We detail our approach in Appendix H.

Reducing Offline Complexity. We further consider the case of reducing offline complexity in
settings where offline queries cannot be reused. The key observation for reducing offline query
complexity is that we may not need an equal number of queries to all parent/control models to
identify the most similar one. If a particular parent model shows consistently higher similarity
to g compared to other models, we might be able to confirm it as the top candidate with fewer
queries to the clearly dissimilar models. The challenge lies in determining when we have sufficient
statistical evidence to conclude that one model is significantly more similar than the others, while
maintaining our desired confidence levels. This observation naturally leads us to formulate the
problem as a Best Arm Identification (BAI) [5] problem in the Multi-Armed Bandit (MAB) setting.
In this formulation, each parent or control model represents an “arm” of the bandit, and querying
a model with a prompt corresponds to “pulling” that arm. The “reward” for each pull is the binary
outcome indicating whether the model’s output matches that of the tested model g. The goal is to
identify the arm (model) with the highest expected reward (similarity to g) while minimizing the
total number of pulls (queries). We implement an optimization for our tester based on state-of-the-
art BAI approaches (see Appendix I for details) and show it impact in Section 4.4.

4 Evaluation

We evaluate our proposed provenance testing approach experimentally and seek to answer the fol-
lowing research questions:

(RQ1) How accurate is our provenance tester in practice and how does the number of prompts
affect its performance?

(RQ2) To what extent do derived models maintain similarity to their parents?

Tt means in Algorithm 1, instead of random sampling 1, ...,z ~ €, the goal is to find set x1, . .., T
from z1,...,xz7 and F, C.



(RQ3) How does the size and selection of control models impact the tester?

(RQ4) How effective are the query reduction approaches?

4.1 Models and Provenance Testing Parameters

We collect model candidates for all provenance pairs from the Hugging Face (HF) platform [21].
To avoid selection bias, we used download counts as our selection criterion, taking the most popular
models subject only to hardware constraints on model size.

To increase variety of candidates, we create two distinct benchmarks BENCH-A and BENCH-B, that
differ in aspects such as model sizes, choice of pre-trained models, and ground-truth verification
procedure (refer to Tbl. 1). The full procedure of collection of models and constructions of bench-
marks is described in Appendix C. We use the standard significance o« = 0.05 (see Appendix G for
other values). Sampling of prompts is given in Appendix D.

The implementation of the tester along with the two benchmarks can be found at https://github
.com/ivicanikolicsg/model_provenance_testing.

Selection of control set. In all of our provenance i

tests, we use the complete set of available pre-trained 12ble 1: ~ Comparison of BENCH-A to
models from the benchmark as control models - 10 BENCH-B on different features.

models for BENCH-A and 57 for BENCH-B. This se-

lection was done to demonstrates that effective con- _Feature BENCH-A | BENCH-B
trol sets can be constructed without careful manual ~ Pre-trained models 10 57
curation or domain-specific analysis. Manual cu- derived models 100 383
ration would not have been feasible since our two touﬁ TOddS %%O 4B 53113
benchmarks have over 600 candidates. Specifically, moce. lpgrameters i < .

. ; compilation method manual  |automatic
we make no effort to align control models with par- ground-truth verification || higher lower

ticular parent models’ domains or capabilities. We
neither analyze the outputs of parent models f nor
attempt to match control models to specific use cases. Instead, we simply include all pre-trained
models that rank among the most popular on the Hugging Face platform. This sampling approach,
while simple, helps avoid introducing obvious selection bias while ensuring broad coverage of model
types and capabilities. Due to the large benchmark size, we find diverse examples of candidates for
domains such as financial, medical and more (see Appendix C for details). We have not evaluated
other selection strategies, which remains a direction for future work. This straightforward selection
strategy, however, allows us to evaluate whether provenance testing can be effective even without
carefully chosen control sets.

4.2 Accuracy of Model Provenance Tester

We evaluate the accuracy of the provenance tester by examining its performance on both BENCH-A
and BENCH-B under different numbers of prompts. Figure 3 shows the precision and recall results
from these experiments.

The precision is notably high (approximately 0.95) when the tester uses up to 1,000, and it is sig-

nificantly higher than the baseline precision of randomly guessing the parent which is TIH ~ 0.09
for BENCH-A and ﬁ =~ (.02 for BENCH-B. Interestingly, however, the precision reduces as the
number of prompts (test samples) increases. This is in direct contrast to common hypothesis testing,
where larger sample size leads to smaller standard errors, thus higher precision. We get different
results because our model provenance tester relies on detecting similarities of models. When using
a smaller number of prompts, it can detect only the stronger similarities which are usually due to
model provenance. However, as we increase the prompts, it starts detecting similar models that not

necessarily have provenance relation. This leads to misclassification and reduced precision.

The recall behavior shows an opposite trend - it improves with a larger number of prompts, even-
tually reaching 80% — 90% depending on the benchmark. This follows expected behavior: more
prompts increase the statistical power of our hypothesis tests, enabling detection of small but signif-
icant differences in similarities. This increased sensitivity leads to higher recall rates, as the tester
can detect more subtle provenance relationships that might be missed with fewer prompts.



We also examine the impact the randomness of prompt sampling on the tester’s accuracy. We con-
duct experiments on both benchmarks using five different randomly sampled sets of 1, 000 prompts,
with the same set of prompts used in all testers, and record the precision and recall for each run — see
Table 6 of Appendix E. The results show that these values vary by 1 — 4% between runs, indicating
consistent performance across different prompt samples.

(RQ1): Our model provenance tester demonstrates high accuracy across different benchmarks,
achieving precision of 90% — 95% and recall of 80% — 90% with 3,000 prompts per model. Simply
increasing the number of prompts does not guarantee uniformly better results, reflecting a funda-
mental trade-off: gains in recall might be accompanied by losses in precision.

4.3 Correctness of Assumptions

As discussed in Section 3.2, our approach relies on two key as-
sumptions. While the high accuracy demonstrated in the previous
section indirectly validates these assumptions, we provide here a
detailed experimental analysis of both.

1.0
0.8
0.6

0.4 —— Precision
Our first assumption posits that derived models maintain significant o2 —— Recall
similarity to their parent models. To evaluate this, we analyzed the 0055435 ¢ 5 5 5 1
similarity rankings across all provenance tests using 3, 000 prompts. Control set size

For each derived model, we examined where its true parent ranked
among all models in terms of similarity ratio p. The results strongly
support this: in BENCH-A, the true parent had the highest simi-
larity ratio in 93% of cases, while in BENCH-B this occurred in
89% of cases. When considering whether parents ranked in the top 0o

50th percentile by similarity, these percentages increased to 98% % 2 oietsme  C
and 96% respectively. Thus we can conclude that our experiments .

indicate that derived models do indeed maintain strong similarity Figure 2: Precision and re-
patterns with their parent models. Inadvertently, we have shown ¢call of BENCH-B (left) and
as well that with 3,000 prompts the tester almost approaches the BENCH-A  (right) with re-
statistical limit (only the model with highest similarity ratio can Spect to smaller control set
be identified as a parent), as the recalls are very close to the per- S1Z€.

centages of highest similarity (89% recall vs. 93% highest parent

similarity, and 82% recall vs. 89% similarity, for the two benchmarks, respectively).

1.0
0.8
0.6
0.4

—— Precision

0.2 —— Recall

(RQ2): The assumption of similarity between derived and parent models is valid for most prove-
nance pairs.

Our second assumption concerns whether control models can

effectively establish a baseline for similarity between unrelated *° —
models. We stress that in our experiments we have chosen the %% /

control models to be simply the set of all pre-trained modelsinan ~ °°

unbiased way, without any special selection or optimization for
particular parent models they are tested against. We empirically %2 —— Recall

observe that such unbiased selection of control model establishes %6 1000 2000 3000 4000 5000
a good baseline similarity as evident from the accuracy results Prompts

presented thus far. M —

0.8]
We further examine how the size and quality of the set of control o6
models might affect tester accuracy. We conducted experiments o4
varying the size of the control set while keeping other parame-
ters constant (3,000 prompts per test). We randomly sampled e
different-sized subsets from our full control sets (10 models for Prompts
BENCH-A and 57 for BENCH-B) and ran 100 complete bench-
mark tests for each size, and averaged the outcomes. The results,
shown in Figure 2, reveal that both size and quality of the con-
trol set significantly impact tester performance. For BENCH-A,
even with just 4 control models, the tester achieved 55% pre-
cision. This relatively good performance with few controls can

04/ —— Precision

—— Precision
—— Recall

Figure 3: Precision and re-
call of the model provenance
tester with different number of
prompts on BENCH-A (top) and
BENCH-B (bottom).
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Figure 4: Recall for BENCH-B  Figure 5: Precision/recall for BENCH-B (left) and BENCH-B
with different values of advanced  (right) when advanced online prompt sampling with k = 64 uses
prompt sampling (k). four times less prompts than no advanced sampling (k = 1).

be attributed to BENCH-A consisting entirely of general-purpose,

well-trained LLMs - thus any subset of these models provides a reasonable baseline for measuring
similarity between unrelated models. However, for BENCH-B, the randomly sampled 4-model con-
trol set yielded less than 10% precision. This poor performance stems from BENCH-B containing
a much more diverse set of models, including domain-specific models (e.g., for medical or coding
tasks) and smaller models with varying capabilities. With such diversity, a small random subset of
control models is unlikely to establish good baselines for all test cases - for instance, when testing
a coding-focused model, we need coding-related models in the control set to establish proper base-
lines?. Performance improves steadily as control set size increases in both benchmarks, since larger
control sets are more likely to include appropriate baseline models for each test case.

‘ (RQ3): The tester’s performance degrades when the control set is too small or poorly selected.

4.4 Reducing Query Complexity

To reduce the online complexity, we implement an advanced rejection prompt sampling strategy as
detailed in Section 3.3. We evaluate this strategy using different parameter values k¥ = 4, 16, and 64
(recall, k defines how many random samples are used to produce one selected sample), comparing
it to the standard provenance testing without rejection (k = 1).

Figure 4 compares the tester’s recall across different
values of k. Notable improvements are visible even Table 2: Precision and recall of the base vs
at k = 4, with higher values of k showing better re- BAT tester on BENCH-A and BENCH-B.

sults (though with diminishing returns). Specifically,
the recall achieved with 1,000 prompts at £ = 1

Allowed |Benchmark | Tester| Avg |Precision |Recall

. Queries T Queries

can be matched using only about 250 prompts at 500 | BENCH-A [base | 500 | 100 1081
k = 64, representing a four-fold reduction in on- 500 | BENCH-A | BAL | 450 | 098 | 0.29
line complexity. Figure 5 provides a comprehensive W0 | BENCH-B | base | 300 ] 095 | 93¢
comparison between k = 1 and &k = 64 for both 1,000 | BENCH-A | base | 1,000 | 099 | 0.86
precision and recall across both benchmarks, using 1,000 | BENCH-A | BAI | 605 100 | 0.63

_E ¢ ; _ o 1,000 | BENCH-B | base | 1,000 | 0.94 | 0.68
4 — 5 times fewer queries for & = 64 (note, in Fig 1000 | BencB | BAL | 809 | 008 | 042
ure 5 the number of prompts for k = 64 are given at 3.000 | BENCH-A | base | 2,000 | 098 | 0.89
the top of the plots). The results demonstrate that the 2,000 | BENCH-A | BAI | 1482 | 097 | 0.54

2,000 | BENCH-B | base | 2,000 0.92 0.77

tester maintains its effectiveness despite the signifi- 2000 | BeNoH.B | BAL | 1452 | 097 | 054

cant reduction in queries to the tested models. For
example, advanced prompt sampling achieves high
levels of 90 — 95% precision and 80 — 90% recall while reducing the required number of prompts
from 3, 000 to just 500 per model.

We next evaluate strategies for reducing offline complexity, which refers to the number of queries
made to pre-trained models during testing. We implement this reduction using BAI, as described in
Section 3.3 and given in Algorithm 4. We test this approach on both benchmarks by setting a target
budget of T" queries (prompts) per pre-trained model. For example, with 7' = 1000 on BENCH-A,

2Note that in practice, unlike our random sampling experiments, one can deliberately select control models
matching the domain and capabilities of the suspected parent model, thus reducing significantly the impact of
size of control sets, and leaving quality of the control set as the main factor on efficiency of the tester.



which contains 10 pre-trained models, the BAI-based provenance tester has a maximum budget of
10 - 1,000 = 10, 000 total queries to make its decision.

Table 2 compares the performance of the base tester and the BAI-enhanced version across different
query budgets T' € {500, 1000, 2000}. The results show that the BAI tester successfully reduces
offline complexity by 10% — 30% (as shown in the “avg queries” column). However, this reduction
comes at a significant cost to recall, while precision remains largely unchanged. For instance, with
T = 1,000 on BENCH-A, BAI reduces the average number of queries from 1,000 to 605, but
recall drops from 0.86 to 0.63. Similarly, on BENCH-B, the average queries decrease from 1, 000
to 809, but recall falls from 0.68 to 0.42. This pattern persists across different values of 7" and both
benchmarks, suggesting that the trade-off between query reduction and recall preservation is not
favorable in most cases.

(RQ4): The online query optimization strategy leads to a 4-6 fold query reduction without accuracy
drop, whereas the offline approach performs only marginally better and has a negative impact on
recall.

5 Conclusion

Our work formulates the model provenance testing problem for LLMs which has many applications
such as in detection of misuse of terms of use or vulnerable customized models. We present an ap-
proach based on statistical testing with minimal assumptions that has high accuracy for real-world
benchmarks. Our key insight is that models derived through standard customization approaches
maintain a level of similarity to their parent model that is statistically distinguishable from unrelated
parents. We evaluate this observation empirically, together with our approach and several optimiza-
tions. We find our proposed method to be practical for deciding LLM provenance.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not re-
move the checklist: The papers not including the checklist will be desk rejected. The checklist
should follow the references and follow the (optional) supplemental material. The checklist does
NOT count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evalu-
ation. While ”[Yes] ” is generally preferable to ” 7, it is perfectly acceptable to answer ”

” provided a proper justification is given (e.g., ’error bars are not reported because it would be too
computationally expensive” or "we were unable to find the license for the dataset we used”). In
general, answering ”’ ” or ”[NA] ” is not grounds for rejection. While the questions are phrased
in a binary way, we acknowledge that the true answer is often more nuanced, so please just use your
best judgment and write a justification to elaborate. All supporting evidence can appear either in the
main paper or the supplemental material, provided in appendix. If you answer [Yes] to a question,
in the justification please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Check-
list”,
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The theoretical guarantee and the proposed algorithm are illustrated in Sec-
tion 3, together with a discussion of assumptions and limitations. Detailed proofs and
algorithmic descriptions can be found in the appendix. Experimental results are illustrated
in Section 4.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
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Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Limitations are discussed as potential sources of error of our tester in Sec-
tion 3.2. Evaluation of these assumptions in practice are in Section 4.3.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Our algorithms’ theoretical guarantees are derived via standard hypothesis
testing or best arm identification results whose proofs are established results. We cite the
theoretical results that underpin our tester’s guarantee.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
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Answer: [Yes]

Justification: We describe our evaluation setup in Section 4. Further details about the
benchmark selection are in Appendix C. We also give algorithms and prompt generation
strategies for all of the optimizations in Appendix H. We give details such as the algorithm
for the offline optimization via multi-armed bandits in Appendix I.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will provide the code to train and evaluate the proposed algorithm, which
reproduces the experiment results in the paper after the rebuttal process.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details of our experiments including sampling optimizations,
benchmark collection and hyperparameters such as o and 7" in Section 4 and Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have conducted repeated experiments to obtain more comprehensive re-
sults, such as running precision/recall for different significance levels in Figure 9, Ap-
pendix G and evaluating the impact of randomness on the tester by using five different
randomly sampled sets of prompts in Table 6, Appendix E.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ~’Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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10.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We wrote the details in Appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research is conducted with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper proposes provenance testing for models that can impact taking
down vulnerable models or compliance to auditing practices for large language models
which is crucial for safety.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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11.

12.

13.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: This paper cite the original papers such as dataset, model or platforms.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: This paper will release code for running experiments and it is well docu-
mented.

Guidelines:

* The answer NA means that the paper does not release new assets.
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14.

15.

16.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA|
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

21



* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Algorithm 2 Model Provenance Tester for Pair (f, g)

Require: Pair (f, g), set of control models C' = {cy, ..

T, significance parameter «, statistical test ZTest.

T1ye..,xp ~ K

T
o 1 2o L f () = g(x))
for; < 1to deo
pi = 1 2o Leilzy) = g(x;))
Di < ZTeSt(:“’?//fivT)
end for
(p(l), R ,p(m)) — SOI‘t(pl7 ..
for k < 1tom do
ap —af/im—k+1)
if p(1y > ay then return FALSE

s Pm)

., Cm }, prompt space €2, number of prompts

> Sample T prompts
> Calc simof fand g

> Calc sim of ¢; and ¢
> Obtain p-values

> Sort p-values

> Holm-Bonferroni adjustment
> Not a provenance pair

end if
end for

return TRUE > Is a provenance pair

6 Appendix

A Related Work

We further detail prior work’s required access to the model and any additional knowledge to identify
or show ownership of a model, in particular large language models in Table 3.

White-box setting is the most prevalent in existing works. In particular, it is assumed that the analysis
is done by the model owner or defender who has access to its model weights. Our approach is fully
black-box based and it only analyzes the first output token of each query. For instance, in [53],
the defender has access to their own model’s parameters and the last linear layer as a fingerprint,
and aims to verify ownership through API access to the suspect model. LLMmap considers only
different versions of the same model and 5 model variants that have resulted from fine-tuning [34].
LLMmap proposes to train a model on a set of queries to detect unusual responses from a model
which may come in response to an attacker’s fingerprinting probing. It uses a pre-trained textual
embedding model to generate vector representations of the query and responses that they then use
to classify and identify models. It also uses heuristics to identify the most promising prompts for
model identification. Other LLM fingerprinting approaches uses system-level statistics to analyze
the fingerprint models such as inter-token times when these are available either locally or over the
network [1].

B Basic Tester

A pseudo-code of the basic tester is given in Algorithm 2. In summary, when the procedure returns
True, it ensures that the total family-wise error rate (FWER) is controlled at the significance level
of a = 0.05 or lower. This means we can confidently state that the similarity between f and g is
significantly higher than between g and any control model, supporting the existence of a provenance
relationship. Conversely, when the procedure returns False, it indicates that we could not establish
this higher similarity with the desired level of statistical significance. This may occur either be-
cause there is genuinely no significant similarity indicative of provenance or because the test lacked
sufficient power under the given parameters (e.g., sample size or number of prompts) to detect it.

C Models and Benchmarks

We collect model candidates for all provenance pairs from the Hugging Face (HF) platform [21].
Since there is no inherent ground truth to determine whether two models constitute a provenance
pair, we employ multiple heuristic approaches. These include analyzing metadata available through
the HF API and comparing the weights of downloaded models. We consider the most reliable ground
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Table 3: Comparison of our work to related work based on fingerprinting.

Work | Access Type Technique Additional Knowledge
Our |Black-box with only the|Hypothesis testing with sta- | No
next token tistical guarantees
[34] |Black-box with logits Proposes to train a model on | Pre-trained embeddings for
a set of queries classifier; Queries manual
crafted and domain knowl-
edge
[57] | White-box model internal | Classifiers trained on repre- | No
representations sentations
[51] |White-box. Models are em- | Embedding robust finger- | Changes in training proce-
bedded with fingerprint key | prints into the owner model. | dure
pairs
[1] |System-level statistics such |Deep learning to classify Network traffic
as inter-token times
[4] |Same as LLMmap LLMmap and other dynamic | Judge model, additional ac-
fingerprinting cess to classifier models and
manual fingerprinting
[53] | White-box. Model’s param- | Vector similarity No
eters and the last linear layer
as a fingerprint and API ac-
cess to the suspect model.
[29] |Takes datasets of Al-|Linguistic features for simi- | No
generated texts and classi- | lar styles
fies them in families
[54] |White-box access to base|A proactive fine-tuning ap- | No
model, black-box access to | proach to modify the output
the suspect model of the model
[28] |Knowledge of the training | Statistical testing and dis- | Classification models
dataset tance to margin
[30] |Log-probabilities of the tar-| Used to decide machine- | Additional model
get and random perturba- | generated text
tions of the input passage to
another model

truth to be cases where model uploaders explicitly specify their model as a fine-tuned version of an-
other model, indicated by the presence of "base _model:finetune:<basemodel name>" keyword
in the model description on HF. When this explicit indication is not present, we resort to less reliable
methods: we attempt to infer parent-child relationships through model naming patterns and by ana-
lyzing model descriptions on HF. Additionally, we identify potential provenance pairs by measuring
the similarity between model weights, assuming that highly similar weights suggest a parent-child
relationship. From these models we build two benchmarks.

The first benchmark, called BENCH-A, consists of LLM pairs for model provenance constructed
from popular pre-trained models and their fine-tuned derivatives. To build this benchmark, we man-
ually selected 10 widely-used pre-trained models (refer to Tbl. 4) with between 1 billion and 4
billion parameters (the upper bound was determined by our GPU memory constraints). Among
these, we purposefully included four pairs of architecturally similar models from Meta, Microsoft,
Google, and AliBaba to evaluate our tester’s ability to distinguish between closely related base mod-
els and to have some control models. For each pre-trained model, we then randomly sampled 10
fine-tuned derivatives using the Hugging Face API (i.e. use highly reliable ground truth verification),
prioritizing diversity in model creators. This sampling strategy resulted in 100 derived models, that
constitute BENCH-A.
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Hugging Face Model # params
Table 4: All 10 pre-trained LLMs from BENCH-A ;I{en:i-czwuni;y/ g}7><t)2 l%,ﬁz,ggi
. euther ia-70m ,426,
(left) and tOp 10 from BENCH-B (r]ght)' microsoft/DEZloGPT—medium 345,000,000
Hugging Face Model # params facebook/opt-125m 125,239,296
meta-llama/Llama-3.2-1B-Instruct 1,235,814,400 distilbert/distilgpt2 81,912,576
meta-llama/Llama-3.2-3B-Instruct 3,212,749,824 openai-community/gpt2-large 774,030,080
microsoft/Phi-3-mini-4k-instruct 3,821,079,552 openai-community/gpt2-medium 354,823,168
microsoft/phi-2 2,779,683.,840 Qwen/Qwen2-0.5B 494,032,768
google/gemma-2b 2,506,172,416 JackFram/1llama-68m 68,030,208
google/gemma-2-2b 2,614,341,888 EleutherAI/gpt-neo-125m 125,198,592
Qwen/Qwen2-1.5B 1,543,714,304 . .
Qwen/Qwen2.5-1.5B-Instruct 1,543,714,304
deepseek-ai/deepseek-coder-1.3b-base 1,346,471,936
TinyLlama/TinyLlama-1.1B-Chat-v1.0 1,100,048,384

Table 5: Domain-specific Hugging Face models included in our analysis.

Domain Model ID Hugging Face URL

Medical medical_transcription_generator https://huggingface.co/alibidaran/medical_transcription_generator
Medical gpt2-large-medical https://huggingface.co/Locutusque/gpt2-large-medical

Medical healthbot https://huggingface.co/Anjanams04/healthbot

Law bloom-560m-finetuned-fraud https://huggingface.co/js1in09/bloom-560m-finetuned-fraud
Financial ~ FinguAI-Chat-v1 https://huggingface.co/FINGU-AI/FinguAI-Chat-v1

Financial ~ FinOPT-Lincoln https://huggingface.co/MayaPH/Fin0PT-Lincoln

Biology distilgpt2-finetuned-microbiology ~ https://huggingface.co/as-cle-bert/distilgpt2-finetuned-microbiology
Astrology  astroGPT https://huggingface.co/stevhliu/astroGPT

Game magic-the-gathering https://huggingface.co/minimaxir/magic-the-gathering

Game chessgpt2-medium-1 https://huggingface.co/dakwi/chessgpt2-medium-1

The second benchmark, denoted as BENCH-B, was constructed through a more automated and com-
prehensive approach. We began by downloading the 1,000 most popular models from Hugging Face
with less than 1B parameters, ranked by download count. We then filtered out non-English models®
and those exhibiting low entropy or high self-perplexity, which are indicators of poor training quality
or insufficient learning®. This filtering process resulted in 608 viable models. To establish ground
truth provenance relationships among these models, besides the model owners provided f ine-tune
keyword approach, we also used the other less reliable methods. Through this analysis, we identi-
fied 57 pre-trained models and established 383 ground-truth model provenance pairs. The remaining
148 models are considered to be independent, having no clear derivation relationship with any other
models in analyzed set. Part of models from BENCH-B is given in Table 4.

Examples of Candidates’ Domains from Bench-A/B. We find examples of candidates for domains
such as financial, biology and medical among others. See Table 5 for a list of examples.

Experimental Setup. We run our model provenance testers on a Linux machine with 64-bit
Ubuntu 22.04.3 LTS, 128GB RAM and 2x 24 CPU AMD EPYC 7443P @1.50GHz and 4x NVIDIA
A40 GPUs with 48GB RAM. All experiments are implemented using PyTorch framework [35] and
the Hugging Face Transformers library [46].

D Sampling Prompts

To produce prompts for our provenance testers, we use indiscriminately five popular
LLMs: gemini-pro-1.5, claude-3.5-sonnet, gemini-flash-1.5, deepseek-chat, and
gpt-4o-mini. Each produced prompt is an incomplete sentence containing five to twenty words —
refer to Table 6 for examples.

Table 6: Examples of prompts.
In response to mounting public pressure, the concerned
The bright star known as Antares was visible even from
The surgeon prepared the instruments for a delicate
Scholars carefully examined the fragile
The phonetics lecturer explained the intricacies of the

N R S

3Due to lack of control models for them.
*We avoid testing low quality models.
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run BENCH-A BENCH-B

precision | recall | precision | recall
1.00 0.83 0.93 0.67
0.99 0.83 0.94 0.68
0.98 0.86 0.95 0.67
1.00 0.83 0.95 0.67
1.00 0.83 0.94 0.66

[N NN

Figure 6: Precision and recall of the provenance tester on BENCH-A and BENCH-B with five differ-
ent sets of 1,000 prompts.

Model 1 Model 2 k=1|k=4]k=16| k=064
gpt2-large gpt2-medium 0.64 0.36 0.22 0.16
gpt2-large megatron-gpt2-345m | 0.64 0.38 0.25 0.15
pythia-410m-deduped | pythia-410m 0.62 0.37 0.24 0.15
gpt2-medium megatron-gpt2-345m | 0.62 0.34 0.22 0.15
Qwen1.5-0.5B Sailor-0.5B 0.61 0.35 0.20 0.17
average | 0.33 0.13 0.08 0.06

Figure 7: Most similar pre-trained models from BENCH-B sorted for £ = 1 (no advanced prompt
sampling), and their corresponding values for & = 4, 16, 64.

E The Effectiveness of Rejection sampling

Certain pre-trained models from BENCH-A and BENCH-B exhibit a high degree of similarity when
comparing their output tokens generated from random prompts. Table 7 presents the top 5 most
similar model pairs from BENCH-B, measured by the percentage of matching output tokens when
tested on 1, 000 random prompts.

Table 7 demonstrates how the percentage of matching tokens changes with rejection sampling
(columns k£ = 4,16, and 64). For example, the most similar pair of models shows a reduction
in matching output tokens from 64% (k = 1) to merely 16% (k = 64), indicating that rejection
sampling significantly reduces token overlap between models. This improvement directly enhances
the efficiency of provenance testing by reducing the tester’s online complexity.

F Testing with Known Parent

1.0 e T— 1.0 1.0 e —————
NI cae. —= s aamg -

08 0.8 et 0.8{ 7~

// / —— Precision a=0.01

, 0.6 p——) ision a =
] p— Precision Bench-A Known Parent ] p— Precision Bench-A Known Parent ::i::z: Z=g'$5
0.4 —— Recall Bench-A Known Parent 0.4 —— Recall Bench-A Known Parent 0.4 —— Recall a=0.01
02 Precision Bench-B No Parent 02 Precision Bench-B No Parent 0.2 —— Recall a=0.05

' Recall Bench-B No Parent : Recall Bench-B No Parent Recall @=0.1

005 1000 2000 3000 4000 5000 0.0 1000 2000 3000 4000 5000 0.0% 1000 2000 3000 4000 5000

Prompts Prompts Prompts

Figure 8: Precision/recall the tester on BENCH-A (left) and Figure 9: Precision and recall

BENCH-B (right) without known parent (dark blue and dark red), of running the model provenance

and with a suspected parent (light blue and light red) ). tester on BENCH-A with differ-
ent significance levels .

We evaluate the provenance tester for cases where the parent model is given, addressing whether a
pair of models (P, C) constitutes a provenance pair.

We construct test pairs from both BENCH-A and BENCEI-B benchmarks. From BENCH-A, we take
all 100 true pairs (P;, C;) and create 100 false pairs (P;, C;) by selecting one random non-parent

P; # P, for each child C;. This ensures a balanced dataset where random guessing would achieve
50% accuracy. We similarly obtain 766 testing pairs from BENCH-B>.

Results from testing both benchmarks are shown in Figure 8. As expected, the tester performs
better when the suspected parent is known compared to cases with unspecified parents. While re-
call remains unchanged, precision reaches 100%. This improvement occurs because false positives
now require both that the statistical hypothesis test returns the wrong parent and that this wrong
parent matches the suspected parent. The precision with known parents (Pppownparent) 18 lower

SUnlike BENCH-A, BENCH-B already contains (child) models that have no known parent among the 57
pre-trained models, and we use these as one of the negative pairs.
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bounded by the precision with unspecified parents (Pynspecified), and depends on how we sam-
ple the incorrect parents. With uniform random sampling, it can be estimated as Prnownparent =

100 — M—IH, where n is the number of pre-trained models. For both benchmarks, this

yields precision slightly below 100%.

G Precision/Recall for Different o

We also run the model provenance tester for BENCH-A with different significance level a €
{0.01,0.05,0.1}. The results of these experiments are given in Figure 9. As evident from the
results, it is clear that the significance level does not have any major impact on the efficiency of the
tester.

H Advanced Sampling of Prompts

We further give the rejection sampling of prompts used to reduce the online complexity of the tester.
We present only the sampling procedure, i.e. how a set of prompts x1, . ..,z is produced given the
original prompt sampler €2, and the two sets of models: the parent candidate set F', and the control
set C. The tester that uses the new set is identical to the original tester, with the only difference that
it samples prompts from the new set. The sampling is given in Algorithm 3.

Algorithm 3 Advanced Prompt Sampling

Require: Parameter k, Candidate set F' = {f1,..., fs}, set of control models C' = {cy,...,cm},
prompt space €2, number of prompts 7"
Prompts < 0 > Initialize empty set of prompts
H+~FUC > All models
samel[i][j] < O for all ¢, j € [|H]|] > Counter of times two models produced the same output
token
fori <« 1toT’ do
Tlyevey Tk Mo > Sample & prompts
Score[j] + Oforall j « 1tok > Scores across k prompts
for j < 1tokdo > Find score for each
50

for [y « 1to|H|do
for l; + 1to|H|do
samellq][l2]
old + ———3"=
Sa7n€[ll][l2]+1(f{l1(Ij):hzz (z5))

new <—

weight < e”
s +=1(old > new) - weight
end for
end for
Score[j] + s
end for
end for
[ + arg max; Score([] > Find largest score
Prompts < Prompts U {x;} > Add that prompt
return Prompts

7
-(old—new)

I Reducing Offline Queries with Best Arm Identification

To reduce the offline queries to the parent and control models we replace the hypothesis tests with
Best Arm Identification (BAI) algorithm (that provides as well theoretical guarantees on confidence).
For practical purposes, in our implementation given in Algorithm 4 we use the BAI proposed in [15].
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Algorithm 4 Tester based on Best Arm Identification

Require: Model g, candidate set I = {fy,...

, fs}, set of control models C = {c1,...,cm},

prompt space €2, number of prompts 7', significance parameter «v, maximum average prompts per

model N
M+ FUC

Ut a) = |/ e

hits[m] < 0 forallm € M
tots[m] < 0 forall m € M
A+ M
t<0
while TRUE do
iid
x~
Yg < g()
for m € Ado
Ym  m(z)
itsm]+ = (4, yon)
totsm]+ =1
end for ‘
Hbest < maXmeM{Eim}
u+Ul(t, o)
for m € Ado )
if Hbest — U > 2;2{2}
A+ A\ {m}
end if
end for
if |A| = 1 then
break
end if
if Y oy totsm] > N - [M] then
break
end if
t+—t+1
end while
if |[A| = 1and A C F then
return (TRUE, A)
end if
return FALSE

+ u then

> Set of all models
> Confidence interval for BAI

> # same tokens with ¢
> # queried
> Active set of models

> Sample prompt

> Query g

> Update hits/tots

> query model m

> Update hit counters
> Update total queries

> Find best p
> Confidence radius

> Ly, too far from best

> Only 1 model left

> Reached max queries

> Model needs to be from F'
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