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Abstract
Large language models (LLMs) can improve001
their accuracy on various tasks through itera-002
tively refining and revising their output based003
on feedback. Sometimes these revisions can in-004
troduce errors, in which case it is better to roll005
back to a previous result. Further, revisions are006
typically homogeneous where the same reason-007
ing method that produced the initial answer is008
used for revisions, which may not correct errors.009
We present SCREWS, a modular framework for010
reasoning with revisions, which is comprised of011
three main modules: Sampling, Conditional Re-012
sampling, and Selection, each consisting of sub-013
modules that can be hand-selected per task. We014
apply SCREWS for arithmetic word problems015
and multi-hop question answering tasks with016
multiple state-of-the-art LLMs, and find that:017
pursuing a heterogeneous mixture of reason-018
ing strategies proves beneficial when revising,019
and selection between the original and revised020
responses is needed to fix any errors introduced021
by revision.022

1 Introduction023

Large Language Models (LLMs) have proven024

effective on a variety of reasoning tasks (OpenAI,025

2023). However, the LLM output is not always026

correct on its first attempt, and it is often necessary027

to iteratively refine the outputs to ensure that the028

desired goal is achieved (Madaan et al., 2023;029

Welleck et al., 2022; Zheng et al., 2023; Paul et al.,030

2023). These refinement methods assume that031

subsequent outputs (either by the same model, or032

by an external model or some tool) lead to better033

performance. However, there is no guarantee that034

subsequent versions must be better; as Figure 1035

illustrates, refinement can lead to a incorrect so-036

lution. This motivates a Selection strategy whereby037

the model can roll back to an earlier output.038

In addition, past work on iterative refinement039

typically assumes a single, fixed reasoning strategy040

(Welleck et al., 2022; Huang et al., 2022; Madaan041

SAMPLING

QUESTION
Raymond and Samantha are cousins.  Raymond was born 6 years before
Samantha. Raymond had a son at the age of 23.  If  Samantha is now 31,
how many years ago was Raymond's son born?

If Samantha is 31 now, and
Raymond was born 6 years
before her,  then Raymond is
31+6 = <<31+6=37>>37
years old.  If  Raymond was 23
years old when his son was
born, then the number of
years that have passed since
his son was born is 37-23 =
<<37-23=14>> 14 years.

CONDITIONAL RESAMPLING

If  Samantha is 31 now, and
Raymond was born 6 years
before her,  then Raymond is
31-6 = <<31-6=25>>25
years old.  Raymond's son was
born when he was 23 years
old, so that was 23-25 =
<<23-25=-2>>-2 years ago.-2 years

SELECTION

N

Figure 1: An example demonstrating that Conditional
Resampling (also known as “refinement”) can lead to
incorrect modification of the original answer. The Se-
lection module can retract it, if needed.

et al., 2023; Zheng et al., 2023). Humans, however, 042

are more flexible. For example, an inventor may 043

use several strategies to create a new product idea, 044

like brainstorming, reviewing user feedback, and 045

market research, before aggregating them together. 046

Likewise, we take a modular approach to answer 047

revisions, allowing us to test different strategies. 048

Different reasoning strategies often have unique 049

strengths and weaknesses. By combining them, 050

one can leverage the advantages of each strategy 051

while compensating for their individual limitations. 052

Heterogenous mixture of strategies can lead to a 053

more robust and comprehensive approach. 054

In this work, we introduce SCREWS, a modular 055

framework for reasoning with revisions.1 Figure 2 056

introduces the three main modules of the frame- 057

work in detail, namely Sampling, Conditional Re- 058

sampling, and Selection. For a given task and input 059

sequence, we instantiate SCREWS by fixing the sub- 060

modules for each module (for example, we might 061

select “Chain of Thought” for Sampling). The ini- 062

1SCREWS stands for “Sampling, Conditional
REsampling With Selection.” We will release the code.
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tial outputs generated by Sampling are passed to063

Conditional Resampling, which decides whether to064

generate a revision conditioned on the initial sam-065

ple, and does so if needed. Finally, all samples and066

revisions are given to the Selection module, which067

selects the best one.068

We use SCREWS to find the best strategy on two069

reasoning tasks: arithmetic reasoning (Cobbe et al.,070

2021) and multi-hop question answering (Strate-071

gyQA) (Geva et al., 2021). After finding the best072

strategy on a held-out set using ChatGPT (based on073

Brown et al. (2020)), we verify its effectiveness on074

the test set across three LLMs: Llama 2 (Touvron075

et al., 2023), ChatGPT, and GPT-4 (OpenAI, 2023).076

We find that:077

1. Heterogenous sampling leads to improved078

accuracy. While past work typically views self-079

refinement as resampling with the same reasoning080

strategy, we find that mixed strategies consistently081

lead to benefits by complementing each other.082

2. Model-based selection across the samples083

and revisions is necessary for good performance.084

Otherwise, more of the “refined” revisions are in-085

correct than the original predictions, one of the086

weaknesses of refinement-style approaches for rea-087

soning tasks (Huang et al., 2023).088

2 SCREWS: Methodology089

In this section, we formally describe SCREWS, our090

proposed modular framework for reasoning with091

revisions to tackle different reasoning tasks. Given092

a problem x, the goal is to generate an answer093

a, which in our experiments may be a string or a094

number. SCREWS consists of three main modules:095

Sampling, Conditional Resampling, and Selection.096

Different variants of SCREWS are obtained by in-097

stantiating these modules in different ways. The098

options for each module are described below and099

illustrated schematically in Figure 2. Note that100

there are other possible ways to instantiate each101

module. However in this work, we study only the102

instantiations described below.103

All of our methods will invoke one or more104

stochastic functions, where each function ψ maps105

a tuple of input strings to a result string y that106

contains useful information. In practice, ψ deter-107

ministically constructs a prompt from the input108

strings and then samples y from a large pretrained109

language model as a stochastic continuation of this110

prompt. For a given tuple of input strings, the111

prompt constructed for ψ will typically be a format-112

ted encoding of this tuple, preceded by a task spe- 113

cific instruction and several demonstrations (few- 114

shot examples) that illustrate how ψ should map 115

other encoded input tuples to their corresponding 116

continuations (Brown et al., 2020). 117

2.1 Sampling 118

As an example of the simplest and most naive in- 119

stantiation of the Sampling module, given a prob- 120

lem x, the model ψ could directly generate the an- 121

swer y = ψ(x) without any intermediate steps. The 122

value of y is returned as the answer a (if there is no 123

further revision of y). We consider the following 124

more complex instantiations in this work: 125

Chain of Thought (CoT). For many reasoning 126

tasks today, generating explanations improves the 127

quality of the final answer (Wei et al., 2022; Ko- 128

jima et al., 2022). Chain of Thought sampling 129

encourages the model to explain the intermediate 130

step-by-step reasoning en route to a decision. This 131

approach is now commonly used in several rea- 132

soning tasks. We can still define y = ψ(x), but 133

now we expect the prompt continuation to consist 134

of step-by-step reasoning culminating in the step 135

by step answer y, as demonstrated by the few-shot 136

examples included in the prompt. The answer a 137

is extracted from y using a simple deterministic 138

pattern-matching heuristic. 139

Sub-question decomposition (Subques). This 140

method decomposes the problem x into simpler 141

sub-questions [x1, x2, . . . , xn]. For each sub- 142

question xi in turn (i = 1, 2, . . . , n), the model 143

is called to generate the corresponding sub-answer 144

yi = ψ(x, x1, y1, . . . , xi−1, yi−1, xi). Note that we 145

generate all questions before seeing any answers; 146

that choice follows Shridhar et al. (2023), who 147

found this approach to work better than interleaved 148

generation of questions and answers. The sequence 149

of questions may be generated in a single step, ei- 150

ther by a call to a stochastic function ψquestion, as in 151

this work, or by a custom generation module that 152

has been fine-tuned on human-written questions as 153

in Cobbe et al. (2021). The answer a is extracted 154

from yn with a simple heuristic as in CoT. 155

2.2 Conditional Resampling 156

The result y from the Sampling module can be 157

viewed as a provisional result, ycurr. This is passed 158

to the Conditional Resampling module where a 159

decision is made whether or not to revise it. This is 160

done in two steps: first deciding whether or not to 161

revise, and then if so, resampling a new result ynext 162
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Figure 2: Overview of our modular framework for reasoning with revisions, SCREWS. Each of the three large boxes
(“modules”) contains several alternatives (“submodules”). (...) represents other sub-components that can be added
to each module, like cached memory or web search for Sampling, among others.

using one of the sampling methods mentioned163

above. The resampling is conditional because ynext164

may depend on ycurr. Our work focuses on the fol-165

lowing instantiations for Conditional Resampling:166

Self-Ask. Kadavath et al. (2022) use a function167

ψask(x, ycurr). The first token of the result indicates168

whether ycurr is correct, for example by starting169

with “Yes” or “No”. If “Yes”, we do not resample;170

if “No”, we must resample a revised answer ynext.171

In principle, the revision could be iterated as we172

discuss in Section 5.3, although Kadavath et al.173

(2022) did not do this.174

In our version of self-ask, ψask is formulated so175

that ynext appears in the result string ψask(x, ycurr)176

following the token “No”. Thus, both steps are effi-177

ciently performed by a single call to ψask(x, ycurr).178

For this method, we always use greedy decod-179

ing (temperature 0) to deterministically select180

whichever of “Yes” or “No” is more probable.2181

When the sampling module (Section 2.1) used182

sub-question decomposition to produce a chain183

of sub-answers ycurr = [y1, . . . , yn], rather than184

2A threshold other than 50% could also be selected. Alter-
natively, the correctness probability of ycurr could be assessed
by a dedicated ψcheck(x, ycurr), but we were unsuccessful with
this as ψcheck was poorly calibrated, mirroring findings on
model calibration (Kadavath et al., 2022; Xiong et al., 2023).

checking and revising only the final result step yn 185

by calling ψask(x, yn), we can instead check and 186

revise each step, at the cost of more calls to ψask. 187

For each provisional sub-answer yi in turn (starting 188

with i = 1), we predict whether it is correct by 189

calling ψask(x, x1, y1, . . . , xi−1, yi−1, xi, yi). The 190

first time the output is “No”, we resample y′i 191

through y′n, yielding the revised result ynext = 192

[y1, . . . , yi−1, y
′
i, . . . , y

′
n]. In principle, self-ask 193

could then be applied again at later steps > i of 194

both the original and revised chains; then choosing 195

among the many resulting chains, using the selec- 196

tion procedures of the next section, would resemble 197

branching in a reasoning tree (Yao et al., 2023). 198

Tool use. For some tasks, we construct ψask so 199

that it is allowed to use tools (Schick et al., 2023). 200

The reason is that in tasks like fact-checking, it is 201

futile to ask the LLM to check ycurr because it might 202

not have the requisite knowledge for evaluation. 203

The tools can be used to collect additional informa- 204

tion to help the model detect and fix problems in its 205

own generated answer. Tools like search engines or 206

fact retrievers can be used to evaluate correctness 207

and generate a new revision. Other tools like code 208

interpreters are not capable of generating text, but 209

can still be used to evaluate correctness. 210
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2.3 Selection211

The last module in SCREWS is the Selection mod-212

ule. In this step, we use either a model ψselect or213

simple heuristics to select the final result y from214

which we then extract the final answer a. In effect,215

this allows us to construct a simple ensemble of216

multiple systems.217

LLM-Based Selection. Just as an LLM was218

used above to evaluate whether ycurr is good, an219

LLM can be used to evaluate whether ynext is bet-220

ter. We callψselect(x, ycurr, ynext) to choose between221

two result strings.3 Note that it could be naturally222

extended to choose between more than two answers.223

When selection and sampling are implemented us-224

ing the same LLM, we refer to the method as self-225

select (e.g., in Figure 2).226

Rule-Based Selection. Many other selection227

methods can be considered rule-based. Past work228

on iterative refinement (Madaan et al., 2023;229

Huang et al., 2022; Zheng et al., 2023) always230

selects the most recent revision. Majority voting231

is a simple traditional ensembling method that232

has been used for selection (Wang et al., 2022;233

Lewkowycz et al., 2022), but it is costly since it234

requires several samples.235

2.4 Related Work236

Sampling. Prompting LLMs to generate a series237

of intermediate steps has proven to be effective for238

improving their reasoning capabilities (Wei et al.,239

2022; Lewkowycz et al., 2022; Kojima et al., 2022;240

Wang et al., 2022). Some approaches in this di-241

rection include chain of thought (Wei et al., 2022;242

Zhang et al., 2022; Wang et al., 2022; Lyu et al.,243

2023) and adding “Let’s think step by step" to the244

prompt (Kojima et al., 2022). Another approach245

is “question decomposition”, which decomposes246

the main problem into simpler problems and solves247

them iteratively (Min et al., 2019; Shridhar et al.,248

2022; Zhou et al., 2022; Jhamtani et al., 2023; Rad-249

hakrishnan et al., 2023). Each of these approaches250

has its own advantages depending on the underly-251

ing task (Shridhar et al., 2023). However, we are252

not aware of work combining these methods.253

Conditional Resampling. The use of feedback254

to improve generated samples has been well stud-255

ied, where the feedback can come either from hu-256

mans (Tandon et al., 2021; Bai et al., 2022; Elgo-257

hary et al., 2021), from reward models (Ziegler258

3We found the order of ycurr and ynext in the prompt was
unimportant, so we randomized it in our study.

et al., 2019; Lu et al., 2022; Shridhar et al., 2022; 259

Christiano et al., 2017; Lightman et al., 2023), from 260

external tools such as code interpreters (Schick 261

et al., 2023; Chen et al., 2022), or from other LLMs 262

(Madaan et al., 2023; Welleck et al., 2022; Fu et al., 263

2023; Peng et al., 2023; Yang et al., 2022; Zheng 264

et al., 2023; Cohen et al., 2023; Ling et al., 2023; 265

Khalifa et al., 2023). However, even if these feed- 266

back mechanisms are infallible, the resulting revi- 267

sions may introduce new errors. While prior work 268

uses the term “refinement,” we avoid it because re- 269

finement implies finer (improved) responses, which 270

is not always the case. 271

Selection. In LLM-based revision, a common 272

selection technique is to select the final result 273

(Madaan et al., 2023; Shinn et al., 2023; Zheng 274

et al., 2023; Yao et al., 2022; Chen et al., 2023; 275

Weng et al., 2022). However, this can lead to ac- 276

cepting incorrect changes made to previously cor- 277

rect results. Other selection methods involve rank- 278

ing multiple sampled outputs (Burges et al., 2005; 279

Cobbe et al., 2021) or majority voting (Wang et al., 280

2022; Lewkowycz et al., 2022; Zheng et al., 2023). 281

These methods often use a homogeneous sampling 282

strategy with changes in hyper-parameters. Our 283

work extends the strategy to heterogeneous sam- 284

pling and selection. 285

In Appendix A, we annotate Figure 2 with how 286

several of these prior works can be instantiated 287

within our framework and can be further combined 288

with our proposed strategies. 289

3 Experiments 290

We use the SCREWS framework to investigate the 291

research questions: 1) what is the best way to con- 292

ditionally resample; i.e. should we use a mixture 293

of reasoning strategies?; and 2) what is the impact 294

and importance of selection across revisions? 295

3.1 Tasks 296

We use the framework described by SCREWS on 297

two reasoning datasets: GSM8K (Cobbe et al., 298

2021) for arithmetic reasoning and StrategyQA 299

(Geva et al., 2021) for multi-hop question answer- 300

ing. GSM8K is a dataset of grade-school-level 301

math word problems with a test set of 1319 sam- 302

ples, each requiring two to eight steps to solve. 303

StrategyQA is a dataset for question-answering 304

where answering each questions typically requires 305

answers to an implicit set of several sub-questions. 306

Following Magister et al. (2023) and Shridhar 307
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Sampling Acc. Resample % Conditional Resampling Acc. Selection Acc.

GSM8K

CoT: Chain of thought 76.40 18 CoT 75.70 76.60
Subques 76.80 77.20

Subques: Subquestion decomposition 75.60 22 CoT 76.30 77.40
Subques 73.50 76.20

StrategyQA

CoT: Chain of thought 76.75 34

CoT 74.85 76.25
+Facts 78.75 79.05

Subques 76.85 77.25
+Facts 80.25 80.45

Table 1: The improvements achieved on the dev set by using Conditional Resampling and Selection for the GSM8K
and StrategyQA dataset using ChatGPT model. The fraction of examples resampled is also reported. Underline
indicates statistical significance with p < 0.05 compared to the baseline while Bold represents the best overall
results. +Facts represents using facts alongside the resampling strategy (tool usage).

et al. (2023), we test on the first 490 samples from308

the training set of StrategyQA (since their test set309

is unlabeled and we followed the 80-20 train-test310

split). We also randomly draw 1,000 samples from311

train set for GSM8K and 400 samples for Strate-312

gyQA for the dev set. The demonstration examples313

for our various stochastic functions ψ were drawn314

randomly from the rest of the training set.315

Both dataset releases already include subques-316

tions. StrategyQA provides human-annotated or-317

acle subquestions and related facts that can assist318

in answering the main question (which we use for319

tool-based conditional resampling described in Sec-320

tion 2.2). In the GSM8K dataset, subquestions321

were generated by a fine-tuned GPT-3 model and322

correspond to the steps in a particular correct CoT323

solution: we will use these for ablation studies324

(Section 5.2).325

3.2 Experimental Setup326

We always report exact-match accuracy: the per-327

centage of examples on which our final answer a328

matches the gold answer. We first use ChatGPT329

(gpt-3.5-turbo-0613) to determine the best com-330

bination of methods on the dev set for each of the331

tasks. We found the heterogenerous resampling332

and selection proved to be the best combination and333

we used it for the test set experiments using three334

LLMs: ChatGPT again (gpt-3.5-turbo-0613),335

and GPT-4 (gpt-4-0613), and Llama 2 70B (Tou-336

vron et al., 2023). Both ChatGPT and GPT-4 were337

based on the September 2023 APIs.338

Sampling We use greedy decoding (temp=0) for339

all choices of Sampling module with 5 provided340

demonstrations (prompts in Appendix C.1).341

Conditional Resampling Greedy decoding is342

used to first make a binary resampling decision 343

and then to sample. 4-shot prompts (with two cor- 344

rect and two incorrect samples) are used for the 345

GSM8K and StrategyQA datasets (Appendix C.2). 346

For StrategyQA, we use tool-based resampling by 347

including the provided facts from the dataset into 348

the prompt to simulate a (perfect) fact retrieval tool. 349

Even though the facts are provided as part of the 350

dataset, we do not include facts in the prompt when 351

initially calling to ψask to decide whether to resam- 352

ple, but only when we actually generate ynext. We 353

studied this scenario because it is more realistic; 354

in practice, tool invocations that retrieve facts, like 355

performing a web search, are expensive and may 356

only be desirable for the difficult examples. 357

Selection For the self-select strategy, the 358

prompts (Appendix C.3) include two examples and 359

selection was produced with greedy decoding. 360

4 Results 361

Table 1 reports the intermediate and final accuracy 362

score after each module of SCREWS, for each of 363

several combinations of module instantiations on 364

the dev set. The best strategies were selected for the 365

test set. Those test scores are reported in Table 2 366

alongside a Self-Refine (SR) baseline (Madaan 367

et al., 2023), which is akin to always resampling 368

and always selecting the revision (most recent). 369

4.1 Importance of the Selection module 370

First, in SCREWS, we observe that Conditional Re- 371

sampling does not invariably improve every output. 372

In fact, we see in Table 1 that for some configura- 373

tions of SCREWS, it often harms the output quality. 374

Because of these regressions, the Selection mod- 375
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Dataset Method Chain-of-thought Subquestion Decomposition
Llama2-70B ChatGPT GPT-4 Llama2-70B ChatGPT GPT-4

GSM8K

SR Base - 74.8 92.9 - - -
+Refine - 75.0 (↑ 0.2) 93.1 (↑ 0.2) - - -

Baseline 59.24 76.20 92.18 55.66 77.10 91.24
+ hetres 59.46 (↑ 0.4) 76.80 (↑ 0.6) 92.64 (↑ 0.5) 56.28 (↑ 0.6) 77.78 (↑ 0.7) 92.10 (↑ 0.9)
+ select 59.88 (↑ 0.6) 77.30 (↑ 1.1) 93.88 (↑ 1.6) 56.64 (↑ 1.0) 78.30 (↑ 1.2) 93.44 (↑ 2.2)

StrategyQA
Baseline 74.15 75.70 - 73.25 76.10 -

+ hetfacts 75.65 (↑ 1.5) 77.75 (↑ 2.0) - 75.50 (↑ 2.2) 78.10 (↑ 2.0) -
+ select 75.85 (↑ 1.7) 77.95 (↑ 2.2) - 75.65 (↑ 2.4) 78.25 (↑ 2.1) -

Table 2: Accuracy on the test set for GSM8K and StrategyQA with chain of thought (left) or subquestion decompo-
sition (right) across three models: Llama 2 70B, ChatGPT and GPT-4. Baseline is the score after initial sampling,
hetres is heterogeneous resampling by changing reasoning strategy, hetfacts is heterogeneous resampling with facts,
and select is after Selection. Compared to the baseline, underline indicates statistical significance with p < 0.05
and (↑) reports the improvements. SR refers to Self-Refine method, reported by Madaan et al. (2023).

ule is useful: in all cases on both the dev and test376

set, it leads to an increased score over the naive377

paradigm of retaining the most recently produced378

revision, implicitly proposed by past work like the379

SR method.380

The cost of LLM-based selection is minor. Re-381

call that in contrast to SR, SCREWS does not al-382

ways resample; it resamples on only a fraction of383

the examples (Table 1). Further, selection is rela-384

tively inexpensive as few output tokens need to be385

produced and leads to better performance than SR.386

Thus, not only is LLM-based selection better than387

no selection—combined with Conditional Resam-388

pling, it is also less expensive. Exact token cost is389

detailed in Appendix B.390

4.2 Conditional Resampling Works Better391

with a Method Change392

Heterogenous sampling is effective. Like to393

previous findings (Madaan et al., 2023; Huang394

et al., 2023), we observe that sampling and then395

resampling with the same strategy (either chain396

of thought or subquestion decomposition) leads397

to performance degradation (76.40 → 75.70 for398

CoT and 75.60 → 73.50 for Subques) as shown in399

Table 1. Similar results were observed for Strate-400

gyQA (76.75 → 74.85).401

What gave the best results—for both the Sam-402

pling methods across two datasets—was Condi-403

tional Resampling with a different method from the404

originally chosen one. It results in a large gain over405

Sampling when the original Sampling used subques-406

tion decomposition and Conditional Resampling407

used CoT (75.6 → 76.3) and vice versa (76.4 →408

76.8) for GSM8K. This shows that it is useful to409

change methods using Conditional Resampling, a410

novel finding with our framework. Furthermore, 411

the results on both datasets on and both the dev 412

and test set show how heterogeneous sampling is 413

complementary to LLM-based selection. 414

Resampling without external tools is often in- 415

sufficient. We note that the results for Condi- 416

tional Resampling on StrategyQA in Table 1 is 417

more mixed, as the switch from CoT to Subques 418

only results in an insignificant 0.10 change in accu- 419

racy (76.75 → 76.85). We hypothesize that because 420

StrategyQA requires factual knowledge, drawing 421

more samples, regardless of the reasoning strategy 422

used, will always be limited by the LLM’s inter- 423

nal knowledge. A real example at the bottom of 424

Figure 4 shows how resampling can preserve an 425

incorrect model-generated claim. 426

We note that this limitation can be overcome by 427

external tools.4 hetfacts shows a +2-point improve- 428

ment (76.75 → 78.75) over Sampling for CoT and 429

around +4 points for Subq (76.76 → 80.25) (and 430

Selection further improves accuracy). 431

4.3 SCREWS generalizes across LLMs 432

Table 1 shows the accuracy after each module of 433

SCREWS. As discussed above, a mixture of strate- 434

gies followed by Selection performs best. We then 435

evaluated this strategy on the test set for each task 436

across three LLMs and against a prior work using 437

Self-Refine (Madaan et al., 2023). We report the 438

results in Table 2. 439

Self-Refine gets a gain of +0.2 points on GSM8K 440

dataset using both ChatGPT and GPT-4 models, our 441

heterogeneous resampling (hetres) achieves a gain 442

4Recall we are only including facts in Conditional Resam-
pling. In preliminary studies we found that including facts
during Sampling instead results in accuracy above 90%.
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Figure 3: On GSM8K, sampling cost vs. accuracy. The
blue line shows a baseline of majority voting over k ∈
{1, 3, 4, 5} CoT samples. The shaped points are the our
proposed strategies from Sec. 4 that use CoT with hetres
and selection (select).

of around +0.5 points with chain of thought strat-443

egy. Moreover, combining it with selection leads444

to a gain of +1.1 points for ChatGPT (76.20 →445

77.30) and +1.7 for GPT-4 (92.18 → 93.88). On446

Llama 2 70B, an open-source LLM independent447

of OpenAI APIs, we achieve a gain of +0.6 points448

(59.24 → 59.88). Note that self-refine resamples449

every sample, while our conditional resampling is450

needed for a small fraction of the inputs, proving451

it to be a more cost effective and accurate strategy.452

The results follows a similar trend where selection453

with heterogeneous sampling leads to an improve-454

ment of +1.7 points for Llama 2 70B (74.1 → 75.8)455

and +2.2 points for ChatGPT (75.7 → 77.9). We do456

not report StrategyQA scores with GPT-4 as even457

the baseline achieves nearly perfect accuracy.458

The results follows a similar trend for subques-459

tion decomposition (Table 2, right). For GSM8K,460

selection over heterogeneous resampling leads to a461

gain of +1 point for Llama 2 70B (55.66 → 56.64),462

+1.2 points for ChatGPT (77.1 → 78.3) and +2.2463

points for GPT-4 (91.24 → 93.44). For StrategyQA,464

the results are improved by +2.4 points for Llama 2465

70B (73.25 → 75.65) and +2.1 points for ChatGPT466

(76.10 → 78.25).467

5 Analysis and Ablations468

5.1 Total Cost469

SCREWS supports many methods with different470

cost/accuracy tradeoffs. Notably, our methodology471

of conditional resampling and selection incurs ad-472

ditional LLM calls. In this anlaysis, we compare473

against the simpler method of k-shot sampling with474

a single sampling strategy and selecting via a ma-475

jority vote. We evaluate k = {1, 3, 4, 5} chain of 476

thought (CoT) samples for the test set of GSM8K 477

with ChatGPT (•). The first sample is generated 478

at temp = 0 and the remaining use temp = 0.7, 479

and ties are broken randomly. Fig. 3 displays 480

the strategies that use CoT with our proposed ap- 481

proach of heterogeneous resampling and selection 482

on GSM8K. The cost is represented as the total 483

count of input tokens (prompt + query) and output 484

tokens for all LLM calls needed by that strategy, 485

averaged over test examples. Generally, subques- 486

tion decomposition is expensive as it is costly to 487

call ψquestion. However, it is affordable to use it in 488

Conditional Resampling (x), since resampling only 489

occurs a fraction of the time. This method is both 490

cheaper and more accurate than Sampling majority 491

voted 3 samples with CoT. Combining it with se- 492

lection (■) achieves an accuracy better than 4 CoT 493

samples majority voted at roughly the cost of 3 sam- 494

ples. Appendix B discusses a detailed breakdown 495

of each module’s input and output token costs. 496

5.2 Oracle Subquestions 497

Recall that the GSM8K dataset includes subques- 498

tions that were generated by their own fine-tuned 499

model with some access to the solution. We will 500

refer to these as oracle subquestions. 501

Replacing our model-generated questions with 502

oracle subquestions unsurprisingly improves the 503

baseline subquestion performance on the test set 504

(76.10 → 78.60, ChatGPT). Still, we find that het- 505

erogeneous sampling (79.10) and selection (79.45) 506

results in further improvement. This reaffirms the 507

importance of heterogenous sampling and selec- 508

tion, and that stronger reasoning strategies (oracle) 509

can benefit from relatively weaker ones (CoT). 510

5.3 More Revision Steps 511

Section 4 showed that on GSM8K (test) with Chat- 512

GPT, revising with heterogeneous resampling im- 513

proves the CoT strategy (76.2 → 76.8) and selec- 514

tion improves it further (77.3). Madaan et al. (2023) 515

find that the score increase after each iteration of 516

SR is marginal. We likewise test additional itera- 517

tions of Conditional Resampling+Selection, result- 518

ing in scores of [77.6, 77.9, 77.8, 77.6] on iterations 519

2-5 respectively. We conclude that these improve- 520

ments are also relatively minor compared to first 521

iteration of Conditional Resampling. However, like 522

those of Madaan et al. (2023), these gains are not 523

negligible, and it may be helpful to run some fur- 524

ther iterations, cost permitting. 525
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Question In a family of 5, three people eat three eggs each day while the rest eat two eggs each day. If they eat eggs every day, how many eggs will the
family consume in a week?
Sampling (A) Three persons eat 3 x 3 = «3*3=9»9 eggs each day. So, 5 - 3 = «5-3=2»2 persons eat two eggs in a day. Thus, 2 x 2 = 4 eggs are consumed by
the two other people in a day. So the family consumes 9 + 4 = «9+4=13»13 eggs each day. Therefore, 13 x 7 = «13*7=91»91 eggs will be consumed by the
family in a week. The answer is 91.✓
Conditional Resampling (B) The three people eat 3 eggs each day, so they eat a total of 3*3 = «3*3=9»9 eggs each day. The two people eat 2 eggs each day,
so they eat a total of 2*2 = «2*2=4»4 eggs each day. The remaining two people eat a total of 4 eggs each day - 3 eggs eaten by the other three people =
«4-3=1»1 egg each day. The family consumes a total of 9 eggs + 4 eggs + 1 egg = «9+4+1=14»14 eggs each day. Therefore, the family will consume 14
eggs/day x 7 days/week = «14*7=98»98 eggs in a week. The answer is 98.✗
Selection (A) ✓

Question The local firefighters are doing a “fill the boot” fundraiser. Their goal is to raise $6300. After the first 3 hours, they have raised $2100. For how
many hours do they have to fundraise in total to reach their goal, assuming an equal amount raised in every hour?
Sampling (A) They need to raise $6300 - $2100 = $«6300-2100=4200»4200 more dollars. If they raise an equal amount in every hour, they need to fundraise
for $4200 / 1 = $«4200/1=4200»4200 hours. The answer is 4200.✗
Conditional Resampling (B) The firemen raised $2100 in 3 hours, so they raised $2100/3 hours = $«2100/3=700»700 per hour. To reach their goal of
$6300, they need to fundraise for $6300/$700 per hour = «6300/700=9»9 hours. The answer is 9.✓
Selection (B) ✓

Question: Would Alexander Hamilton have known about koalas?

Sample: Alexander Hamilton died in 1804. The first koala specimen was collected in 1792. It is possible that Hamilton knew about koalas, but it is unlikely.
The answer is Unknown ✗

Conditional Resampling: Alexander Hamilton died in 1804. The first koala specimen was collected in 1792. It is possible that Hamilton knew about koalas.
The answer is True ✗

Facts: Alexander Hamilton died in 1804. The first published depiction of a koala was in 1810

Tool-based Resample: No, Alexander Hamilton would not have known about koalas. The answer is False ✓

Figure 4: The top two examples demonstrate the importance of the Selection module for the GSM8K dataset. The
last example shows how tool use (“Facts”) can be helpful for the StrategyQA dataset.

5.4 Model-based selection vs. majority voting526

As discussed in Section 2.4, majority voting across527

k samples is a common method for Selection. Typ-528

ically, this involves sampling k answers from ψ at529

high temperature, as we did in Section 5.1. We530

now consider majority voting when samples are531

drawn from heterogeneous strategies. In particu-532

lar, for each question in GSM8K, we use ChatGPT533

to generate three responses using CoT and sub-534

question decomposition from Table 2 and oracle535

subquestions from Section 5.2. We compare major-536

ity voting with a model-based selector, ψselect, that537

includes all 3 responses in the prompt. We find that538

model based selector (86.90) outperforms majority539

voting (85.52) by +1.4 points; yet much lower than540

the upper bound of 92.50 (with a perfect selector).541

5.5 Selected Examples542

The top two examples of Figure 4, on the GSM8K543

dataset, demonstrate the usefulness of the Selec-544

tion module. The first example shows how an error545

introduced by Conditional Resampling can be re-546

verted by Selection. The second example shows547

how a correction found by Conditional Resampling548

can be kept by Selection. The last example in Fig-549

ure 4, on the StrategyQA dataset, illustrates that550

ordinary Resampling is unlikely to correct an incor-551

rect fact generated by the LLM. However, provid-552

ing the correct facts during Resampling gives the553

model access to new information, leading to the554

correct answer. 555

6 Conclusion and Future Work 556

We have proposed SCREWS, a modular reasoning- 557

with-revisions framework to answer reasoning 558

questions with LLMs. Based on our experiments 559

we draw the two primarily conclusions: 1) Se- 560

lection plays an important role: Although Con- 561

ditional Resampling often improves the result of 562

Sampling, Selection can help avoid errors from the 563

case where it does not. It was beneficial on all 564

three datasets; and 2) Heterogeneous vs. homo- 565

geneous resampling: Using different reasoning 566

methods for Sampling and Conditional Resampling 567

can lead to higher accuracy, with or without Selec- 568

tion. Furthermore, we demonstrate the effective- 569

ness of SCREWSas a framework for determining 570

useful and cost-effective strategies. 571

SCREWS combines the three important modules 572

Sampling, Conditional Resampling and Selection 573

in a modular framework. While the relative order- 574

ing of reasoning strategies appears robust within 575

a single dataset, the best configuration of modules 576

may vary by task and could be identified through 577

a method such as exhaustive search, Monte Carlo 578

Tree Search, or reinforcement learning. Further, 579

the modules themselves could be fine-tuned to im- 580

prove end-to-end performance. We leave this for 581

future work and encourage a broader spectrum of 582

strategies for reasoning with LLMs. 583
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7 Limitations584

Our work explores a framework for revision that585

we experimented on two reasoning datasets: arith-586

metic reasoning and fact-based question answering.587

Although our framework can be extended to other588

tasks due to the flexible nature of our framework,589

we did not test it on other tasks. We leave this for590

future work. Also, we explored two most popu-591

lar and effective reasoning Samplingstrategies of592

chain of thought and subquestion decomposition,593

so many other methods including but not limited594

to PAL (Gao et al., 2022) and Faithful CoT (Lyu595

et al., 2023) were not tested. To investigate our596

research questions, we permitted use of oracle or597

gold auxiliary labels (subquestions and facts); thus,598

our best numbers are not intended to be treated as599

comparable to SOTA.600

Due to the ever-changing nature of OpenAI’s601

closed-source APIs, some results may not be repro-602

ducible in the future. However, we are releasing the603

prompts and code for our work and included a set of604

results using the open source Llama 2 70B model.605

Finally, the output of LLMs can be sensitive to606

changes in input prompt phrasing. Minor changes607

in the prompt can lead to different responses, sug-608

gesting that the models may not consistently apply609

the same reasoning or context.610

8 Ethical Considerations611

The authors recognize that any work in advancing612

reasoning strategies using LLMs can be used to613

advance capabilities on malicious tasks. Besides614

this potential for dual use, the authors do not see615

additional ethical concerns.616
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A Detailed comparison with related work 910

In Figure 5, we contrast the framework of 911

SCREWS as described in Figure 2 with other re- 912

cent work on reasoning via iterations. 913

B Token Cost 914

Table 3 shows the token cost of input and output 915

for each module in SCREWS. Due to its iterative 916

nature, subquestion decomposition requires on av- 917

erage four times more input tokens than the other 918

modules. For Conditional Resampling, the model 919

first predicts whether it wants to modify its output 920

or not, using one token (“Yes" or “No") for each 921

sample and then only for the answers starting with 922

“No", it resamples. For the Selection module, the 923

model chooses one of the two samples presented to 924

it, using one token (A or B) for the output. Table 4 925

directly reports the input and output token cost of 926

our proposed strategies from Table 2. 927

C Prompts 928

Below are abbreviated versions of the prompts 929

used in the experiments, including instructions and 930

demonstrations. For readability, we show only 1–2 931

demonstrations in each prompt. In each demonstra- 932

tion, the demonstrated result string is highlighted 933

for the reader’s convenience, but this highlighting 934

is not included in the prompt. Each prompt shown 935

would be followed by the test question and then 936

the cue (e.g., “Answer:”) that indicates that a result 937

string should follow. 938

C.1 Sampling 939

For Chain of Thought (CoT) and Subquestion De- 940

composition for GSM8K and StrategyQA, 5-shot 941

prompts were used. 942

C.1.1 Chain of Thought 943

GSM8K 944
I am a highly intelligent question answering bot. I will answer 945
the last question ‘Question’ providing equation in « » format 946
in step by step manner. 947

Question: James writes a 3-page letter to 2 different 948

friends twice a week. How many pages does he write a year? 949

Answer: He writes each friend 3 ∗ 2 = «3 ∗ 2 = 6»6 pages 950

a week. So he writes 6 ∗ 2 = «6 ∗ 2 = 12»12 pages every 951

week. That means he writes 12 ∗ 52 = «12 ∗ 52 = 624»624 952

pages a year. The answer is 624 953

954
StrategyQA 955

You are a highly intelligent question answering bot. You will 956

answer the question ‘Question’ in as details as possible. 957
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Figure 5: Overview of our modular framework for reasoning with revisions, SCREWS. Each of the three large
boxes (“modules”) contains several alternatives (“submodules”). Several past works can be instantiated using our
framework and can be combined with the heterogeneous resampling and selection strategy. Some examples are
presented, namely Self-Refine (Madaan et al., 2023), Least to Most (Zhou et al., 2022), LLMs Know (Mostly)
(Kadavath et al., 2022), Self-Consistency (Wang et al., 2022), Self-Improve (Huang et al., 2022), PHP CoT (Zheng
et al., 2023), Self-Correct (Welleck et al., 2022), Socratic CoT (Shridhar et al., 2022), Program of Thoughts (Chen
et al., 2022). (...) represents other sub-components that can be added to each module, like cached memory or web
search for Sampling, among others.

Question: Is coal needed to practice parachuting?958

Answer: Parachuting requires a parachute. Parachutes are959

made from nylon. Nylon is made from coal. The answer is960

True961

962

C.1.2 Subquestion Decomposition963

While subquestion decomposition uses a single964

prompt, each example requires multiple API calls965

because the next subquestion needs to be appended966

to the prompt.967
GSM8K968

I am a highly intelligent question answering bot. I will answer969
the last question ‘Q’ providing equation in « » format keeping970
the Problem and previous Q and A into account.971

Problem: There are 5 houses on a street, and each of the972

first four houses has 3 gnomes in the garden. If there are a973

total of 20 gnomes on the street, how many gnomes does the974

fifth house have? 975

Q: How many gnomes are in the first four houses? 976

A: In the first four houses, there are a total of 4 houses * 3 977

gnomes = «4 ∗ 3 = 12»12 gnomes. The answer is 12 978

Q: How many gnomes does the fifth house have? 979

A: Therefore, the fifth house had 20 total gnomes - 12 gnomes 980

= «20− 12 = 8»8 gnomes. The answer is 8 981

982
StrategyQA 983

You are a highly intelligent question answering bot. You will 984
answer the last question ‘Q’ keeping the Problem and previous 985
Q and A into account and then answer the Final Question 986
based on all the previous answer ‘A’. 987

Problem: Is coal needed to practice parachuting? 988

Q: What is one of the most important item that you need to go 989

parachuting? 990

A: Parachuting requires a parachute. 991

Q: What is #1 made out of? 992
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Method Input Tokens Output Tokens Total Tokens

Subquestion generation step ψquestion

Subques 360 180 540

Sampling step ψ

CoT 774 307 1081
CoT (k = 5) 3870 1530 5400
Subques 3121 434 3555
Subques (Oracle) 3187 413 3600

Conditional Resampling step ψask

CoT 869 105 1184
Subques 3780 136 3916
Subques (Oracle) 3525 131 3656

Selection step ψselect

Selection 1296 1 1297

Table 3: Average counts of input and output tokens for each choice of each module (step) in SCREWS. Many of
the methods in Tab. 2 need to call multiple modules. We remark that the input tokens at each step include output
tokens from previous steps. The counts shown for later steps average not only over examples, but also over choices
of method for the previous steps.

Cost Method Chain-of-thought Subquestion Decomposition
Llama2-70B ChatGPT GPT-4 Llama2-70B ChatGPT GPT-4

Input Token
Baseline 774 774 774 3121 3121 3121

+ hetres 780 612 624 217 231 194
+ select 324 259 262 319 324 276

Output Token
Baseline 362 307 292 454 434 429

+ hetres 35 28 24 34 31 30
+ select 1 1 1 1 1 1

Table 4: This companion table to Table 2 reports the exact input and output token costs, averaged per example
across the full test set for GSM8K.

A: Parachutes are made from nylon.993

Q: Is #2 originally made from coal?994

A: Nylon is made from coal.995

Final Question: Is coal needed to practice parachuting?996

Final Answer: True997

998

C.2 Conditional Resampling999

We used 4-shot prompting for conditional resam-1000

pling (two positive and two negative) for GSM8K1001

and StrategyQA. One pair of each is presented be-1002

low:1003

C.2.1 Chain of Thought1004

GSM8K1005
Question: Natalia sold clips to 48 of her friends in April, and1006
then she sold half as many clips in May. How many clips did1007
Natalia sell altogether in April and May?1008
Answer: In April, Natalia sold 48 clips. In May, Natalia sold1009
half of the toal clips meaning 72/2«72/2 = 36»36 clips. So,1010
Natalia sold a total of 48 + 36«48 + 36 = 84»84 clips in1011
April and May. The answer is 841012
You are a math teacher. Do you think the reasoning process1013
for the given problem is correct? Let’s check the ‘Answer’1014

in details, and then decide ‘Yes’ or ‘No’ and then write the 1015
correct ‘Final Answer’. 1016
Answer: No, the reasoning is incorrect. Final Answer: Natalia 1017
sold 48/2 = «48/2 = 24»24 clips in May. So she sold a total 1018
of 48 + 24«48 + 24 = 72»72 clips. The answer is 72 1019

Question: There are 5 houses on a street, and each of the 1020

first four houses has 3 gnomes in the garden. If there are a 1021

total of 20 gnomes on the street, how many gnomes does the 1022

fifth house have? 1023

Answer:In the first four houses, there are a total of 4 houses * 1024

3 gnomes = «4 ∗ 3 = 12»12 gnomes. Therefore, the fifth 1025

house had 20 total gnomes - 12 gnomes = «20− 12 = 8»8 1026

gnomes. The answer is 8 1027

You are a math teacher. Do you think the reasoning process 1028

for the given problem is correct? Let’s check the ‘Answer’ 1029

in details, and then decide ‘Yes’ or ‘No’ and then write the 1030

correct ‘Final Answer’. 1031

Answer: Yes, the reasoning is correct. Final Answer: In the 1032

first four houses, there are a total of 4 houses * 3 gnomes 1033

= «4 ∗ 3 = 12»12 gnomes. Therefore, the fifth house had 20 1034

total gnomes - 12 gnomes = «20− 12 = 8»8 gnomes. The 1035

answer is 8 1036
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1037
StrategyQA1038

Question: Could Durian cause someone’s stomach to feel1039
unwell?1040
Answer: Durian has a pungent odor that many people describe1041
as being similar to feet and onions. Unpleasant smells can1042
make people feel excited and they like it. The answer is False1043
You are an expert teacher. Do you think the reasoning process1044
for the given problem is correct? Let’s check the ‘Answer’1045
in details, and then decide ‘Yes’ or ‘No’ and then write the1046
correct ‘Final Answer’.1047
Answer: No, the reasoning is incorrect. Final Answer: Durian1048
has a pungent odor that many people describe as being similar1049
to feet and onions. Unpleasant smells can make people feel1050
nauseous. The answer is True1051

1052

Question: Was Daniel thrown into the lion’s den in the1053

New Testament?1054

Answer:The Book of Daniel is a book in the Old Testament of1055

the Bible. The Bible is divided into the Old Testament and the1056

New Testament. The New Testament focuses on four Gospels1057

regarding the life of Jesus. The answer is False1058

You are an expert teacher. Do you think the reasoning process1059

for the given problem is correct? Let’s check the ‘Answer’1060

in details, and then decide ‘Yes’ or ‘No’ and then write the1061

correct ‘Final Answer’.1062

Answer: Yes, the reasoning is correct. Final Answer: The1063

Book of Daniel is a book in the Old Testament of the Bible.1064

The Bible is divided into the Old Testament and the New1065

Testament. The New Testament focuses on four Gospels1066

regarding the life of Jesus. The answer is False1067

1068
StrategyQA (Resampling with facts)1069

You are a highly intelligent question answering bot. You1070
will answer the question ’Question’ in as details as possible.1071
’Facts’ are provided to assist you in answering the questions.1072
Question: Are vinegar pickled cucumbers rich in lactobacil-1073
lus?1074
Facts: Pickles made with vinegar are not probiotic and are1075
simply preserved. Pickles made through a soak in a salt brine1076
solution begin to ferment because of lactobacillus.1077
Answer: No, vinegar does not contain lactobacillus. The1078
answer is False1079

1080

Question: Does Masaharu Morimoto rely on glutamic1081

acid?1082

Facts: Masaharu Morimoto is a Japanese chef. Japanese1083

cuisine relies on several forms of seaweed as ingredients and1084

flavorings for broth like kombu dashi. Glutamic acid has been1085

identified as the flavoring component in kombu seaweed.1086

Answer: Yes, Japanese chef uses a lot of glutamic acid. The1087

answer is True1088

1089

C.2.2 Subquestion Decomposition1090

GSM8K1091
1092

Here is a math question and its solution.1093
Problem: Noah is a painter. He paints pictures and sells them1094
at the park. He charges $60 for a large painting and $30 for a1095
small painting. Last month he sold eight large paintings and1096

four small paintings. If he sold twice as much this month, how 1097
much is his sales for this month? 1098
How much did Noah earn from the large paintings? Noah 1099
earned $60/large painting x 8 large paintings = $«60 ∗ 8 = 1100
480»480 for the large paintings. The answer is 480 1101
Question: How much did Noah earn from the small paintings? 1102
Answer: He also earned $60/small painting x 4 small paintings 1103
= $«60 ∗ 4 = 240»240 for the small paintings. The answer is 1104
240 1105
You are a math teacher. Do you think the reasoning process 1106
for the given problem is correct? Let’s check the ‘Answer’ 1107
in details, and then decide ‘Yes’ or ‘No’ and then write the 1108
correct ‘Final Answer’. 1109
Answer: No, the reasoning is incorrect. Final Answer: 1110
He also earned $30/small painting x 4 small paintings = 1111
$«30 ∗ 4 = 120»120 for the small paintings. The answer is 1112
120 1113

Here is a math question and its solution. 1114

Problem: To make pizza, together with other ingredients, 1115

Kimber needs 10 cups of water, 16 cups of flour, and 1/2 1116

times as many teaspoons of salt as the number of cups of flour. 1117

Calculate the combined total number of cups of water, flour, 1118

and teaspoons of salt that she needs to make the pizza. 1119

How many teaspoons of salt does Kimber need? To make the 1120

pizza, Kimber half as many teaspoons of salt as the number of 1121

cups of flour, meaning she needs 1/2*16 = «16 ∗ 1/2 = 8»8 1122

teaspoons of salt. The answer is 8 1123

How many cups of flour and teaspoons of salt does Kimber 1124

need? The total number of cups of flour and teaspoons of salt 1125

she needs is 8+16 = «8 + 16 = 24»24. The answer is 24 1126

Question: How many cups of water, flour, and salt does 1127

Kimber need? 1128

Answer: She also needs 10 cups of water, which means the 1129

total number of cups of water and flour and teaspoons of salt 1130

she needs is 24+ 10 = «24+ 10 = 34»34. The answer is 34 1131

You are a math teacher. Do you think the reasoning process 1132

for the given problem is correct? Let’s check the ‘Answer’ 1133

in details, and then decide ‘Yes’ or ‘No’ and then write the 1134

correct ‘Final Answer’. 1135

Answer: Yes, the reasoning is correct. Final Answer: She 1136

also needs 10 cups of water, which means the total number 1137

of cups of water and flour and teaspoons of salt she needs is 1138

24 + 10 = «24 + 10 = 34 > »34. The answer is 34 1139

1140
StrategyQA 1141

Here is a question and its answer. 1142
Context: Would a diet of ice eventually kill a person? 1143
Ice is the solid state of what? Ice can be melted into water, 1144
which consists of hydrogen and oxygen. 1145
What nutrients are needed to sustain human life? Humans 1146
need carbohydrates, proteins, and fats that are contained in 1147
foods. 1148
Question: Are most of #2 absent from #1? 1149
Answer: Water does not contain fat, carbohydrates or protein. 1150
You are an expert teacher. Based on the provided context, 1151
do you think the reasoning process for the given problem is 1152
correct? Let’s check the ‘Answer’ in details, and then decide 1153
‘Yes’ or ‘No’ and then write the correct ‘Final Answer’. 1154
Answer: Yes, the reasoning is correct. Final Answer: Water 1155
does not contain fat, carbohydrates or protein. 1156
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1157

Here is a question and its answer.1158

Context: Can binary numbers and standard alphabet satisfy1159

criteria for a strong password?1160

Which characters make up binary numbers? Binary numbers1161

only contain 0 and 1.1162

Which characters make up the standard English alphabet? The1163

standard alphabet contains twenty six letters but no special1164

characters.1165

Question: Does #1 or #2 include special characters or1166

symbols?1167

Answer: Yes, it contains all the special characters.1168

You are an expert teacher. Based on the provided context,1169

do you think the reasoning process for the given problem is1170

correct? Let’s check the ‘Answer’ in details, and then decide1171

‘Yes’ or ‘No’ and then write the correct ‘Final Answer’.1172

Answer: No, the reasoning is incorrect. Final Answer: Neither1173

binary digits nor English alphabets consists of any special1174

characters which is needed for a strong password.1175

1176

C.3 Selection1177

The LLM-based selection module ψselect uses a 2-1178

shot prompt. The 2 demonstrations in the prompt1179

are shown below, for each dataset.1180
GSM8K1181

You are an expert math teacher. You are provided with a1182
question and two answers. Lets check the ‘Answer choices’1183
step by step, and then decide which answer is correct ‘(A)’ or1184
‘(B)’1185
Question: Natalia sold clips to 48 of her friends in April, and1186
then she sold half as many clips in May. How many clips did1187
Natalia sell altogether in April and May?1188
Answer choices:1189
(A) In April, Natalia sold 48 clips. In May, Natalia sold 241190
clips. So, Natalia sold a total of 72 clips in April and May.1191
The answer is 72. So in May she sold 48 clips. Total clips1192
sold in April and May = 72 + 48 = «72 + 48 = 120»120.1193
The answer is 1201194
(B) Natalia sold 48/2 = «48/2 = 24»24 clips in May. The1195
answer is 24. Natalia sold 48 + 24 = «48 + 24 = 72» clips1196
altogether. The answer is 721197
Answer: (B)1198

1199

You are an expert math teacher. You are provided with a1200

question and two answers. Lets check the ‘Answer choices’1201

step by step, and then decide which answer is correct ‘(A)’ or1202

‘(B)’1203

Question: Dolly has two books. Pandora has one. If both1204

Dolly and Pandora read each others’ books as well as their1205

own, how many books will they collectively read by the end?1206

Answer choices:1207

(A) There are a total of 2 + 1 = «2 + 1 = 3»3 books. The1208

answer is 3. Dolly and Pandora both read all 3 books, so 31209

books/person x 2 people = «3 ∗ 2 = 6»6 books total. The1210

answer is 61211

(B) The total number of books are 2 ∗ 1 = «2 ∗ 1 = 2»21212

books. The answer is 2. Dolly and Pandora read each other’s 1213

books as well as their own, so the total number of books they 1214

read is 3 books. The answer is 3 1215

Answer: (A) 1216

1217
StrategyQA 1218

You are the expert in the field. You are provided with a 1219
question and two answers. Lets check the reasoning process 1220
of each of the answer step by step, and then decide which 1221
answer is correct ‘(A)’ or ‘(B)’ 1222
Question: Could Durian cause someone’s stomach to feel 1223
unwell? 1224
Answer choices: 1225
(A) Durian has a pungent odor that many people describe as 1226
being similar to feet and onions. Unpleasant smells can make 1227
people feel nauseous. The answer is True 1228
(B) Durian has a pungent odor that many people describe as 1229
being similar to feet and onions. Unpleasant smells can make 1230
people feel excited and they like it. The answer is False 1231
Answer: (A) 1232

1233

You are the expert in the field. You are provided with a 1234

question and two answers. Lets check the reasoning process 1235

of each of the answer step by step, and then decide which 1236

answer is correct ‘(A)’ or ‘(B)’ 1237

Question: Was Daniel thrown into the lion’s den in the New 1238

Testament? 1239

Answer choices: 1240

(A) The Book of Daniel is a book in the New Testament of 1241

the Bible. The Bible is divided into the Old Testament and the 1242

New Testament. The New Testament focuses on the life of 1243

Daniel. The answer is True 1244

(B) The Book of Daniel is a book in the Old Testament of the 1245

Bible. The Bible is divided into the Old Testament and the 1246

New Testament. The New Testament focuses on four Gospels 1247

regarding the life of Jesus. The answer is False 1248

Answer: (B) 1249

1250

C.4 Question Generation 1251

5-shot prompts were used for generating subques- 1252

tions for GSM8K dataset. An example is provided 1253

below: 1254

1255
GSM8K 1256

I am a highly intelligent question generation bot. I will take 1257
the given question ‘Q’ and will decompose the main question 1258
into all ‘subquestions’ required to solve the question step by 1259
step. 1260

1261

Q: James writes a 3-page letter to 2 different friends twice 1262

a week. How many pages does he write a year? 1263

Subquestions: How many pages does he write each week? 1264

How many pages does he write every week? How many pages 1265

does he write a year? 1266

1267
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I am a highly intelligent question generation bot. I will take1269
the given question ‘Q’ and will decompose the main question1270
into all ‘subquestions’ required to solve the question step by1271
step.1272

1273

Q: Can you buy Casio products at Petco?1274

Subquestions: What kind of products does Casio manufac-1275

ture? What kind of products does Petco sell? Does #1 overlap1276

with #2?1277

1278
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