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Abstract

Federated Learning (FL) enables multiple clients to collaboratively train models
without sharing raw data, but is vulnerable to Byzantine attacks and data het-
erogeneity, which can severely degrade performance. Existing Byzantine-robust
approaches tackle data heterogeneity, but incur high computational overhead during
gradient aggregation, thereby slowing down the training process. To address this
issue, we propose a simple yet effective Federated Normalized Gradients Algorithm
(Fed-NGA), which performs aggregation by merely computing the weighted mean
of the normalized gradients from each client. This approach yields a favorable
time complexity of O(pM), where p is the model dimension and M is the num-
ber of clients. We rigorously prove that Fed-NGA is robust to both Byzantine
faults and data heterogeneity. For non-convex loss functions, Fed-NGA achieves
convergence to a neighborhood of stationary points under general assumptions,
and further attains zero optimality gap under some mild conditions, which is an
outcome rarely achieved in existing literature. In both cases, the convergence
rate is O(1/T

1
2−δ), where T denotes the number of iterations and δ ∈ (0, 1/2).

Experimental results on benchmark datasets confirm the superior time efficiency
and convergence performance of Fed-NGA over existing methods.

1 Introduction

FL has recently emerged as a distributed paradigm that addresses challenges of large-scale data and
privacy concerns by enabling multiple edge clients to collaboratively train a global model without
sharing raw data (Zuo et al., 2024; Yin et al., 2018; Konečnỳ et al., 2016; Li et al., 2020). Under the
coordination of a central server, clients exchange model parameters or gradients rather than raw data.
In each training round, the server aggregates the received messages to update the global model, which
is then broadcast back to clients for local updates using their private data (Wang et al., 2019; Guo
et al., 2023). This privacy-preserving mechanism, coupled with growing edge computing capabilities,
makes FL increasingly attractive for modern learning scenarios (Dorfman et al., 2023; Zhao et al.,
2024).
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Despite its advantages, FL faces robustness challenges due to the participation of multiple clients
(Kairouz et al., 2021; Vempaty et al., 2013). Messages uploaded to the central server may deviate
from expected values because of data corruption, device failures, or malicious behavior (Yang et al.,
2020; Cao and Lai, 2019). Such anomalies are referred to as Byzantine attacks, and the responsible
clients are termed Byzantine clients, while others are considered honest (So et al., 2020; Cao and
Lai, 2019). The server neither knows the number nor the identities of Byzantine clients, who may
adaptively craft and coordinate misleading updates (Chen et al., 2017). These attacks can severely
degrade or even derail training, making robust aggregation strategies essential for secure FL.

In addition to robustness issues, data heterogeneity among participating clients presents a major
challenge in FL. Unlike traditional distributed learning, FL clients gather training data from their local
environments, resulting in non-independent and non-identically distributed (non-IID) data across
clients (Zhao et al., 2018). This heterogeneity introduces biases in local optimal solutions, which
can hinder the convergence of the global model. As a result, achieving reliable convergence under
non-IID conditions remains a central focus in FL research (Xie and Song, 2023).

The literature on Byzantine-resilient FL aggregation spans both strongly convex settings (Pillutla
et al., 2022; Wu et al., 2020; Zhu and Ling, 2023; Li et al., 2019; Karimireddy et al., 2021) and
the more general and challenging case of non-convex loss functions (Yin et al., 2018; Turan et al.,
2022; Blanchard et al., 2017; Luan et al., 2024). The robustness performance of these methods
has been analyzed on IID (Xie et al., 2018; Yin et al., 2018; Turan et al., 2022; Blanchard et al.,
2017; Wu et al., 2020; Zhu and Ling, 2023; Karimireddy et al., 2021) and non-IID datasets (Pillutla
et al., 2022; Li et al., 2019; Luan et al., 2024), with the wish of achieving a stationary point. Most
existing studies have established convergence to a neighborhood of stationary points, while none
have thus far guaranteed convergence with zero optimality gap, that is, assured convergence to
a true stationary point. It is worth noting that most prior work has primarily concentrated on
designing sophisticated aggregation schemes to counter Byzantine attacks, often overlooking the
need to reduce the computational burden of aggregation. As summarized in Table 1, the most robust
aggregation algorithms typically impose significant computational overhead on the central server,
with complexities dependent on parameters mainly including the model dimension p, the number of
clients M , and the error tolerance of aggregation algorithm ϵ. A more detailed survey of related work
is provided in Appendix D. In this paper, we aim to fill this research gap, i.e., to reduce the cost of
computational complexity for aggregation while preserving generality to data heterogeneity. One
potential approach for achieving our goal is to normalize the uploaded vectors before aggregation.
Using normalization to handle gradients is widely adopted in machine learning (Cutkosky and
Mehta, 2020) as it helps stabilize training by ensuring that the loss remains low even under slight
perturbations to model parameters (Dai et al., 2023), and by mitigating the impact of heavy-tailed
noise during training (Jakovetić et al., 2023). In FL, normalization has also been used to address data
heterogeneity, as demonstrated in Li et al. (2021) and Wang et al. (2020). While existing literature has
not applied normalization specifically to counter Byzantine attacks, its ability to tackle heavy-tailed
noise suggests potential for mitigating the influence of outliers, which are commonly observed under
Byzantine attacks. Even in the absence of adversarial behavior, the operation of normalization can
still alleviate data heterogeneity and perform well in a FL system. Last but not least, as shown in
Table 1, normalization incurs minimal computational overhead, making it highly attractive option
provided it can effectively mitigate the impact of Byzantine attacks. Motivated by above factors,
we investigate the realization of Federated learning employing the Normalized Gradients Algorithm
on non-IID datasets and propose a novel robust aggregation algorithm named Fed-NGA. Fed-NGA
normalizes the vectors offloaded from participating clients and then calculates their weighted mean to
update the global model parameters. Rigorous convergence analysis is conducted for the non-convex
loss function.

Contributions: Our main contributions are summarized as follows:

• Algorithmically, we propose a new aggregation algorithm, Fed-NGA, which employs
normalized gradients for aggregation to ensure robustness against Byzantine attacks and
data heterogeneity. The aggregation complexity is as low as O(pM).

• Theoretically, we provide a rigorous convergence analysis of the proposed Fed-NGA
algorithm under non-convex loss functions. Specifically, we prove that Fed-NGA converges
in the presence of Byzantine attacks, as long as the fraction of corrupted data remains below
one-half, despite the presence of data heterogeneity. With regard to the convergence, we
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Table 1: List of references on the convergence of FL under Byzantine attacks.

References Algorithm Loss Function Data Heterogeneity Time Complexity for Aggregation
Xie et al. (2018) median - IID O(pM log(M))

Yin et al. (2018) trimmed mean non-convex
strongly convex IID O(pM log(M))

Turan et al. (2022) RANGE non-convex
strongly convex IID O(pM log(M))

Blanchard et al. (2017) Krum non-convex IID O(pM2)

Pillutla et al. (2022) RFA1 strongly convex non-IID O(pM log3(Mϵ−1))

Wu et al. (2020) Byrd-SAGA strongly convex IID O(pM log3(Mϵ−1))

Zhu and Ling (2023) BROADCAST strongly convex IID O(pM log3(Mϵ−1))

Li et al. (2019) RSA2 strongly convex non-IID O(Mp3.5)

Karimireddy et al. (2021) CClip3 non-convex IID O(τMp)

Luan et al. (2024) MCA4 strongly convex non-IID O(pM log3(Mϵ−1))

This work Fed-NGA non-convex non-IID O(pM)
1 The commonly used Weiszfeld algorithm to calculate the geometric median does not always converge. Therefore, we use the currently

fastest algorithm provided in Cohen et al. (2016) to evaluate the time complexity.
2 The aggregation rule of RSA requires solving M convex problems involving nonlinear feasible regions.
3 τ denotes the number of times centered clipping is carried out.
4 The algorithmic flow of MCA is highly similar to that of the geometric median, allowing us to conclude that the two algorithms share the

same time complexity.

establish a convergence rate of O(1/T 1/2−δ), where T denotes the number of iterations and
δ ∈ (0, 1/2). Furthermore, under general assumptions and with a properly designed learning
rate schedule, we show that the optimality gap converges to a neighborhood of stationary
points. Remarkably, under certain mild conditions, Fed-NGA achieves exact convergence to
stationary points, i.e., zero optimality gap, representing a significant theoretical advancement
over existing Byzantine-robust federated learning methods.

• Numerically, we conduct extensive experiments to compare Fed-NGA with baseline meth-
ods under various setups of data heterogeneity. The results confirm the superiority of our
proposed Fed-NGA in terms of test accuracy, robustness, and running time.

2 Problems Statement

In this section, we present Fed-NGA. We first describe the problem setup under Byzantine attacks.

2.1 Problem Setup

FL optimization problem: Consider an FL system with one central server and M clients, which
form the set M ≜ {1, 2, 3, · · · ,M}. For any participating client, say the mth client, it has a local
dataset Sm with Sm elements. The ith element of Sm is a ground-truth label sm,i = {xm,i, ym,i}.
Here, xm,i ∈ Rin represents the input vector, and ym,i ∈ Rout denotes the output vector. Using the
dataset Sm for m = 1, 2, 3, · · · ,M , the learning task is to train a p-dimensional model parameter
w ∈ Rp to minimize the global loss function, denoted as F (w). Specifically, we aim to solve the
following optimization problem:

min
w∈Rp

F (w). (1)

In (1), the global loss function F (w) is defined as

F (w) ≜
1∑

m∈M Sm

∑
m∈M

∑
sm,i∈Sm

f(w, sm,i), (2)

where f(w, sm,i) denotes the loss function to evaluate the error for approximating ym,i with an input
of xm,i. For convenience, we define the local loss function of the mth client as

Fm(w) ≜
1

Sm

∑
sm,i∈Sm

f(w, sm,i) (3)
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and the weight coefficient of the mth client as αm = Sm∑
i∈M Si ,m ∈ M. Then the global loss

function F (w) is rewritten as
F (w) =

∑
m∈M

αmFm(w). (4)

Accordingly, the gradient of the loss function of F (w) and Fm(w) with respect to the model parameter
w are written as ∇F (w) and ∇Fm(w), respectively.

In the conventional FL framework, iterative interactions between a central server and a group of
M clients are performed to update the global model parameter w until convergence, under the
assumption that all clients transmit reliable messages. However, in the presence of Byzantine attacks,
the key challenge in solving the optimization problem (1) lies in the ability of Byzantine clients to
collude and send arbitrarily malicious updates to the server, thereby distorting the learning process.
This underscores the need for a federated training framework that is robust against such adversarial
behavior.

Byzantine attack: Based on the above FL framework, assume there are B Byzantine clients out of
M total clients, which form the set B. Any Byzantine client can send an arbitrary vector ⋆ ∈ Rp to
the central server. Suppose gtm is the actual vector uploaded by the mth client to the central server
during the tth round of iteration, then we have

gtm = ⋆,m ∈ B. (5)

For ease of representing the ratio of Byzantine attacks, we denote the intensity level of the Byzantine
attack C̄α, with the weight coefficient of the mth client, as

C̄α ≜
∑
m∈B

αm =
1∑

i∈M Si

∑
m∈B

Sm. (6)

Intuitively, we assume C̄α < 0.5, a common assumption in many studies Xie et al. (2018); Yin et al.
(2018); Pillutla et al. (2022); Wu et al. (2020); Zhu and Ling (2023); Li et al. (2019). Accordingly,
the ratio of honest clients can be defined as

Cα = 1− C̄α. (7)

2.2 Algorithm Description

Central 

Server

Honest Clients

Byzantine Clients

=Fed-NGA

Local Leaning 

Process

Gradient

Arbitrary 

Attack

Figure 1: Illustration of the learning process of Fed-
NGA on iteration number t.

To achieve our design goal, we develop Fed-
NGA. In each iteration, the honest clients up-
load their locally trained gradient vectors to the
central server, while B Byzantine clients may
send arbitrary vectors to bias the FL learning
process. After receiving the uploaded vectors
from all M clients, the central server normalizes
each vector and uses the normalized vectors to
update the global model parameter. Once the
global model parameter is updated, the central
server broadcasts it to all M clients in prepa-
ration for the next iteration of training. Below,
we provide a full description of Fed-NGA (see
Algorithm 1 and Figure 1), with its crucial steps
explained in detail as follows.

Local Updating: In the tth round of iteration, after receiving the global model parameter wt broadcast
by the central server, all honest clients m, where m ∈ M \ B, select a subdataset ξtm from their
dataset Sm to calculate their local training gradient ∇Fm(wt, ξtm). Meanwhile, all Byzantine clients
m, where m ∈ B, may send arbitrary vectors or other malicious messages based on their dataset and
the global model parameter wt. Let gtm represent the vector (either the local training gradient or a
malicious message) uploaded to the central server by client m, and we have

gtm =

{
∇Fm(wt, ξtm), m ∈ M \ B
⋆, m ∈ B

(8)
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Algorithm 1: Fed-NGA Algorithm

1: Input: Initial global model parameter w0, clients set M, and the number of iteration T .
2: Output: Updated global model parameter wT .
3: % % Initialization
4: Every client m establishes its own set Sm for m ∈ M \ B.
5: for t = 0, 1, 2, · · · , T − 1 do
6: for every client m ∈ M \ B in parallel do
7: Receive the global model wt. Select a sub-dataset ξtm from Sm to train local model and

evaluate the local training gradient ∇Fm(wt, ξtm). Set gtm = ∇Fm(wt, ξtm) and upload gtm
to the central server.

8: end for
9: for every client m ∈ B in parallel do

10: Receive the global model wt. Generate an arbitrary vector or malicious vector gtm based on
wt and dataset Sm. Upload this vector gtm to the central server.

11: end for
12: Receive all uploaded vectors gtm,m ∈ M. Normalize all uploaded vectors gtm to generate gt.

Update the global model parameter wt+1 by

wt+1 = wt − ηt · gt. (11)

13: Broadcast the model parameter wt+1 to all clients.
14: end for
15: Output the model parameter wT .

Aggregation and Broadcasting: In the tth iteration, upon receiving the vectors gtm from all clients
m ∈ M, the central server normalizes each vector by dividing its corresponding norm and updates
the global model parameter wt+1 using the learning rate ηt, as given by

wt+1 = wt − ηt
∑

m∈M
αm · gtm

∥gtm∥
. (9)

For convenience, we also define

gt =
∑

m∈M
αm · gtm

∥gtm∥
, (10)

which represents the weighted sum of the normalized local gradients from all clients in the tth
iteration. Then, the central server broadcasts the global model parameter wt+1 to all clients in
preparation for the calculation in the t+ 1th iteration.

3 Theoretical Results

In this section, we theoretically analyze the robustness and convergence performance of Fed-NGA on
non-IID datasets. Below, we first present the necessary assumptions.

3.1 Assumption

First, we state some general assumptions for m ∈ M \ B, which are also assumed in Huang et al.
(2023); Wu et al. (2023); Xiao and Ji (2023).
Assumption 3.1 (Lipschitz Continuity). The loss function f(w, sm,i) has L-Lipschitz continuity,
i.e., for ∀w1, w2 ∈ Rp, it follows that

f(w1, sm,i)− f(w2, sm,i) ⩽ ⟨∇f(w2, sm,i), w1 − w2⟩+
L

2
∥w1 − w2∥2 . (12)

Under Assumption 3.1, given that the local loss functions Fm(w) are linear combinations of the loss
function f(w, sm,i) Huang et al. (2023), it can be rigorously deduced that they all exhibit Lipschitz
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continuity. By an analogous line of reasoning, the global loss function can also be shown to satisfy
Lipschitz continuity. A notable characteristic of Lipschitz continuous functions is that they can be
non-convex, which provides flexibility in the analysis and optimization of these functions.
Assumption 3.2 (Local Unbiased Gradient). For ξm ⊆ Sm, the gradient of local training loss
function Fm(w, ξm) is unbiased, which implies that

E{∇Fm(w, ξm)} = ∇Fm(w) (13)

This assumption is widely adopted in the literature Huang et al. (2023); Wu et al. (2023); Xiao and Ji
(2023), and ∇Fm(w, ξm) reduces to the exact gradient ∇Fm(w) when ξm = Sm.
Assumption 3.3 (Bounded Inner Error: Type I). For ∀w ∈ Rp, the inner error of gradients is
uniformly bounded, i.e.,

E {∥∇Fm(w, ξm)−∇Fm(w)∥} ⩽ σ. (14)

This assumption is also assumed in Huang et al. (2023); Wu et al. (2023); Xiao and Ji (2023).
Assumption 3.4 (Bounded Data Heterogeneity: Type I). We define a representation of data hetero-
geneity by inspecting gradient direction, i.e.,

θm = ∥∇Fm(w)−∇F (w)∥ . (15)

We also assume the data heterogeneity is bounded, which implies

θm ⩽ θ, (16)

where θ is the heterogeneity upper bound.

This assumption is also assumed in Huang et al. (2023); Wu et al. (2023); Xiao and Ji (2023).

Building upon the aforementioned general assumptions, we introduce two refined variants, which are
demonstrated to be reasonable in Appendix A. Their relationships with Assumptions 3.3 and 3.4 are
also discussed therein.
Assumption 3.5 (Bounded Inner Error: Type II). For ∀w ∈ Rp, an alternative bound on the inner
gradient error is presented as follows:

E
{∥∥∥∥ ∇Fm(w, ξm)

∥∇Fm(w, ξm)∥
− ∇Fm(w)

∥∇Fm(w)∥

∥∥∥∥} ⩽ σ′. (17)

Assumption 3.6 (Bounded Data Heterogeneity: Type II). For m ∈ M, we define another representa-
tion of data heterogeneity by inspecting gradient direction, i.e.,

θ′m =

∥∥∥∥ ∇Fm(w)

∥∇Fm(w)∥
− ∇F (w)

∥∇F (w)∥

∥∥∥∥ . (18)

Then the bounded data heterogeneity implies

θ′m ⩽ θ′, (19)

where θ′ is the heterogeneity upper bound.

3.2 Convergence Analysis

In this subsection, we present the convergence analysis of the proposed Fed-NGA algorithm for
non-convex loss functions that satisfy Assumption 3.1. All the proofs are deferred to Appendix E and
Appendix F.

3.2.1 With Assumption 3.3 and 3.4 on the loss function

Theorem 3.7. With Assumption 3.1, 3.2, 3.3, 3.4, and ρ > 0 such that 2ρ
ρ+1Cα − 1 > 0, we have

1∑T−1
t=0 ηt

T−1∑
t=0

(
2ρ

ρ+ 1
Cα − 1

)
ηt
∥∥∇F (wt)

∥∥ ≤
E
{
F (w0)− F (wT )

}∑T−1
t=0 ηt

+
L
∑T−1

t=0 (ηt)2

2
∑T−1

t=0 ηt
+

2ρ2

ρ+ 1
Cα(σ + θ)

(20)
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Proof. Please refer to Appendix E.

Remark 3.8. For the case with Assumption 3.3 and Assumption 3.4, the bound of optimality gap
and convergence rate in Theorem 3.7 reveal the impact of learning rate ηt, the ratio of Byzantine
attack C̄α (i.e., 1− Cα), Type I inner error bound σ, and Type I data heterogeneity bound θ on the
convergence performance for our proposed Fed-NGA. With the above results, to reduce the optimality
gap and speed up the convergence rate, we need to first select an appropriate learning rate ηt. Then
we analyze the robustness of Fed-NGA to Byzantine attacks on non-IID datasets under our selected
learning rate. All the discussions are given as follows:

• With regard to the optimality gap, when lim
T→∞

T−1∑
t=1

ηt → ∞ and lim
T→∞

T−1∑
t=1

(ηt)2 < ∞,

together with the prerequisite condition of Theorem 3.7, it can be derived that the av-
erage iteration error 1∑T−1

t=0 ηt

∑T−1
t=0

(
2ρ
ρ+1Cα − 1

)
ηt ∥∇F (wt)∥ converges to O(σ + θ).

Therefore, min
t

∥∥∇F (wt)
∥∥ will converge to O(σ + θ).

• To further concretize the convergence rate, we set ηt = η/(t+ c)1/2+δ, c > 0, where δ is an
arbitrary value lying between (0, 1/2). Then, the right-hand side of (20) is upper bounded
by

O

(
E
{
F (w0)− F (wT )

}
ηT

1
2
−δ

)
+O

(
Lη(1 + 2δ − 2δT−2δ)

2T
1
2
−δ

)
+O

(
2ρ2

ρ+ 1
Cα(σ + θ)

)
, (21)

which still converges to O
(

2ρ2

ρ+1Cα(σ + θ)
)

as T → ∞, at a rate of O
(
1/T

1
2−δ

)
.

• The constraint 2ρ
ρ+1Cα − 1 > 0 and the term 2ρ2

ρ+1Cα(σ + θ), which characterizes the
optimality gap, reveal a trade-off between the optimality gap and the tolerable ratio of
Byzantine clients in the proposed Fed-NGA algorithm. In the extreme case where there are
no Byzantine clients (i.e., Cα = 1), the optimality gap can be reduced to as small as σ + θ.

3.2.2 With Assumption 3.5 and 3.6 on the loss function

Theorem 3.9. With Assumption 3.1, 3.5, 3.6, and
(
2− (θ′)2/2− σ′)Cα − 1 > 0, we have

1∑T−1
t=0 ηt

T−1∑
t=0

ηt
∥∥∇F (wt)

∥∥ ⩽
E
{
F (w0)− F (wT )

}(
(2− (θ′)2

2
− σ′)Cα − 1

)∑T−1
t=0 ηt

+
L
∑T−1

t=0 (ηt)2

2
(
(2− (θ′)2

2
− σ′)Cα − 1

)∑T−1
t=0 ηt

.

(22)

Proof. Please refer to Appendix F.

Remark 3.10. For the case based on Assumption 3.5 and 3.6, the bound of optimality gap and
convergence rate in Theorem 3.9 reveal the impact of learning rate ηt, the ratio of Byzantine attack
C̄α, Type II inner error bound σ′, and Type II data heterogeneity bound θ′ on the convergence
performance for our proposed Fed-NGA. With the above results, to reduce the optimality gap and
speed up the convergence rate, we first select an appropriate learning rate ηt, and then analyze the
associated robustness of Fed-NGA to Byzantine attacks on non-IID datasets, which are given as
follows:

• With regard to the optimality gap, when lim
T→∞

T−1∑
t=1

ηt → ∞ and lim
T→∞

T−1∑
t=1

(ηt)2 < ∞,

together with the prerequisite condition of Theorem 3.9, it can be derived that the average
iteration error

(
1/
∑T−1

t=0 ηt
)
·
∑T−1

t=0 ηt ∥∇F (wt)∥ converges to 0.

• To further concretize the convergence rate, we set ηt = η/(t+ c)1/2+δ, c > 0, where δ is an
arbitrary value lying between (0, 1/2). Then, the right-hand side of (22) is upper bounded

7



Table 2: The maximum test accuracy (%) for Fed-NGA and baselines is evaluated under different
types of Byzantine attacks, with the concentration parameter β = 0.6, with TinyImageNet (C̄α = 0.2,
MobileNetV3), CIFAR10 (C̄α = 0.3, LeNet), and MNIST (C̄α = 0.4, MLP) datasets.

Dataset TinyImageNet CIFAR10 MNIST

Attack Name No Attack Gaussian Same-value Sign-flip LIE FoE No Attack Gaussian Same-value Sign-flip LIE FoE No Attack Gaussian Same-value Sign-flip LIE FoE

Fed-NGA 56.95 55.77 49.31 45.38 55.82 45.23 54.48 52.07 29.16 51.16 51.82 51.16 96.72 94.98 83.66 94.71 94.92 94.71

FedAvg 55.67 46.27 0.54 0.50 48.16 0.50 49.11 10.40 10.00 10.00 10.00 10.00 95.32 16.70 11.35 9.82 78.43 9.82

Median 48.45 45.87 41.14 21.41 46.67 38.60 39.98 39.64 10.70 38.87 39.75 14.19 92.61 92.57 61.60 92.33 92.59 68.09

Krum 36.22 36.76 30.68 36.31 36.09 0.50 40.76 39.55 10.11 39.67 39.96 14.02 92.60 92.73 60.63 92.28 92.71 67.50

GM 55.68 54.22 48.98 43.14 54.32 42.88 48.41 48.08 28.81 47.89 47.90 10.47 94.67 94.46 70.11 94.31 94.33 11.12

MCA 55.62 54.22 1.70 0.50 54.34 0.50 48.67 48.53 10.00 10.00 48.28 10.00 95.10 94.82 11.35 11.35 94.84 11.35

CClip 50.16 45.99 43.51 38.38 45.48 37.25 48.59 43.42 10.00 10.00 47.79 10.00 94.99 94.87 10.09 9.80 94.93 9.80

by

O

 E
{
F (w0)− F (wT )

}(
(2− (θ′)2

2
− σ′)Cα − 1

)
ηT

1
2
−δ

+O

 Lη(1 + 2δ − 2δT−2δ)

2
(
(2− (θ′)2

2
− σ′)Cα − 1

)
T

1
2
−δ

 , (23)

which still converges to 0 as T → ∞, at a rate of O
(
1/T

1
2−δ

)
.

• As discussed in Appendix A, in the ideal scenario where both the inner error and data
heterogeneity remain uniformly small throughout the entire training process, or in the case
of full-batch training on IID datasets (i.e., σ′ = 0 and θ′ = 0), such that Assumptions 3.5 and
3.6 hold at all training iterations, convergence to a stationary point with zero optimality gap
can be rigorously guaranteed. In more general scenarios, Assumptions 3.5 and 3.6, as well
as Assumptions 3.3 and 3.4, can be adopted in an alternating manner. Specifically, during
the early stages of training when gradient norms are typically large, Assumptions 3.5 and
3.6 are more likely to be satisfied, thereby guiding the learning process toward convergence
with zero optimality gap. As the model approaches convergence and gradient norms
become smaller, Assumptions 3.3 and 3.4 become more applicable and continue to ensure
convergence.

4 Experiments

4.1 Setup

Datasets, Models and Hyperparameters: Our experiments are conducted on the TinyImageNet,
CIFAR10, and MNIST datasets, utilizing the MobileNetV3 (Howard et al., 2019), LeNet (LeCun
et al., 1998), and Multilayer Perceptron (MLP) (Yue et al., 2022) models. For the non-IID settings,
we adopt the Dirichlet (β) distribution, where the label distribution on each device follows a Dirichlet
distribution with β > 0 as the concentration parameter. Additionally, we consider five types of
Byzantine attacks to bias the FL training process. Further details are provided in Appendix B.

Baselines: The convergence performance of six methods (Fed-NGA, FedAvg, Median, Krum,
Geometric Median (GM), MCA (Luan et al., 2024)), and CClip (Karimireddy et al., 2021) is compared.
Among these, FedAvg is renowned in traditional FL and can be used as a performance metric with
no Byzantine attacks. Median, Krum, GM, MCA, and CClip utilize coordinate-wise median, Krum,
geometric median, maximum correntropy aggregation, and centered clipping, respectively, to update
the global model parameters over the uploaded messages.

Metrics: To evaluate the performance of Fed-NGA, we compare it with other baselines by measuring
both the test accuracy and the running time of the parameter aggregation process (excluding model
training time at local, see Appendix B for implementation specifics). Higher test accuracy indicates
better performance, while a lower running time reflects greater efficiency in the aggregation process.

4.2 Results for Convergence Performance

We begin with Table 2 and Table 3, which summarize the maximum test accuracy and running time
(excluding model training time at local) of Fed-NGA and baselines under five types of Byzantine
attacks for three learning models. Figure 2 shows the maximum test accuracy with β = 0.6 on
CIFAR10 dataset and LeNet model. Figure 3 presents the running time of Fed-NGA and the baselines
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Table 3: The running time (in seconds) of Fed-NGA and robust baselines is evaluated under different
types of Byzantine attacks, with the concentration parameter of β = 0.6, with TinyImageNet
(C̄α = 0.2, MobileNetV3), CIFAR10 (C̄α = 0.3, LeNet), and MNIST (C̄α = 0.4, MLP) datasets.

Dataset TinyImageNet CIFAR10 MNIST

Attack Name No Attack Gaussian Same-value Sign-flip LIE FoE No Attack Gaussian Same-value Sign-flip LIE FoE No Attack Gaussian Same-value Sign-flip LIE FoE

Fed-NGA 0.2260 0.1942 0.1951 0.2011 0.1912 0.3367 0.0558 0.0491 0.0454 0.0557 0.0422 0.0557 0.0484 0.0497 0.0443 0.0421 0.0408 0.0421

Median 0.3333 0.2927 0.2929 0.2974 0.2893 0.3732 22.163 31.063 32.196 30.416 31.061 30.357 4.5015 5.2404 5.4980 5.3578 5.1514 4.6999

Krum 50.902 49.322 49.567 50.199 49.830 50.391 21.773 31.079 32.516 31.037 31.052 30.923 4.4100 5.4015 7.7471 5.2540 4.9461 4.4994

GM 5.1880 4.9234 5.4841 6.9124 5.8732 11.497 7.8912 15.172 26.252 18.994 14.140 36.934 1.6423 3.5852 27.2812 4.0717 2.7088 13.8719

MCA 3.5246 2.9496 5.2586 6.6065 4.0824 4.6278 6.3659 7.3452 25.098 1369.4 7.3201 1369.4 1.2252 1.4916 12.4749 324.53 1.2387 324.53

CClip 2.5082 2.2738 2.2174 3.5504 3.1020 3.5263 5.6009 4.6567 16.016 1006.7 4.6273 1006.7 1.5097 1.2726 4.7536 794.37 1.2541 794.37
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(a) Gaussian attack.
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(b) Sign-flip attack.
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(c) LIE attack.
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(d) FoE attack.

Figure 2: The maximum test accuracy (%) for Fed-NGA and baselines with β = 0.6 on CIFAR10
dataset and LeNet model.

under Same-value attacks on TinyImageNet and MNIST datasets. Finally, Figure 4 demonstrates
the convergence of Fed-NGA on the TinyImageNet dataset across three distinct data heterogeneity
concentration parameters. Additional experimental results and detailed performance analysis are
provided in Appendix C.

Byzantine Attack Robustness Analysis: Table 2 quantifies Fed-NGA’s superior robustness on
TinyImageNet across pristine (no-attack) and five Byzantine attack scenarios. Fed-NGA achieves
minimum accuracy improvements of 1.27% in no-attack environments and peak gains of 2.35% under
Byzantine attacks, demonstrating remarkable resistance to Sign-flip and FoE attacks. On CIFAR10
with C̄α = 0.3 and β = 0.6, Fed-NGA attains SoTA with accuracy enhancements ranging from
0.35% to 5.37%. For MNIST, while showing marginal parity (-0.01%) with baselines under LIE
attacks, Fed-NGA delivers substantial improvements of 13.55% and 26.62% against Same-value and
FoE attacks respectively. Figure 2 further validates these findings, illustrating Fed-NGA’s consistent
defensive efficacy across varying attack intensities.
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Figure 3: The running time (s) for Fed-NGA
and baselines is evaluated on Same-value at-
tack and β = 0.6 across three different Byzan-
tine ratios.
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Figure 4: The maximum test accuracy (%)
for Fed-NGA is evaluated on TinyImageNet
dataset and C̄α = 0.2 across three different
data heterogeneity concentration parameters.

Running Time: From Table 3, Fed-NGA demonstrates the shortest parameter aggregation time
among robust baselines across all datasets and model architectures. For the TinyImageNet dataset,
Fed-NGA establishes state-of-the-art (SoTA) performance, achieving the lowest aggregation latency
under all Byzantine attack scenarios. The efficiency gap becomes even more pronounced on CIFAR10,
where baseline methods require at least 100× longer aggregation time than Fed-NGA for LeNet.
When applied to simpler datasets like MNIST, other robust baselines exhibit aggregation times at
least 20× longer than those of Fed-NGA. As shown in Figure 3, Fed-NGA requires only 3× the
aggregation time of FedAvg while maintaining Byzantine resilience. These results collectively
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demonstrate Fed-NGA’s significant advantages in computational efficiency compared to existing
robust aggregation algorithms.

Data Heterogeneity: Figure 4 illustrates the relationship between data heterogeneity and Fed-
NGA’s classification performance on TinyImageNet with C̄α = 0.2. The results show an inverse
correlation between the concentration parameter β and test accuracy: As β decreases (indicating
greater data heterogeneity), Fed-NGA’s performance gradually declines. Furthermore, the results
exhibit differential sensitivity to data heterogeneity depending on attack type.

5 Conclusion

In this paper, we proposed Fed-NGA, a simple yet effective algorithm that addresses the dual
challenges of Byzantine robustness and data heterogeneity in FL. By leveraging normalized gradients
and a lightweight aggregation rule, Fed-NGA significantly reduces computational overhead while
maintaining strong theoretical guarantees. Our analysis establishes convergence to a neighborhood of
stationary points under general assumptions, and to a true stationary point under some other mild
conditions, with a provable convergence rate of O(1/T 1/2−δ). Empirical evaluations on standard
benchmarks validate the practical benefits of Fed-NGA in terms of both time efficiency and robustness.
With regard to limitation, more general assumptions may be required to guarantee a zero optimality
gap, although this work is the first to prove it for Byzantine-resistant FL algorithms but under some
mild conditions.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification:We introduce the main contributions and scope about this paper in the abstract
and the end of introduction. The claims align with algorithmic framework and numerical
results, suggesting their applicability across various settings.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In this paper, Section 5 discusses the our proposed algorithm’s limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: In Section 3.1, we present fundamental assumptions serving as the foundation
for generalization. In Appendix A, we justify the rationality of our two mild assumptions.
For the detailed proofs of our proposed theorems under these assumptions in Section 3.1,
they are provided in Appendices E and F.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In Section 4, Appendix B, and C, we give the detail of the experiments setups,
including dataset, model, and hyperparameters settings, clearly.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: The paper’s contributions mainly involve theoretical proofs and a new al-
gorithm, which can be verified according the detail of the algorithm in Section 2 easily.
Furthermore, the datasets we use are all public.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In Section 4, Appendix B and C, we give the detail of the experiments setups,
including dataset, model, and hyperparameters settings, clearly.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Appendix C gives the final test accuracy under different setting of the test
segmentation.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix B, we reported the type and number of GPUs and CPU, the
version about the PyTorch, and the type and version of OS.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: In Section 1, we discuss about the application scenarios of Fed-NGA in society.
And we believe there is no negative societal impacts of this work.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In Section 1, we discuss about the application scenarios of Fed-NGA in society.
And we believe there is no negative societal impacts of this work.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper does not have this kind of risk.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the original papers of the models used. The elements of the figures in
the article are publicly available and allowed for free use, and we use public dataset to test
our algorithm.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Our paper does not involve LLMs as any important, original, or non-standard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A The Reasonableness of Assumptions 3.5 and 3.6

1

1

Figure 5: The illustration depicts the vectors x1,
x2, x1 − x2, x1

∥x1∥ , x2

∥x2∥ , and x1

∥x1∥ − x2

∥x2∥ , with
the radius of the circle set to 1.

To justify Assumptions 3.5 and 3.6, we observe
that the direction of the gradient conveys more
critical information than its norm, as the impact
of the norm can be modulated by the learning
rate ηt. Motivated by this insight, we redefine
the notions of inner error bound and data het-
erogeneity bound purely from the perspective
of gradient direction, leading to the concepts of
Type II inner error and Type II data heterogene-
ity, as formalized in Assumptions 3.5 and 3.6.

Regarding the relationship between Assump-
tions 3.3 and 3.5 (i.e., Type I and Type II in-
ner error bound), as well as Assumptions 3.4
and 3.6 (i.e., Type I and Type II data heterogene-
ity bound), we offer the following insights. As
illustrated in Figure 5, when the norms of both
vectors x1 and x2 are greater than 1, it can be ob-
served that ∥x1 − x2∥ exceeds

∥∥∥ x1

∥x1∥ − x2

∥x2∥

∥∥∥.
Therefore, if ∥x1 − x2∥ ≤ σ0, then the nor-
malized distance is also bounded by σ0. Con-
versely, when ∥x1∥ < 1 and ∥x2∥ < 1, the∥∥∥ x1

∥x1∥ − x2

∥x2∥

∥∥∥ dominates and hence provides a
tighter bound on ∥x1 − x2∥. Motivated by this
observation, we map the gradient vectors ∇F (w), ∇Fm(w), and ∇Fm(w, ξm) to x1 and x2, and
draw the following implications: When the norms of the concerned gradients are relatively large
(e.g., greater than 1), Assumptions 3.3 and 3.4 are more restrictive. In contrast, when the norms of
concerned gradients are small, Assumptions 3.5 and 3.6 become more restrictive. In practice, the
selection of the appropriate assumption set should be guided by the behavior and scale of gradient
norms during different stages of training.

Reviewing the training process, gradient norms are typically large during the early stages and gradually
decrease to below 1 as training progresses. Consequently, in the initial phase, Assumptions 3.5 and 3.6,
being more relaxed, are more likely to hold, thereby guiding the training toward convergence with zero
optimality gap. As the model nears convergence and the gradient norms diminish, Assumptions 3.3
and 3.4 become more suitable and also ensure convergence. Notably, if the inner error and data
heterogeneity remain consistently small throughout the entire training process, i.e., Assumptions 3.5
and 3.6 hold at all iterations, then convergence to a stationary point with zero optimality gap can be
rigorously guaranteed.

B Experimental Setups in Detail

To carry out our experiments, we set up a machine learning environment in PyTorch 2.2.2 on Ubuntu
20.04, powered by four RTX A6000 GPUs and one AMD 7702 CPU. Firstly, we describe the datasets
as below:

Datasets:

• MNIST: MNIST dataset includes a training set and a test set. The training set contains
60000 samples and the test set contains 10000 samples, each sample of which is a 28 × 28
pixel grayscale image.

• CIFAR10: The CIFAR10 dataset includes a training set and a test set. The training set
contains 50,000 samples, and the test set contains 10,000 samples, each of which is a 32 ×
32 pixel color image.
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• TinyImageNet: The TinyImageNet dataset consists of a training set, a validation set, and a
test set. The training set includes 100,000 samples, while both the validation set and the test
set contain 10,000 samples each. Each sample is a 64 × 64 pixel color image.

We split the above three datasets into M non-IID training sets, which is realized by letting the label
of data samples to conform to Dirichlet distribution. The extent of non-IID can be adjusted by tuning
the concentration parameter β of Dirichlet distribution.

Models: We adopt LeNet, Multilayer Perceptron (MLP), and MobileNetV3 models, respectively.
The introduction of these three models is as follows:

• LeNet: The LeNet model is one of the earliest published convolutional neural networks.
For the experiments, like LeCun et al. (1998), we are going to train a LeNet model with
two convolutional layers (both kernel sizes are 5 and the out channel of first one is 6 and
second one is 16), two pooling layers (both kernel size are 2 and stride are 2), and three fully
connected layer (the first one is (16 * 4 * 4, 120), the second is (120, 60) and the last is (60,
10)) for MNIST dataset. And for CIFAR10 dataset, we are going to train a LeNet model with
two convolutional layers (both kernel size are 5 and the out channels are 64), two pooling
layers (both kernel size are 2 and stride are 2), and three fully connected layers (the first
one is (64 * 5 * 5, 384), the second is (384, 192) and the last is (192, 10)). Cross-entropy
function is taken as the training loss.

• MLP: The MLP model is a machine learning model based on Feedforward Neural Network
that can achieve high-level feature extraction and classification. We configure the MLP
model to be with three connected layers (the first one is (28 * 28, 200), the second is (200,
100) and the last is (100, 10)). And for CIFAR10 dataset, we configure the MLP model to
be with three connected layers (the first one is (3* 32 * 32, 200), the second is (200, 200)
and the last is (200, 10)) like Yue et al. (2022). And also cross-entropy function is taken as
the training loss.

• MobileNetV3: MobileNetV3 is a lightweight convolutional neural network (CNN) metic-
ulously optimized for mobile and embedded devices. It integrates depthwise separable
convolutions with Neural Architecture Search (NAS) to enable efficient feature extraction
and classification under strict computational constraints, with its detailed architectural de-
sign documented in Howard et al. (2019). For specific dataset adaptability, we conducted
fine-tuning to optimize its performance on the TinyImageNet dataset, ensuring robust feature
learning across its 200-class image corpus.

Hyperparameters: We set M = 50 and fix the batch size at 32 across all experiments. For
numerically computing the GM and MCA, the error tolerance is defined as ϵ = 1 × 10−5. The
concentration parameter β takes values 0.6, 0.4, and 0.2. The number of iterations is configured as
500 for the MNIST and CIFAR10 datasets, and 100 for the TinyImageNet dataset.

Regarding learning rates:

• On MNIST dataset, Fed-NGA employs ηt = 1
2
√
0.002t+1

, while baseline methods use
ηt = 1

2
√
0.198t+1

.

• For CIFAR10 dataset, Fed-NGA uses ηt = 1√
0.002t+1

, with baselines adopting ηt =
1

2
√
0.198t+1

.

• On TinyImageNet dataset, Fed-NGA uses ηt = 1.2√
0.01t+1

, whereas baselines use ηt =
1

100
√
0.01t+1

.

These divergent learning rate schedules stem from Fed-NGA’s gradient normalization mechanism,
which introduces variations in gradient magnitudes across iterations. Using Fed-NGA’s learning rates
for baseline methods leads to substantially degraded performance, necessitating tailored adjustments
to maintain stability and convergence. For time complexity benchmarking, we implement distinct
numerical computation frameworks tailored to time complexity: TensorFlow tensor operations
accelerate MobileNetV3’s execution profiling due to its deep architecture, while NumPy array
computations handle the lightweight LeNet and MLP models.
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Byzantine Attacks: The ratio of Byzantine attacks, C̄α, is set to 0, 0.1, 0.2, 0.3, and 0.4. We select
five types of Byzantine attacks, which are introduced as follows,

• Gaussian attack: All Byzantine attacks are selected as the Gaussian attack, which obeys
N (0, 81).

• Same-value attack: Each dimension of the Byzantine clients’ uploaded vector is set to 1.

• Sign-flip attack: All Byzantine clients upload −3 ∗
∑

m∈M\B gtm to the central server on
iteration number t.

• LIE attack (Baruch et al., 2019): LIE attack adds small amounts of noise to each dimension
of the benign gradients. The noise is controlled by a coefficient c, which enables the attack to
evade detection by robust aggregation methods while negatively impacting the global model.
Specifically, the attacker calculates the mean ρ and standard deviation ν of the parameters
submitted by honest users, calculates the coefficient c based on the total number of honest
and malicious clients, and finally computes the malicious update as ρ + cν. We set c to 0.7.

• FoE attack (Xie et al., 2020): The FoE attack enables Byzantine clients to upload
q

M−B

∑
M\B gtm to disrupt the FL training process. The coefficient q is configured differ-

ently based on the specific attack and algorithm. For FedAvg, we set q = −3 ∗ (M −B).
For Median, Krum, and GM, we set q = −0.1. For MCA and CClip, we also set
q = −3 ∗ (M − B). In the case of our proposed Fed-NGA, since the uploaded vec-
tors are normalized, the value of q does not influence the actual aggregation. Nonetheless,
we set q = −3 ∗ (M −B) for consistency.

C Results for Convergence Performance in Detail

C.1 Training Performance for Different Byzantine Attacks
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(a) LeNet and β = 0.6.
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(b) LeNet and β = 0.4.
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(c) LeNet and β = 0.2.
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(d) MLP and β = 0.6.
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(e) MLP and β = 0.4.
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(f) MLP and β = 0.2.

Figure 6: The test accuracy (%) over 500 iterations for Fed-NGA and baselines is evaluated without
Byzantine attacks on MNIST dataset.

In this section, we analyze the training performance under various Byzantine attacks, referencing
Table 4, Table 5 and Table 6, as well as Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, and Figure
11. Tables 4, Table 5, and Table 6 summarize the maximum test accuracy for Fed-NGA and baselines
under four Byzantine ratios, three data heterogeneity concentration parameter setups, five types of
Byzantine attacks, and three learning models, applied to the MNIST, CIFAR10, and TinyImageNet
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Table 4: The maximum test accuracy (%) of 500 iterations of Fed-NGA and baselines with different
types, ratios of Byzantine attack, and concentration parameter on MNIST dataset and two learning
models.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

LeNet

0.6

Fed-NGA 98.50 98.39 98.17 98.02 97.48 97.00 93.96 88.27 81.24 98.24 98.16 98.02 97.52 98.37 98.18 98.00 97.64 98.24 98.16 98.02 97.52

FedAvg 97.25 11.35 11.40 12.23 11.35 11.35 11.35 11.35 11.35 11.01 11.35 9.82 11.95 95.27 93.89 89.38 87.33 9.80 11.35 9.82 11.95

Median 94.04 95.42 95.12 95.22 95.55 95.16 91.51 73.17 43.97 93.86 94.82 94.71 94.66 95.50 95.07 95.47 95.52 93.48 89.55 73.53 8.92

Krum 95.72 95.04 95.37 95.49 95.82 93.75 90.32 76.43 39.65 94.44 94.97 95.00 95.09 94.97 94.89 94.98 94.86 94.21 90.44 78.37 8.92

GM 97.04 97.12 97.26 97.11 97.48 96.22 94.52 91.84 78.76 97.19 96.82 96.81 97.28 96.90 97.40 97.17 97.47 94.77 7.61 8.88 8.92

MCA 97.69 96.10 97.78 97.61 93.92 97.87 11.35 11.35 11.35 97.68 11.86 9.80 10.09 98.07 97.82 97.66 97.56 97.68 11.86 9.80 10.09

CClip 97.54 93.79 97.71 97.20 96.91 97.26 11.35 11.35 11.35 97.33 96.60 9.80 9.80 95.80 97.68 97.74 97.67 97.33 96.60 9.80 9.80

0.2

Fed-NGA 98.27 98.16 97.87 97.39 97.19 96.59 92.05 84.59 79.30 98.08 97.87 97.43 96.81 98.16 97.89 97.49 97.22 98.08 97.87 97.43 96.81

FedAvg 97.42 11.35 11.35 11.35 11.35 11.35 11.35 11.35 10.09 30.19 11.35 10.32 10.09 95.95 94.27 91.16 88.63 30.19 11.35 10.32 10.09

Median 92.95 93.37 93.97 94.30 93.70 90.78 82.59 56.53 10.43 91.90 93.18 93.65 92.20 93.24 93.19 93.79 94.43 89.77 86.72 66.14 13.27

Krum 93.21 92.83 93.57 89.86 93.75 90.51 81.15 68.33 10.42 93.25 93.03 93.10 91.89 92.36 93.62 93.56 94.22 90.22 83.32 64.41 13.09

GM 97.28 96.80 96.48 97.27 96.90 95.89 94.04 87.43 15.11 96.92 97.18 96.29 96.87 97.31 97.15 97.36 96.66 92.17 9.58 9.58 9.58

MCA 97.53 97.37 97.71 97.13 96.34 97.65 11.35 11.35 10.09 97.19 13.14 11.35 9.80 97.88 94.73 97.38 97.44 97.19 13.14 11.35 9.80

CClip 97.45 97.32 97.48 97.35 96.57 97.07 9.82 10.32 11.35 97.41 9.80 9.80 9.80 97.58 97.45 97.27 97.37 97.41 9.80 9.80 9.80

MLP

0.6

Fed-NGA 96.72 96.40 96.07 95.38 94.98 93.06 89.79 86.32 83.66 96.21 95.90 95.34 94.71 96.47 95.99 95.35 94.92 96.21 95.90 94.93 94.71

FedAvg 95.32 15.25 12.30 15.50 16.70 10.28 11.35 11.35 11.35 10.32 10.28 11.35 9.82 91.75 87.77 82.98 78.43 10.32 10.28 11.35 9.82

Median 92.61 92.67 92.58 92.44 92.57 92.24 90.18 83.54 61.60 92.52 92.46 92.24 92.33 92.72 92.77 92.61 92.59 91.88 90.06 77.76 68.09

Krum 92.60 92.71 92.66 92.32 92.73 92.20 90.16 83.18 60.63 92.69 92.54 91.98 92.28 92.69 92.72 92.48 92.71 91.77 89.93 77.94 67.50

GM 94.67 94.78 94.76 94.46 94.46 93.70 90.87 86.28 70.11 94.44 94.65 93.98 94.31 94.68 94.69 94.35 94.33 91.13 80.95 11.46 11.12

MCA 95.10 95.00 95.10 94.86 94.82 95.15 13.10 11.35 11.35 94.64 91.51 11.91 11.35 95.13 95.20 94.83 94.84 94.64 91.51 11.91 11.35

CClip 94.99 95.23 94.98 94.96 94.87 95.02 11.35 11.35 10.09 94.74 40.64 9.80 9.80 95.17 95.00 94.93 94.93 94.74 40.64 9.80 9.80

0.2

Fed-NGA 96.34 95.95 95.45 95.15 94.64 92.54 88.79 86.59 80.71 95.72 95.45 94.55 94.38 95.85 95.51 95.18 94.46 95.72 95.45 94.55 94.38

FedAvg 95.17 12.03 17.96 13.68 14.37 11.35 10.28 10.10 10.10 24.05 10.10 11.35 10.09 91.47 87.83 83.27 79.32 24.05 10.10 11.35 10.09

Median 91.36 91.44 90.82 91.21 91.05 90.92 88.07 78.97 47.12 90.95 90.27 90.86 89.96 91.50 90.93 91.50 91.06 90.89 88.16 79.49 51.04

Krum 91.31 91.36 91.00 91.29 90.95 90.82 88.17 78.53 48.28 91.07 90.26 90.66 89.82 91.31 91.16 91.28 91.33 90.70 88.48 80.12 49.72

GM 94.78 94.34 94.37 94.36 94.10 92.99 89.91 78.15 66.44 94.18 93.60 94.25 92.76 94.41 94.30 94.30 94.11 90.11 74.78 25.28 14.71

MCA 95.08 95.10 95.03 95.04 94.79 94.95 12.60 10.10 10.10 94.81 94.01 12.48 10.32 95.07 95.03 95.01 94.91 94.81 94.01 12.48 10.32

CClip 95.03 94.94 94.98 94.75 94.76 94.95 10.32 10.10 10.10 94.57 14.47 9.80 9.80 95.06 95.03 94.86 94.66 94.57 14.47 9.80 9.80
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(a) Gaussian attack.
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(b) Same-value attack.
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(c) Sign-flip attack.
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(d) LIE attack.
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(e) FoE attack.

Figure 7: The maximum test accuracy (%) over 500 iterations for Fed-NGA and baselines is evaluated
on the MNIST dataset and MLP model wiht β = 0.2 across five different Byzantine ratios.
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(a) LeNet and β = 0.6.
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(b) LeNet and β = 0.4.
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(c) LeNet and β = 0.2.
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(d) MLP and β = 0.6.
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(e) MLP and β = 0.4.
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(f) MLP and β = 0.2.

Figure 8: The test accuracy (%) over 500 iterations for Fed-NGA and baselines is evaluated on
CIFAR10 dataset without Byzantine attacks.
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(a) Gaussian attack.
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(b) Same-value attack.
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(c) Sign-flip attack.
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(d) LIE attack.
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(e) FoE attack.

Figure 9: The maximum test accuracy (%) over 500 iterations for Fed-NGA and baselines is evaluated
on the CIFAR10 dataset and LeNet model with β = 0.4 across five different Byzantine ratios.

datasets, respectively. Figure 6, Figure 8, and Figure 10 illustrate the test accuracy trends for Fed-
NGA and baselines under three data heterogeneity concentration parameters and three learning
models in the absence of Byzantine attacks, for the MNIST, CIFAR10, and TinyImageNet datasets,
respectively. Figure 7, Figure 9, and Figure 11 present the maximum test accuracy for Fed-NGA and
baselines across four Byzantine ratios, under three data heterogeneity concentration parameters, for
three learning models on the MNIST, CIFAR10, and TinyImageNet datasets, respectively. In the
subsequent analysis, we evaluate the performance of Fed-NGA and baseline methods according to
the type of Byzantine attack.
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Table 5: The maximum test accuracy (%) of 500 iterations of Fed-NGA and baselines with different
types, ratios of Byzantine attack, and concentration parameter on CIFAR10 dataset and two learning
models.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

LeNet

0.6

Fed-NGA 54.48 53.88 53.60 52.07 50.62 46.10 38.80 29.16 25.88 53.60 52.49 51.16 50.68 53.96 53.93 51.82 50.56 53.60 52.49 51.16 50.68

FedAvg 49.11 11.28 10.06 10.40 11.09 10.00 10.00 10.00 10.00 10.00 10.03 10.00 10.00 10.31 10.63 10.00 10.00 10.00 10.03 10.00 10.00

Median 39.98 40.80 38.55 39.64 40.15 31.79 24.21 10.70 10.82 39.81 40.19 38.87 39.98 40.80 38.80 39.75 39.67 38.43 24.26 14.19 11.81

Krum 40.76 41.40 40.06 39.55 39.66 32.41 22.54 10.11 10.46 39.34 39.58 39.67 40.22 40.96 40.59 39.96 40.50 38.99 25.10 14.02 11.65

GM 48.41 47.73 47.53 48.08 48.23 42.96 36.39 28.81 21.15 48.13 47.55 47.89 47.16 48.68 48.18 47.90 46.80 31.53 10.06 10.47 10.04

MCA 48.67 48.56 47.90 48.53 47.00 48.34 10.00 10.00 10.00 47.69 34.07 10.00 10.00 48.78 48.02 48.28 45.82 47.69 34.07 10.00 10.00

CClip 48.59 48.22 46.59 43.42 46.61 48.34 10.00 10.00 10.00 44.94 10.00 10.00 10.00 47.68 47.33 47.79 47.30 44.94 10.00 10.00 10.00

0.4

Fed-NGA 54.39 53.21 51.96 50.66 49.79 46.63 36.76 29.34 23.42 52.95 52.02 50.42 48.97 53.52 52.60 50.43 49.31 52.95 52.02 50.42 48.97

FedAvg 48.14 10.00 10.00 11.25 10.43 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 17.12 10.34 10.22 10.98 10.00 10.00 10.00 10.00

Median 38.68 37.05 39.05 36.43 37.14 29.36 20.50 11.20 10.83 36.17 39.03 37.00 38.26 37.60 39.47 36.40 38.08 36.73 23.56 11.82 9.89

Krum 39.64 39.01 39.33 38.37 38.02 30.95 23.68 11.16 10.73 35.32 37.16 37.19 37.56 38.28 37.85 37.06 38.10 34.96 24.59 11.15 9.91

GM 48.84 48.24 48.58 47.31 48.35 42.44 36.36 28.05 17.37 44.44 47.67 47.11 47.45 48.56 47.56 47.74 47.76 24.67 10.03 10.95 9.92

MCA 48.56 48.10 48.21 47.09 47.94 47.09 10.02 10.00 10.00 46.25 38.43 10.00 10.00 47.06 48.00 47.37 47.91 46.25 38.43 10.00 10.00

CClip 47.97 48.33 43.37 44.65 46.53 48.27 10.00 10.00 10.00 47.20 44.44 10.00 10.00 46.50 45.61 47.38 45.01 47.20 44.44 10.00 10.00

MLP

0.6

Fed-NGA 48.26 47.78 47.82 46.53 46.19 30.57 25.93 20.54 19.13 47.90 47.26 46.48 45.72 48.10 47.40 46.49 46.10 47.90 47.26 46.48 45.72

FedAvg 46.12 13.86 12.86 10.82 13.01 10.00 10.00 10.00 10.00 14.01 12.14 10.00 10.00 28.95 18.12 14.94 14.43 14.01 12.14 10.00 10.00

Median 40.01 39.60 39.83 39.81 38.50 32.41 27.94 19.60 17.57 39.68 39.84 39.72 38.20 39.83 40.20 40.16 39.35 38.71 34.61 21.54 17.38

Krum 40.34 39.92 39.94 39.86 39.06 32.95 27.27 19.32 17.61 39.81 39.65 39.80 38.60 40.35 40.24 40.62 38.88 38.37 34.40 21.94 17.04

GM 46.04 45.60 46.03 45.02 45.51 31.13 23.53 20.97 15.56 45.43 46.19 44.69 44.71 46.00 46.06 44.99 44.84 36.26 18.22 9.53 10.82

MCA 46.61 45.86 46.23 45.50 44.63 46.21 12.69 10.00 10.00 45.52 20.35 13.91 10.00 46.40 46.29 44.96 44.90 45.52 20.35 13.91 10.00

CClip 45.89 45.41 45.81 45.50 45.37 45.69 10.00 10.00 10.00 45.17 10.00 10.00 10.00 45.56 45.36 45.44 44.52 45.17 10.00 10.00 10.00

0.4

Fed-NGA 48.39 48.27 47.20 46.37 46.21 30.27 25.13 18.81 18.27 47.57 47.52 46.26 45.55 48.00 47.41 46.24 46.17 47.57 47.52 46.26 45.55

FedAvg 46.44 11.94 13.67 13.43 12.43 10.00 10.00 10.00 10.00 12.91 10.00 11.76 10.08 29.15 18.48 12.80 14.90 12.91 10.00 11.76 10.08

Median 39.15 38.42 39.47 38.72 39.95 33.17 26.63 17.51 16.25 37.83 38.16 38.36 39.32 38.95 39.54 38.76 39.76 37.53 34.95 22.89 12.55

Krum 39.14 38.79 39.41 39.23 39.83 33.06 26.15 17.60 16.72 38.42 38.41 38.39 39.75 38.92 40.01 39.67 39.10 37.89 35.14 22.75 12.60

GM 46.72 45.92 45.79 45.71 45.09 30.11 22.72 18.55 15.48 45.58 46.03 45.13 44.85 45.91 45.79 45.58 45.30 35.71 15.72 14.46 10.00

MCA 46.41 46.10 46.08 45.78 45.53 46.08 10.21 10.00 10.00 45.44 39.81 13.03 10.00 45.85 45.99 45.79 45.11 45.44 39.81 13.03 10.00

CClip 46.18 46.48 45.28 45.03 45.32 45.89 10.00 10.00 10.00 44.10 10.00 10.00 10.00 45.07 45.60 45.86 44.68 44.10 10.00 10.00 10.00
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(a) β = 0.6.
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(b) β = 0.4.
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(c) β = 0.2.

Figure 10: The test accuracy (%) over 100 iterations for Fed-NGA and baselines is evaluated on
TinyImageNet dataset and MobileNetV3 model without Byzantine attacks.

No Attack: First, for the simpler dataset (MNIST), Table 4 and Figure 6 demonstrate that Fed-
NGA consistently outperforms all other baselines across different data heterogeneity concentration
parameter configurations and two learning models in the absence of Byzantine attacks. Specifically,
compared to the baselines, Fed-NGA improves test accuracy for the LeNet model by 0.81%, and
0.74% for data heterogeneity concentration parameters β = 0.6, and 0.2, respectively. Similarly, for
the MLP model, Fed-NGA achieves test accuracy gains of 1.4%, and 1.17% for data heterogeneity
concentration parameters β = 0.6, and 0.2, respectively. Moreover, as shown in Figure 6, the
convergence speed of Fed-NGA is comparable to that of other baselines and exhibits superior
performance under different data heterogeneity conditions. In contrast, the Median and Krum
methods demonstrate poor performance irrespective of the learning model used. For the more
complex CIFAR10 dataset, Table 5 and Figure 8 also highlight the advantages of Fed-NGA over
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Table 6: The maximum test accuracy (%) of 100 iterations of Fed-NGA and baselines with differ-
ent types, ratios of Byzantine attack, and concentration parameter on TinyImageNet dataset and
MobileNetV3 model.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

MoblieNetV3

0.6

Fed-NGA 56.95 56.54 55.77 54.80 53.12 55.40 49.31 22.68 2.20 52.65 45.38 13.44 0.50 56.29 55.82 54.95 53.87 52.19 45.23 12.92 0.01

FedAvg 55.67 49.75 46.27 40.12 34.26 0.72 0.54 0.51 0.50 0.50 0.50 0.50 0.50 51.37 48.16 45.38 42.63 0.50 0.50 0.50 0.50

Median 48.45 46.90 45.87 44.90 45.82 42.21 41.14 46.03 50.36 36.19 21.41 4.34 9.39 46.06 46.67 45.23 46.08 43.01 38.60 22.60 3.22

Krum 36.22 35.89 36.76 34.04 32.85 36.62 30.68 33.03 31.62 34.25 36.31 36.65 31.63 37.18 36.09 36.30 33.75 0.51 0.50 0.49 0.47

GM 55.68 54.47 54.22 53.82 53.50 52.38 48.98 27.57 1.39 50.71 43.14 4.87 0.02 54.56 54.32 53.69 53.55 50.12 42.88 4.62 0.04

MCA 55.62 54.64 54.22 53.82 53.66 54.88 1.70 0.53 0.51 54.50 0.50 0.50 0.50 54.69 54.34 53.72 53.72 54.50 0.50 0.50 0.50

CClip 50.16 47.51 45.99 42.30 40.00 45.22 43.51 35.94 18.31 44.91 38.38 1.98 0.01 47.85 45.48 43.56 39.16 44.26 37.25 1.66 0.19

0.4

Fed-NGA 56.82 56.00 54.85 53.74 51.95 54.64 47.12 10.39 1.69 51.17 42.45 0.11 0.01 56.04 54.79 54.25 51.97 51.60 43.54 0.10 0.02

FedAvg 55.29 50.03 45.94 39.57 33.83 0.76 0.60 0.53 0.51 0.50 0.50 0.50 0.50 50.89 48.81 45.12 42.07 0.50 0.50 0.50 0.50

Median 39.30 39.28 37.69 39.33 39.42 34.77 40.00 45.66 48.38 25.38 10.78 3.64 10.76 38.54 40.44 40.51 38.67 37.20 30.19 14.93 2.68

Krum 32.92 26.82 32.12 28.97 31.43 35.87 30.39 29.99 31.15 31.31 32.69 34.66 29.97 32.47 30.77 32.60 33.36 0.46 0.46 0.46 0.45

GM 55.32 54.96 54.01 53.65 53.14 52.41 47.61 8.48 0.61 50.09 40.67 0.17 0.01 54.94 54.59 54.19 53.61 50.49 39.61 0.11 0.09

MCA 55.32 54.98 53.99 53.73 53.35 54.60 0.90 0.57 0.51 55.05 0.50 0.50 0.50 54.93 54.75 54.19 53.75 55.05 0.50 0.50 0.50

CClip 48.60 46.92 43.87 40.81 35.35 45.89 43.17 34.73 15.86 43.73 31.14 0.22 0.02 46.25 45.69 41.83 39.41 43.74 29.97 0.25 0.11
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(a) Gaussian attack.

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Byzantine Ratio

0

10

20

30

40

50

Te
st

 A
cc

ur
ac

y

Fed-NGA
FedAvg
Median
Krum
GM
MCA
CClip

(b) Same-value attack.
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(c) Sign-flip attack.
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(d) LIE attack.
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(e) FoE attack.

Figure 11: The maximum test accuracy (%) over 100 iterations for Fed-NGA and baselines is
evaluated on the TinyImageNet dataset and MobileNetV3 model with β = 0.6 across five different
Byzantine ratios.

other baselines across different data heterogeneity concentration parameter configurations and two
learning models without Byzantine attacks. Compared to the MNIST dataset, Fed-NGA achieves
even more pronounced improvements on the CIFAR10 dataset, improving test accuracy for the LeNet
model by 5.37%, and 5.55% for data heterogeneity concentration parameters β = 0.6, and 0.4,
respectively. For the MLP model, Fed-NGA achieves test accuracy gains of 1.65%, and 1.67% for
data heterogeneity concentration parameters β = 0.6, and 0.4, respectively. Furthermore, Figure 8
indicates that Fed-NGA demonstrates a convergence speed comparable to other baselines for both
learning models, while maintaining greater stability in the presence of high data heterogeneity. Finally
for TinyImageNet dataset, Table 6 and Figure 10 show Fed-NGA outperformed baselines across
different data heterogeneity concentration parameter configurations on MobileNetV3 model without
Byzantine attack. Fed-NGA improves the test accuracy by 1.27% and 1.5% for β = 0.6, and 0.4,
respectively. Also, as shown in Figure 10, we can easily see the advantages of Fed-NGA compared
with baselines.
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Finally, on the TinyImageNet dataset, Table 6 and Figure 10 demonstrate Fed-NGA’s consistent supe-
riority over baseline methods under varying data heterogeneity settings (β values) when implemented
on MobileNetV3 models in non-Byzantine scenarios. Specifically, Fed-NGA yields test accuracy
improvements of 1.27% and 1.5% for concentration parameters β = 0.6 and 0.4, respectively. Fur-
thermore, the visual comparison in Figure 10 clearly reveals Fed-NGA’s accelerated convergence rate
and enhanced stability throughout the training process compared to conventional approaches.

Gaussian Attack: First, we assess the training performance of Fed - NGA and the baselines
on the MNIST dataset. As presented in Table 4, among all the baselines, Fed - NGA attains
the highest test accuracy in most instances (with the exception of β = 0.2 on the MLP model)
across four different Byzantine ratios.For the LeNet model, when considering the data heterogeneity
concentration parameters, Fed-NGA enhances the test accuracy by 0% to 1.27% for β = 0.6 and
by 0.04% to 0.79% for β = 0.2 across the four different Byzantine ratios. Similarly, on the MLP
model, Fed-NGA boosts the test accuracy by 0.11% to 1.4% for β = 0.6 and by - 0.15% to 1.17% for
β = 0.2. Furthermore, as depicted in Figure 7, it is evident that Fed-NGA is robust against all types
of Byzantine attacks and maintains excellent performance across the four different Byzantine ratios.
Turning to the CIFAR10 dataset, Table 5 shows that Fed-NGA outperforms all baselines, achieving
the highest test accuracy. Specifically, Fed-NGA improves test accuracy on the LeNet model by
2.39% to 5.32%, and 1.44% to 4.88% across four different Byzantine ratios for data heterogeneity
concentration parameters β = 0.6, and 0.4, respectively. Similarly, for the MLP model, Fed-NGA
achieves improvements of 0.68% to 1.92%, and 0.59% to 1.79% across four different Byzantine ratios
for data heterogeneity concentration parameters β = 0.6, and 0.4, respectively. Moreover, Figure 9
verifies Fed-NGA’s sustained robustness to Gaussian attacks, maintaining the highest accuracy across
four Byzantine ratios. For the TinyImageNet dataset, Table 6 demonstrates Fed-NGA’s statistically
significant superiority over baseline methods across data heterogeneity settings C̄α = 0.1, 0.2, and
0.3, achieving peak test accuracy while showing minor limitations at C̄α = 0.4. When implemented
on the MobileNetV3 model under Byzantine attack scenarios, Fed-NGA achieves accuracy gains
ranging from -0.54% to 1.9% and -1.4% to 1.5% across four Byzantine client ratios, corresponding
to data heterogeneity parameters β = 0.6 and 0.4 respectively. The complementary analysis in
Figure 11 further confirms Fed-NGA’s consistent stability and accuracy advantages of experimental
configurations.

Same-value Attack: Referencing the Same-value attack, the performance of Fed-NGA is not always
the best among all baselines, but it is undoubtedly the most stable. For the MNIST dataset, as
shown in Table 4, Fed-NGA improves test accuracy by 2.48% to 64.19% under high Byzantine
ratios (C̄α = 0.4) on the LeNet model. A similar phenomenon is observed for the MLP model with
C̄α = 0.3 and 0.4, where the accuracy improvement ranges from 0.04% to 14.27%. From Figure
7, all robust methods experience performance degradation as the Byzantine ratio increases. Even
under high data heterogeneity, where other baselines may fail to converge, Fed-NGA demonstrates
the least performance degradation, highlighting its stability in the face of high data heterogeneity and
Byzantine ratios. On the CIFAR10 dataset, Fed-NGA exhibits a consistent performance trend with
the MNIST results, achieving test accuracy improvements of 0.24%–11.63% under high Byzantine
ratios (C̄α = 0.3, 0.4). As shown in Figure 9, Fed-NGA maintains accuracy advantages across
most attack scenarios while remaining marginally below baselines at C̄α = 0.1. However, the
TinyImageNet dataset exhibits distinct behavioral patterns compared to the other two benchmark
datasets. Intriguingly, we observe an unexpected positive correlation between Byzantine client
ratios and test accuracy in the Median method, which the set of Same-value attack is not reasonable.
Notably, Fed-NGA demonstrates measurable improvements of 0.53% and 0.04% test accuracy
at C̄α = 0.1, while maintaining competitive performance at high Byzantine ratio – surpassing
all baseline methods except the Median and Krum approaches. These findings are corroborated
by the comparative analysis in Figure 11, which further validates Fed-NGA’s robustness across
heterogeneous experimental conditions.

Sign-flip Attack: For the MNIST dataset, Table 4 illustrates that Fed-NGA achieves higher test
accuracy than all baselines in most cases—with the exception of β = 0.2 and C̄α = 0.4 on the
LeNet model—across four Byzantine ratios. Specifically, under the data heterogeneity parameter
β = 0.6, Fed-NGA improves test accuracy on the LeNet model by 0.24% to 1.34% across all
Byzantine ratios. When β = 0.2, a minor performance gap of approximately 0.06% arises only
at C̄α = 0.4; in all other scenarios, accuracy improvements reach up to 1.14%, highlighting its
robustness to varying data distributions. On the MLP model, Fed-NGA yields 0.4% to 1.47% accuracy
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gains for β = 0.6 and 0.3% to 1.62% for β = 0.2 across the four Byzantine ratios, consistently
outperforming baseline methods. Moreover, Figure 7 visually demonstrates the superiority of Fed-
NGA: the framework maintains a notable accuracy lead over baselines, showcasing resilience across
all evaluated Byzantine attack scenarios. For the CIFAR10 dataset, using the LeNet model, Fed-NGA
achieves performance improvements of 3.27% to 5.47%, and 1.52% to 5.75% across four Byzantine
ratios for data heterogeneity concentration parameters β = 0.6, and 0.4, respectively. For the MLP
model, Fed-NGA achieves similar improvements, ranging from 1.01% to 2.38%, and 0.7% to 1.99%,
across the same conditions. Moreover, as shown in Figure 9, Fed-NGA consistently outperforms under
the Sign-flip attack regardless of the Byzantine ratio. Only the GM method demonstrates comparable
performance under scenarios with high Byzantine ratios and significant data heterogeneity. Turning
to the TinyImageNet dataset, Fed-NGA demonstrates significant superiority at C̄α = 0.2, achieving
test accuracy improvements of 2.24% and 1.78% under data heterogeneity parameters β = 0.6 and
β = 0.4 respectively. Notably, we observe an inverse performance pattern under high Byzantine
ratios where all comparative methods underperform Krum - a divergence from results observed in
smaller-scale datasets. This phenomenon may stem from MobileNetV3’s enhanced architectural
complexity and expanded parameter space (relative to baseline models), which potentially aligns
better with Krum’s robust aggregation paradigm. These findings are validated through the comparative
analysis in Figure 11.

LIE Attack: We first evaluate the training performance of Fed-NGA and baselines on the MNIST
dataset. As shown in Table 4, Fed-NGA achieves the highest test accuracy among all baselines
except for the case of C̄α = 0.4. For the LeNet model, under data heterogeneity parameters β = 0.6
and β = 0.2, test accuracy changes range from a slight decrease of 0.03% to an increase of 0.36%,
and from a 0.22% decrease to a 0.44% increase, respectively. For the MLP model, corresponding
accuracy variations span from a 0.01% decrease to a 0.79% increase for β = 0.6, and from a
0.45% decrease to a 0.78% increase for β = 0.2, reflecting Fed-NGA’s competitive performance
across most configurations. Additionally, Figure 7 demonstrates that Fed-NGA maintains stable test
accuracy when facing attacks of different proportions, outperforming baselines in most scenarios. This
consistency highlights the framework’s ability to withstand both data heterogeneity and Byzantine
attacks during training. For the CIFAR10 dataset, Fed-NGA consistently outperforms all baselines
under all experimental setups. Test accuracy increases by 3.26% to 5.75%, and 1.4% to 4.96% for the
LeNet model, and by 1.11% to 1.7%, and 0.38% to 2.09% for the MLP model, across four Byzantine
ratios for data heterogeneity concentration parameters β = 0.6, and 0.4, respectively. As further
evidenced by Figure 9, Fed-NGA maintains robust performance against LIE attack, achieving the
highest accuracy among comparative baselines. Finally, we evaluate Fed-NGA’s performance on the
TinyImageNet dataset under varying Byzantine attack scenarios. While Fed-NGA does not universally
dominate across all four Byzantine ratios and two data heterogeneity parameters (β = 0.6, 0.4), it
demonstrates significant superiority in most experimental configurations. The framework achieves
marginal improvements ranging from 0.04% to 1.6% in test accuracy across these settings, with
only a single outlier instance showing a 1.78% degradation at C̄α = 0.4 combined with β = 0.4.
Crucially, as evidenced in Figure 11, Fed-NGA exhibits remarkable resilience against LIE attack,
outperforming all baseline methods by maintaining superior decision boundaries in high-dimensional
feature spaces.

FoE Attack: Against the newly proposed Byzantine attack, the FoE attack, Fed-NGA exhibits
superior defense performance compared to all baseline methods, regardless of the dataset, learning
model, or data heterogeneity level. For the MNIST dataset, as shown in Table 4, Fed-NGA improves
test accuracy by 0.56% to 85.57%, and 0.67% to 83.54% for data heterogeneity concentration
parameters β = 0.6, and 0.2, respectively, across four different Byzantine ratios. For the MLP
model, Fed-NGA also enhances test accuracy by 1.67% to 26.62%, and 0.91% to 43.34% for
data heterogeneity concentration parameters β = 0.6, and 0.2, respectively. Figure 6 conclusively
demonstrates that Fed-NGA maintains the highest test accuracy across all four Byzantine client
ratios under FoE attacks. Similarly, on the CIFAR10 dataset, Fed-NGA achieves test accuracy
improvements of 5.91% to 38.87%, and 5.75% to 38.97% for data heterogeneity concentration
parameters β = 0.6, and 0.4, respectively, across four different Byzantine ratios. For the MLP
model, Fed-NGA provides additional improvements of 2.38% to 28.34%, and 2.13% to 32.95%
for data heterogeneity concentration parameters β = 0.6, and 0.4, respectively. Moreover, Figure
9 demonstrates that although the training performance of Fed-NGA decreases as the Byzantine
ratio increases, its convergence remains robust and intact. In contrast, the baselines fail to converge
under high Byzantine attack rates underscoring the robustness and superiority of Fed-NGA. On
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Table 7: The running time (in seconds) for 500 iterations of Fed-NGA and robust baselines is
evaluated under varying types and ratios of Byzantine attacks, as well as different concentration
parameters, on the MNIST dataset using two learning models. Notably, only the running time of the
aggregation algorithms is considered, excluding the model training time.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

LeNet

0.6

Fed-NGA 0.0495 0.0494 0.0509 0.0499 0.0479 0.0441 0.0435 0.0432 0.0438 0.0424 0.0417 0.0529 0.0427 0.0417 0.0413 0.0407 0.0488 0.0424 0.0417 0.0529 0.0427

Median 1.0961 1.4079 1.4794 1.4009 1.4417 1.3547 1.4668 1.5285 1.5046 1.4461 1.4202 1.4232 1.4633 1.3550 1.5062 1.4550 1.4660 1.3165 1.4099 0.0529 1.3912

Krum 1.0428 1.3709 1.3887 1.3568 1.4820 1.2106 1.5283 1.5549 1.5008 1.7902 1.5460 1.4541 1.4158 1.4033 1.4109 1.4756 1.4118 1.3667 1.4338 1.3354 1.4015

GM 1.4404 2.6604 2.7069 3.0213 3.2632 2.4557 3.0724 4.3619 7.8069 6.7954 8.5500 8.3508 7.3220 2.5941 2.8214 2.8121 3.0466 5.6698 7.9838 3.2985 5.3879

MCA 1.3869 1.5871 1.5197 1.6443 1.7110 1.6746 3.2483 4.6444 4.1924 4.0908 573.71 771.85 866.42 1.5965 1.6401 1.6593 1.6177 4.0908 573.71 771.85 866.42

CClip 1.4687 1.3463 1.3091 1.2905 1.2207 1.3100 2.8976 3.9070 3.6089 2.1143 4.3782 609.35 645.87 2.4963 2.3101 1.1877 1.2209 2.1143 4.3782 609.35 645.87

0.2

Fed-NGA 0.0491 0.0471 0.0474 0.0460 0.0527 0.0442 0.0431 0.0467 0.0437 0.0419 0.0411 0.0444 0.0497 0.0424 0.0405 0.0408 0.0501 0.0419 0.0411 0.0444 0.0497

Median 1.1376 1.0380 1.0200 1.0539 1.0395 1.0114 1.0270 1.0274 1.0381 1.2884 1.4038 1.0945 1.2521 1.3964 1.4313 1.4007 1.4090 1.4558 1.4054 1.4209 1.4096

Krum 1.0990 1.0344 1.0261 1.0314 1.0147 1.0248 1.0394 1.0340 1.0447 1.3822 1.4826 1.4203 1.3488 1.4650 1.3890 1.4101 1.4067 1.5175 1.4327 1.3869 1.3980

GM 1.4693 1.5985 1.6613 1.8224 1.8735 1.5991 1.7919 2.3361 4.6157 3.0367 3.7362 3.7513 4.1834 2.8287 2.9844 3.1595 3.2337 6.1995 5.5147 5.2773 7.1418

MCA 1.2041 0.8844 0.8396 0.8614 0.8996 0.8721 1.9088 2.9640 2.6172 2.4331 294.17 292.48 300.33 1.6248 1.6204 0.8395 0.7814 2.4331 294.17 292.48 300.33

CClip 1.7319 1.3196 1.2437 1.2700 1.2825 1.2185 2.8768 3.9593 3.3750 1.7452 220.82 546.44 740.75 2.5752 1.4126 1.3398 1.2669 1.7452 220.82 546.44 740.75

MLP

0.6

Fed-NGA 0.0484 0.0474 0.0481 0.0472 0.0497 0.0447 0.0446 0.0438 0.0443 0.0421 0.0428 0.0527 0.0421 0.0413 0.0414 0.0409 0.0408 0.0421 0.0428 0.0527 0.0421

Median 4.5015 5.0526 5.1602 5.1421 5.2404 5.1285 5.2423 5.1293 5.4980 5.3448 5.4025 5.1455 5.3578 5.1993 5.5216 5.2909 5.1514 4.5143 4.6986 4.5896 4.6999

Krum 4.4100 5.1084 5.1810 5.2744 5.4015 8.8255 9.1504 7.5758 7.7471 5.0697 5.2123 5.0784 5.2540 4.7379 4.8549 4.8822 4.9461 4.5738 4.6408 4.5050 4.4994

GM 1.6423 2.8772 3.0643 3.3867 3.5852 7.6170 9.9575 13.2752 27.2812 3.1658 4.1455 3.6401 4.0717 2.1465 2.2603 2.4946 2.7088 7.8570 9.8331 15.6687 13.8719

MCA 1.2252 1.1696 1.1852 1.4670 1.4916 2.4586 5.9877 13.0282 12.4749 3.1312 3.7039 314.31 324.53 1.2502 1.1470 1.2437 1.2387 3.1312 3.7039 314.31 324.53

CClip 1.5097 1.1214 1.0005 1.2100 1.2726 1.2982 2.9847 4.3713 4.7536 4.1957 5.5971 775.70 794.37 1.2090 1.1351 1.2477 1.2541 4.1957 5.5971 775.70 794.37

0.2

Fed-NGA 0.0479 0.0496 0.0510 0.0525 0.0541 0.0445 0.0438 0.0453 0.0448 0.0428 0.0507 0.0418 0.0503 0.0423 0.0411 0.0510 0.0502 0.0428 0.0507 0.0418 0.0503

Median 5.6327 8.4563 8.9068 8.3310 9.4235 6.6534 6.4367 6.6297 6.8857 6.6302 6.5910 6.9369 7.0503 4.5795 4.5821 4.5783 4.5563 4.5556 4.6016 4.5392 4.5346

Krum 5.4715 6.6928 6.4730 6.7230 6.7225 6.5784 6.6319 6.7175 6.7881 6.7623 6.5456 6.6883 6.9612 4.5270 4.5950 4.5649 4.6296 4.6184 4.5467 4.6258 4.6109

GM 2.4400 3.8002 4.3986 4.7389 4.9582 3.8191 4.9185 6.8835 12.6822 3.1201 4.4071 5.1005 5.9135 2.2716 2.4778 2.6678 2.8905 7.4475 11.0187 14.7150 8.7599

MCA 1.5746 1.6207 1.7081 1.1802 1.0556 1.9305 4.5181 6.6776 6.9574 2.3722 3.1110 306.37 342.84 1.2306 1.2382 1.3130 1.1409 2.3722 3.1110 306.37 342.84

CClip 1.5441 1.0945 0.9906 1.2122 1.2319 1.3254 2.8811 4.8414 5.4114 3.8493 5.9270 752.94 692.51 1.2173 1.1969 1.2293 1.1951 3.8493 5.9270 752.94 692.51

the TinyImageNet dataset, Fed-NGA demonstrates consistent superiority over all baseline methods
at C̄α = 0.2, achieving statistically significant accuracy gains of 2.35% and 3.93% under data
heterogeneity parameters β = 0.6 and β = 0.4 respectively. Notably, we observe a paradigm shift in
high Byzantine scenarios where all methodologies exhibit degraded performance - a marked contrast
to patterns seen in smaller-scale datasets, as validated in Figure 11. Crucially, under low Byzantine
ratios (0.1 and 0.2), Fed-NGA maintains competitive advantages across evaluation metrics.

C.2 Aggregation Running Time Analysis

In this section, we analyze the running time under different Byzantine attacks, referencing Table
7, Table 8, Table 9, Figure 12, Figure 13 and Figure 14. Table 7, Table 8, and Table 9 provide the
running time for Fed-NGA and robust baselines under four Byzantine ratios, three data heterogeneity
concentration parameter setups, five types of Byzantine attacks, and three learning models, applied to
the MNIST, CIFAR10 and TinyImageNet datasets, respectively. Figure 12, Figure 13, and Figure
14 depict the running time for Fed-NGA and baselines under three Byzantine ratios and three
learning models, for the MNIST dataset with β = 0.2, the CIFAR10 dataset with β = 0.4, and
the TinyImageNet dataset with β = 0.6, respectively. In the following analysis, we assess the
performance of Fed-NGA and baselines in relation to the type of dataset.

MNIST Dataset: From Table 7, it is evident that Fed-NGA outperforms the baselines in terms
of aggregated running time. In the absence of Byzantine attacks, the aggregated running time of
some baseline methods is up to 20 times, and in some cases over 100 times, that of Fed-NGA. This
demonstrates that the proposed algorithm significantly reduces computational complexity. Under
Byzantine attacks, the aggregated running time of baseline methods increases markedly with higher
Byzantine ratios, whereas Fed-NGA remains unaffected due to its straightforward normalization of
uploaded vectors. Specifically, the aggregated running time of baselines is at least 20 times, and in
some instances up to 200 times, the running time of our algorithm Fed-NGA. Furthermore, as shown
in Figure 12, while Fed-NGA requires only 2 to 2.5 times the aggregation cost of FedAvg, it achieves
robustness against Byzantine attacks with a time cost that is merely 1/20 of other robust algorithms.
This highlights the fast and efficient nature of Fed-NGA, aligning with our theoretical proofs and
underscoring its effectiveness in experimental settings.
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(a) LeNet and Gaussian attack.
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(b) LeNet and Same-value attack.
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(c) LeNet and Sign-flip attack.
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(d) MLP and Gaussian attack.
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(e) MLP and LIE attack.
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Figure 12: The running time (s) over 500 iterations for Fed-NGA and baselines is evaluated on the
MNIST dataset and β = 0.2 across three different Byzantine ratios.
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(a) LeNet and Gaussian attack.
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(b) LeNet and Same-value attack.
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(c) LeNet and Sign-flip attack.
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(d) MLP and Gaussian attack.
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Fed-NGA FedAvg Median Krum GM MCA CClip
Methods

0

200

400

600

800

1000

Ru
nn

in
g 

Ti
m

e(
s)

0.06 0.02
17.02 17.10 5.36 4.22 3.890.04 0.02

17.90 17.36 21.61 10.51

722.89

0.05 0.02
17.50 17.60

45.19

973.54 963.27Attack Ratio: 0
Attack Ratio: 0.2
Attack Ratio: 0.4

(f) MLP and FoE attack.

Figure 13: The running time (s) over 500 iterations for Fed-NGA and baselines is evaluated on the
CIFAR10 dataset and β = 0.4 across three different Byzantine ratios.

CIFAR10 Dataset: Similarly to the case of the MNIST dataset, Fed-NGA outperforms the baselines
in terms of aggregated running time. Due to the increased complexity of the dataset and learning
models, the aggregation time cost for Fed-NGA and the baselines is significantly higher than that
observed for the MNIST dataset. As shown in Table 8, the aggregation time cost for the robust
baselines is at least 60 times, and in some cases up to 500 times, that of our proposed Fed-NGA
algorithm. Moreover, consistent with the MNIST results, Figure 13 illustrates that while Fed-NGA
requires only 2 to 2.5 times the aggregation cost of FedAvg, it achieves robustness against Byzantine
attacks with a time cost that is merely 1/60 of other robust algorithms. These results reaffirm the fast
and efficient nature of Fed-NGA.

30



Table 8: The running time (in seconds) for 500 iterations of Fed-NGA and robust baselines is
evaluated under varying types and ratios of Byzantine attacks, as well as different concentration
parameters, on the CIFAR10 dataset using two learning models. Notably, only the running time of
the aggregation algorithms is considered, excluding the model training time.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

LeNet

0.6

Fed-NGA 0.0558 0.0491 0.0507 0.0491 0.0585 0.0451 0.0460 0.0454 0.0454 0.0452 0.0446 0.0557 0.0430 0.0450 0.0438 0.0422 0.0424 0.0452 0.0446 0.0557 0.0430

Median 22.163 30.729 31.249 31.063 23.112 31.095 31.958 32.196 24.563 30.753 31.058 30.416 23.116 30.317 30.008 31.061 23.246 30.504 30.798 30.357 23.203

Krum 21.773 30.630 30.716 31.079 22.927 30.988 31.989 32.516 24.626 32.290 30.370 31.037 22.877 30.889 30.478 31.052 23.316 30.715 30.604 30.923 23.059

GM 7.8912 13.707 14.761 15.172 12.563 14.559 18.281 26.252 37.983 16.459 18.627 18.994 15.464 12.923 13.942 14.140 11.839 48.862 19.998 36.934 36.097

MCA 6.3659 6.1991 6.074 7.3452 5.3612 7.6208 14.926 25.098 16.313 12.393 14.667 1369.4 1211.5 7.5085 7.3273 7.3201 5.4143 12.393 14.667 1369.4 1211.5

CClip 5.6009 3.6275 3.6749 4.6567 4.6492 4.6610 10.3312 16.016 14.418 6.3801 977.80 1006.7 980.22 4.5891 4.4772 4.6273 4.6075 6.3801 977.80 1006.7 980.22

0.4

Fed-NGA 0.0557 0.0456 0.0454 0.0445 0.0450 0.0462 0.0557 0.0469 0.0452 0.0461 0.0447 0.0433 0.0429 0.0457 0.0436 0.0424 0.0425 0.0461 0.0447 0.0433 0.0429

Median 22.039 30.774 30.944 31.192 23.162 31.465 31.573 32.464 24.790 30.886 30.539 30.209 23.506 31.222 30.917 31.118 23.513 30.724 30.512 30.343 23.103

Krum 22.516 30.753 30.695 31.162 23.232 31.479 31.956 31.896 24.786 34.600 31.390 31.226 23.524 30.683 31.140 31.203 23.335 31.020 30.768 31.105 20.798

GM 7.8409 13.287 14.127 15.230 12.402 14.506 18.187 26.443 38.870 23.413 20.085 18.022 15.782 12.751 13.689 14.221 11.597 46.245 28.602 45.415 12.222

MCA 6.1858 6.1785 5.9279 7.5666 5.3525 7.592 15.816 26.134 16.317 11.111 14.738 1372.1 1186.6 7.5115 7.3110 7.3616 5.3096 11.111 14.738 1372.1 1186.6

CClip 5.6043 3.6822 3.7389 4.6671 4.5781 4.6254 10.866 16.583 13.239 6.5340 7.5022 1004.9 995.68 4.5509 4.5971 4.5906 4.6077 6.5340 7.5022 1004.9 995.68

MLP

0.6

Fed-NGA 0.0548 0.0476 0.0471 0.0463 0.0462 0.0460 0.0541 0.0565 0.0440 0.0556 0.0531 0.0426 0.0425 0.0454 0.0427 0.0422 0.0422 0.0556 0.0531 0.0426 0.0425

Median 14.848 22.815 20.519 17.324 17.100 21.613 19.356 16.380 16.651 22.223 21.085 17.383 17.693 22.763 20.880 17.384 16.578 16.982 18.442 15.850 15.898

Krum 14.723 22.458 21.266 17.284 16.907 22.164 21.124 15.996 15.551 22.304 20.747 17.508 16.853 22.219 21.242 17.263 17.175 15.302 14.829 16.149 15.390

GM 4.7015 8.9260 9.3729 7.9517 8.5036 10.499 12.349 15.369 26.609 7.6535 9.4907 11.405 10.420 8.1844 8.6524 7.1553 7.9380 26.384 33.353 17.151 72.127

MCA 3.7877 4.1849 4.1655 4.1178 4.1442 5.4874 10.919 15.374 12.494 6.4467 7.6997 1103.8 1117.5 5.0190 4.9915 4.0936 4.1376 6.4467 7.6997 1103.8 1117.5

CClip 3.9597 3.0945 3.0215 3.8030 3.7894 3.7987 8.2872 13.733 11.526 5.4316 791.55 956.93 968.22 3.7747 3.6873 3.7801 3.7786 5.4316 791.55 956.93 968.22

0.4

Fed-NGA 0.0551 0.0453 0.0446 0.0444 0.0441 0.0461 0.0454 0.0443 0.0441 0.0449 0.0428 0.0531 0.0511 0.0450 0.0417 0.0420 0.0415 0.0449 0.0428 0.0531 0.0511

Median 17.021 18.7756 17.436 18.219 14.857 18.691 17.748 18.330 17.925 18.874 18.065 18.399 17.781 18.900 17.352 18.215 17.988 18.678 17.898 18.048 17.502

Krum 17.103 18.8529 16.856 18.051 14.654 18.854 17.229 18.185 18.033 20.405 17.520 18.139 18.021 18.827 17.187 18.294 17.929 19.224 17.361 18.100 17.601

GM 5.3557 7.3474 7.6709 8.1666 7.3699 9.0445 10.698 15.807 28.996 10.100 11.287 9.9554 10.764 6.8215 7.1002 7.5882 8.0680 35.066 21.614 39.320 45.192

MCA 4.2199 3.3581 3.3128 4.2743 3.6447 4.4169 10.012 14.732 12.680 8.4247 10.512 963.14 973.54 4.2964 4.1473 4.3099 4.1839 8.4247 10.512 963.14 973.54

CClip 3.8866 3.0917 2.9789 3.7529 3.7627 3.7550 8.7779 12.988 11.422 5.3783 722.88 958.34 963.27 3.7574 3.6842 3.7557 3.7600 5.3783 722.88 958.34 963.27

Table 9: The running time (in seconds) for 100 iterations of Fed-NGA and robust baselines is
evaluated under varying types and ratios of Byzantine attacks, as well as different concentration
parameters, on the TinyImageNet dataset using MobileNetV3 model. Notably, only the running time
of the aggregation algorithms is considered, excluding the model training time.

Attack Name No Attack Gaussian Attack Same-value Attack Sign-flip Attack LIE Attack FoE Attack

Model β
C̄α

0 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
Algorithm

MobileNetV3

0.6

Fed-NGA 0.2260 0.1945 0.1942 0.1943 0.1946 0.1946 0.1951 0.1946 0.1946 0.2004 0.2011 0.3729 0.2393 0.1914 0.1912 0.1912 0.1912 0.2934 0.3367 0.2374 0.2079

Median 0.3333 0.2981 0.2927 0.2939 0.2941 0.2917 0.2929 0.2950 0.2944 0.2976 0.2974 0.4640 0.3310 0.2887 0.2893 0.2894 0.2898 0.2977 0.3732 0.3345 0.2990

Krum 50.902 49.488 49.322 49.107 48.917 49.431 49.567 49.089 48.766 49.715 50.199 50.445 50.386 49.548 49.830 49.643 49.559 49.857 50.391 50.140 50.546

GM 5.1880 5.0464 4.9234 4.5961 4.6844 5.1322 5.4841 6.3364 8.6997 6.0003 6.9124 7.8189 10.258 5.7212 5.8732 5.9651 5.9841 8.4599 11.497 29.273 18.405

MCA 3.5246 3.1642 2.9496 2.9277 2.6893 3.8002 5.2586 9.9156 12.110 4.4433 6.6065 281.55 284.46 3.8997 4.0824 4.1356 4.0803 4.0875 4.6278 4.7569 4.8875

CClip 2.5082 2.5023 2.2738 2.0861 1.8945 2.4371 2.2174 2.0012 1.8296 3.1602 3.5504 3.8123 3.7472 2.9279 3.1020 3.1577 3.0882 3.1429 3.5263 3.5499 3.5924

0.4

Fed-NGA 0.2318 0.2108 0.1894 0.1894 0.1884 0.1899 0.1893 0.1892 0.1882 0.1970 0.1947 0.3776 0.2364 0.1855 0.1851 0.1858 0.1851 0.1960 0.3059 0.2388 0.2058

Median 0.3336 0.3084 0.2890 0.2882 0.2903 0.2880 0.2877 0.2879 0.2871 0.2945 0.2945 0.4779 0.3354 0.2845 0.2856 0.2854 0.2850 0.2974 0.3932 0.3387 0.3000

Krum 49.820 47.644 48.032 47.665 47.388 47.981 48.014 47.437 47.259 48.295 48.795 49.187 49.021 48.053 48.185 48.269 48.295 48.351 48.676 48.749 48.489

GM 5.1997 5.1261 4.8875 4.8087 4.6901 5.1526 5.3955 6.2347 8.6650 5.7837 6.8220 7.7338 10.474 5.5812 5.7961 5.9185 5.9249 8.7960 12.340 74.143 15.158

MCA 3.4985 3.3428 3.1068 3.0029 2.8139 3.8375 5.2622 9.9946 21.244 4.4326 213.20 281.49 287.46 3.8653 4.0282 4.0924 4.0250 4.0809 4.5840 4.7030 4.8649

CClip 2.5634 2.4380 2.2277 2.0405 1.8496 2.4447 2.2495 2.0578 1.8540 3.1309 3.5369 3.8138 3.7155 2.8951 3.0692 3.1245 3.0553 3.1218 3.4861 3.5293 3.5962

TinyImageNet Dataset: Fed-NGA maintains its computational efficiency advantage over robust
baselines on the TinyImageNet benchmark. As evidenced in Table 9, our method achieves state-
of-the-art (SoTA) time efficiency across all robust aggregation benchmarks. The baseline methods
demonstrate 1.5× higher aggregation time costs compared to Fed-NGA’s optimized workflow. Notably,
Figure 14 reveals that while Fed-NGA marginally trails FedAvg in absolute speed - an expected
trade-off given FedAvg’s vulnerability to Byzantine attacks - it achieves superior robustness-efficiency
balance. These empirical results conclusively validate Fed-NGA’s time complexity advantages in
large-scale FL scenarios.

C.3 Convergence Performance of Data Heterogeneity

In this section, we analyze the training performance under different data heterogeneity concentration
parameter setups, as illustrated in Figure 15, Figure 16, and Figure 17. These figures depict the
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(b) Same-value attack.
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(c) Sign-flip attack.
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(d) LIE attack.
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(e) FoE attack.

Figure 14: The running time (s) over 100 iterations for Fed-NGA and baselines is evaluated on the
TinyImageNet dataset, MobileNetV3 model and β = 0.6 across three different Byzantine ratios.
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(a) Gaussian attack.

0 100 200 300 400
Iteration Number

10

20

30

40

50

60

70

80

Te
st

 A
cc

ur
ac

y

LeNet-β=0.6
LeNet-β=0.4
LeNet-β=0.2
MLP-β=0.6
MLP-β=0.4
MLP-β=0.2

(b) Same-value attack.
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(c) Sign-flip attack.
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(d) FoE attack.

Figure 15: The test accuracy (%) over 500 iterations for Fed-NGA is evaluated on the MNIST dataset
and C̄α = 0.4 across three different data heterogeneity concentration parameters.
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(a) Gaussian attack.
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(b) Sign-flip attack.
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(c) LIE attack.
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(d) FoE attack.

Figure 16: The test accuracy (%) over 500 iterations for Fed-NGA is evaluated on the CIFAR10
dataset and C̄α = 0.3 across three different data heterogeneity concentration parameters.

test accuracy trends for Fed-NGA under three data heterogeneity concentration parameter setups,
five types of Byzantine attacks, and three learning models, applied to the MNIST, CIFAR10, and
TinyImageNet datasets, respectively. In the subsequent analysis, we evaluate the performance of
Fed-NGA and baseline methods in relation to the dataset type.

MNIST Dataset: From Figure 15, it is evident that as data heterogeneity increases, indicated by
smaller concentration parameter values, the training performance of Fed-NGA declines. However,
the performance degradation remains within an acceptable range, typically resulting in only a 1% to
2% gap. This observation demonstrates the strong adaptability of Fed-NGA to varying levels of data
heterogeneity.
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(c) LIE attack.
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Figure 17: The test accuracy (%) over 100 iterations for Fed-NGA is evaluated on the TinyImageNet
dataset, MobileNetV3 model, and C̄α = 0.2 across three different data heterogeneity concentration
parameters.

CIFAR10 Dataset: As shown in Figure 16, the test accuracy trend of Fed-NGA is consistent with
the observations for the MNIST dataset. When comparing different data heterogeneity concentration
parameter setups, it is evident that the choice of learning model has a more significant impact on per-
formance. Notably, the MLP model demonstrates greater stability across varying data heterogeneity
concentration parameter setups compared to the LeNet model, although the maximum test accuracy
achieved by the LeNet model is higher than that of the MLP model. Nonetheless, the performance
degradation remains within an acceptable range, typically resulting in only a 2% to 3% gap.

TinyImageNet Dataset: Figure 17 reveals Fed-NGA’s accuracy dependence on data heterogeneity
levels under varying Byzantine attack patterns. Specifically, the framework exhibits heightened
sensitivity to data distribution skews under Same-value and FoE attacks, where heterogeneity-induced
accuracy degradation exceeds in extreme cases. Conversely, for Gaussian attack and LIE attack,
Fed-NGA demonstrates relative stability with marginal accuracy losses at low heterogeneity levels.
This divergence from MNIST/CIFAR10 benchmarks likely stems from MobileNetV3’s enhanced
parameter space and TinyImageNet’s complex feature hierarchies, which amplify both attack surface
vulnerabilities and model resilience characteristics.

D Related Works in Detail

FL is firstly proposed in (McMahan et al., 2017). The security issue in FL has been focused on since
the emergence of FL (Vempaty et al., 2013; Yang et al., 2020). Byzantine attack, as a common mean
of distributed attacking, has also caught considerable research attention recently. In related works
dealing with Byzantine attacks, various assumptions are made for loss function’s convexity (strongly
convex or non-convex), and data heterogeneity (IID dataset or non-IID dataset). Furthermore, time
complexity for aggregation is also a concerned performance metric as pointed out in Section 1. A
detailed introduction of them is given in the following subsections. Also a summary of these related
works’ assumptions and performance is listed in Table 1.

D.1 Aggregation Strategy of Byzantine-resilient FL Algorithms

As for aggregation strategies in related literature, the measures to tolerate Byzantine attacks can be
categorized as median, Krum, geometric median, etc. For the methods based on Median: Xie et al.
(2018) takes the coordinate-wise median of the uploaded vectors as the aggregated one, while Yin et al.
(2018) aggregates the uploaded vectors by calculating their coordinate-wise median or coordinate-
wise trimmed mean. Differently, the Robust Aggregating Normalized Gradient Method (RANGE)
(Turan et al., 2022) takes the median of uploaded vectors from each client as the aggregated one, and
each uploaded vector is supposed to be the median of the local gradients from multiple steps of local
updating. For the methods based on Krum: Blanchard et al. (2017) selects a stochastic gradient as
the global one, which has the shortest Euclidean distance from a group of stochastic gradients that are
most closely distributed with the total number of Byzantine clients given. For the methods based on
Geometric median: all existing methods, including Robust Federated Aggregation (RFA) (Pillutla
et al., 2022), Byzantine attack resilient distributed Stochastic Average Gradient Algorithm (Byrd-
SAGA) (Wu et al., 2020), and Byzantine-RObust Aggregation with gradient Difference Compression
And STochastic variance reduction (BROADCAST) (Zhu and Ling, 2023), leverage the geometric
median to aggregate upload vectors. Differently, RFA selects the tail-average of local model parameter
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over multiple local updating as the upload vector, both Byrd-SAGA and BROADCAST utilize the
SAGA method (Defazio et al., 2014) to generate the upload message while the latter one allows
uploading compressed message. For Other methods: Robust Stochastic Aggregation (RSA) (Li
et al., 2019) penalizes the difference between local model parameters and global model parameters
by ld norm to isolate Byzantine clients. And Maximum Correntropy Aggregation (MCA) (Luan et al.,
2024) leverages maximum correntropy to aggregate the aggregate upload vectors. Centered Clipping
(CClip) (Karimireddy et al., 2021) employs the previously aggregated gradient as a reference, clips
the modulus of the gradient vector, and then performs aggregation.

D.2 Assumptions and Performance of Byzantine-resilient FL Algorithms

For the methods based on Median: the aggregation complexity of median methods is all
O(pM log(M)). To see the difference, Xie et al. (2018) verifies the robustness of Byzantine attacks
on IID datasets only by experiments, while both trimmed mean (Yin et al., 2018) and RANGE
(Turan et al., 2022) offer theoretical analysis for non-convex and strongly convex loss functions
on IID datasets. For the methods based on Krum: the aggregation complexity of Blanchard et al.
(2017) is O(pM2) and convergence analysis is established on non-convex loss function and IID
datasets. For the methods based on Geometric median: the time complexity for aggregation is
O(pM log3(Mϵ−1)) (Cohen et al., 2016) for all the three methods (Pillutla et al., 2022; Wu et al.,
2020; Zhu and Ling, 2023), which exhibit the robustness to Byzantine attacks under strongly convex
loss function. Only RFA (Pillutla et al., 2022) reveals the proof on non-IID datasets, while both Byrd-
SAGA (Wu et al., 2020) and BROADCAST (Zhu and Ling, 2023) are established on IID datasets.
For Other methods: RSA (Li et al., 2019) exhibits an aggregation complexity of O(Mp3.5), with
its convergence performance analyzed on heterogeneous datasets for strongly convex loss functions.
Similarly, MCA (Luan et al., 2024), which has an aggregation complexity of O(pM log3(Mϵ−1)),
has its convergence performance evaluated on heterogeneous datasets for strongly convex loss func-
tion. The CClip algorithm (Karimireddy et al., 2021), tested under IID dataset with non-convex
function, exhibits O(τMp) aggregation complexity. Last but not least, the optimality gap of all the
above algorithms is non-zero.

In contrast to the aforementioned studies, we focus on non-convex objectives under non-IID data
distributions. Moreover, the proposed Fed-NGA algorithm exhibits a computational complexity of
only O(pM), which is strictly lower than that of all existing Byzantine-robust methods. Despite
its simplicity, Fed-NGA achieves convergence and even zero optimality gap under mild conditions,
which have not been theoretically established by previous Byzantine-robust approaches.

E Proof of Theorem 3.7

Under Assumption 3.1, and recalling (9) and (10), we have

E
{
F (wt+1)− F (wt)

}
⩽ E

{〈
∇F (wt), wt+1 − wt

〉
+

L

2

∥∥wt+1 − wt
∥∥2}

= ηt
〈
−∇F (wt),E

{
gt
}〉︸ ︷︷ ︸
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+
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2
(ηt)2 E
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. (24)

A2 can be easily bounded because of Jensen’s inequality f
(∑

m∈M αmxm

)
⩽

∑
m∈M αmf(xm)

with
∑

m∈M αm = 1, αm > 0 for m ∈ M and f(x) = x2, which implies that
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Next, we aim to bound A1. According to (10), there is
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B2 is easier to be handled, so we first consider the bound of B2. Because of −⟨x, y⟩ ⩽ ∥x∥ · ∥y∥,
we have
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where 1⃝ follows from
∥∥∥∥ gtm
∥gtm∥

∥∥∥∥ = 1, and 2⃝ comes from the definition of Cα in (7).

Then we aim to bound B1, which implies that
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We first assume that ∥∇F (wt)∥ ≥ ρ ∥∇Fm(wt, ξtm)−∇F (wt)∥, there is
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where 1⃝ comes from −⟨a, b⟩ ≤ ∥a∥ ∥b∥, 2⃝ comes from
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Due to
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∥∥ > 0, Assumption 3.2, Assumption 3.3, and Assumption 3.4, there is
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Then A1 can be bounded as follow,
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Then we have
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This completes the proof of Theorem 3.7.
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F Proof of Theorem 3.9

Regarding the proof of Theorem 3.9, only the proof of B1 is different. Then we aim to bound B1, which implies
that

B1 = −
∑

m∈M\B

αmE
{〈

∇F (wt),
gtm

∥gtm∥

〉}

= −
∑

m∈M\B

αmE
{〈

∇F (wt),
∇Fm(wt, ξtm)

∥∇Fm(wt, ξtm)∥

〉}

= −
∑

m∈M\B

αm

(〈
∇F (wt),

∇F (wt)

∥∇F (wt)∥

〉
+

〈
∇F (wt),

∇Fm(wt)

∥∇Fm(wt)∥ − ∇F (wt)

∥∇F (wt)∥

〉

+ E
{〈

∇F (wt),
∇Fm(wt, ξtm)

∥∇Fm(wt, ξtm)∥ − ∇Fm(wt)

∥∇Fm(wt)∥

〉})
. (35)

Because of ⟨x, x⟩ = ∥x∥2 and the definition of Cα in (7), there is,

B1 = −
∑

m∈M\B

αm

(〈
∇F (wt),

∇Fm(wt)

∥∇Fm(wt)∥ − ∇F (wt)

∥∇F (wt)∥

〉
+ E

{〈
∇F (wt),

∇Fm(wt, ξtm)

∥∇Fm(wt, ξtm)∥ − ∇Fm(wt)

∥∇Fm(wt)∥

〉})
− Cα

∥∥∇F (wt)
∥∥

1⃝
⩽ −

∑
m∈M\B

αm

〈
∇F (wt),

∇Fm(wt)

∥∇Fm(wt)∥ − ∇F (wt)

∥∇F (wt)∥

〉
+ σ′Cα

∥∥∇F (wt)
∥∥− Cα

∥∥∇F (wt)
∥∥

2⃝
=

∑
m∈M\B

αm

∥∥∇F (wt)
∥∥

2

(∥∥∥∥ ∇F (wt)

∥∇F (wt)∥

∥∥∥∥2 +

∥∥∥∥ ∇Fm(wt)

∥∇Fm(wt)∥ − ∇F (wt)

∥∇F (wt)∥

∥∥∥∥2 − ∥∥∥∥ ∇Fm(wt)

∥∇Fm(wt)∥

∥∥∥∥2
)

− (1− σ′)Cα

∥∥∇F (wt)
∥∥

=
∑

m∈M\B

αm

∥∥∇F (wt)
∥∥

2

(
1 + (θtm

′)2 − 1
)
− (1− σ′)Cα

∥∥∇F (wt)
∥∥

3⃝
⩽

1

2
Cα(θ

′)2
∥∥∇F (wt)

∥∥− (1− σ′)Cα

∥∥∇F (wt)
∥∥

= −
(
1− (θ′)2

2
− σ′

)
· Cα

∥∥∇F (wt)
∥∥ , (36)

where 1⃝ comes from −⟨x, y⟩ ⩽ ∥x∥ ∥y∥ and Assumption 3.5, 2⃝ can be derived from ⟨x, y⟩ = 1
2
∥x∥2 +

1
2
∥y∥2 − 1

2
∥x− y∥2, and 3⃝ is bounded by Assumption 3.6.

Combining B1 and B2, we have

A1 = B1 +B2

⩽ −
(
1− (θ′)2

2
− σ′

)
· Cα

∥∥∇F (wt)
∥∥+ (1− Cα)

∥∥∇F (wt)
∥∥

= −
((

2− (θ′)2

2
− σ′

)
Cα − 1

)∥∥∇F (wt)
∥∥ . (37)

Then combining A1 and A2, there is

E
{
F (wt+1)− F (wt)

}
⩽ ηt ·A1 +

L

2
(ηt)2 ·A2

⩽ −ηt

((
2− (θ′)2

2
− σ′

)
Cα − 1

)∥∥∇F (wt)
∥∥+ L

2
(ηt)2. (38)
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Summing up the inequality in (38) for t = 0, 1, · · · , T − 1, we obtain

E
{
F (wT )− F (w0)

}
⩽ −

((
2− (θ′)2

2
− σ′

)
Cα − 1

) T−1∑
t=0

ηt
∥∥∇F (wt)

∥∥+ L

2

T−1∑
t=0

(ηt)2, (39)

When
(
2− (θ′)2

2
− σ′

)
Cα−1 > 0, dividing the inequality in (39) by

((
2− (θ′)2

2
− σ′

)
Cα − 1

) T−1∑
t=0

ηt

on both sides, we have

1∑T−1
t=0 ηt

T−1∑
t=0

ηt
∥∥∇F (wt)

∥∥ ⩽
E
{
F (w0)− F (wT )

}(
(2− (θ′)2

2
− σ′)Cα − 1

)∑T−1
t=0 ηt

+
L
∑T−1

t=0 (ηt)2

2
(
(2− (θ′)2

2
− σ′)Cα − 1

)∑T−1
t=0 ηt

.

(40)

This completes the proof of Theorem 3.9.
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