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Reproducibility Summary

Scope of Reproducibility — The aim of this work is to study the reproducibility of the paper
’Latent Space Smoothing for Individually Fair Representations’ by Peychev et al., in which
a novel representation learning method called LASSI is proposed. We aim to verify the
three main claims made in the original paper: (1) LASSI increases certified individual
fairness, while keeping prediction accuracies high, (2) LASSI can handle various sen‐
sitive attributes and attribute vectors and (3) LASSI representations can achieve high
certified individual fairness even when downstream tasks are not known. In addition,
we aim to test the robustness of their claims by conducting additional experiments.

Methodology — To reproduce the experiments, we use the step‐by‐step guidelines sup‐
plied by the original authors on their GitHub repository. We write additional code to
run experiments beyond the scope of the work done by Peychev et al. In order to com‐
ply with resource limitations, we reproduce only the experiments relevant to the main
claims. In total a budget of 45 hours on an NVIDIA Titan RTX GPU is used.

Results —We are able to reproduce and verify the threemain claims of the original paper,
by reproducing the resultswithin 5%of the reported values. The additional experiments
were successful and strengthen the claims that LASSI increases certified individual fair‐
ness compared to the baseline models. Outliers of the experiments are studied and
found to be caused by biased and inaccurate input data.

What was easy — Reproducing the original experiments was made possible by the exten‐
sive documentation and guidelines createdby the authors in their code andpublicGitHub
repository. The theoretical background provided in their paper was clear and detailed.

What was difficult — The main difficulty was found within the complex structure of the
original code files and the related functions across these files. The code needed to per‐
form our additional experiments was therefore also complex and required us to alter
many different functions in the original code.

Communication with original authors — To keep the reproducibility report a fair assessment,
this work has been sent to the original authors to ask for their feedback and comments.

Copyright © 2023 D. Merk et al., released under a Creative Commons Attribution 4.0 International license.
Correspondence should be addressed to Didier Merk (didier.merk@gmail.com)
The authors have declared that no competing interests exist.
Code is available at https://github.com/Mametchiii/lassi-reproducibility – DOI 10.5281/zenodo.7950717. – SWH
swh:1:dir:ebe7321bfcc8268ca48b1b269c64b6fe1df79653.
Open peer review is available at https://openreview.net/forum?id=J-Lgb7Vc0wX.
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[Re] Reproducibility Study of ”Latent Space Smoothing for Individually Fair Representations”

1 Introduction

In critical domains such as loan applications [1], crime risk assessments [2] and human
resources [3], decisions are increasingly being made by deep learning models. The de‐
cisions made by these data‐driven models can have wide‐ranging impacts and conse‐
quences on individuals and society as a whole. Recent studies, however, found that
these models and datasets can be biased [4, 5], resulting in discrimination based on
sensitive attributes such as race or gender [6, 7, 8]. The field of fairness in artificial in‐
telligence attempts to reduce the biases in decision‐making algorithms to ensure a fair
treatment of groups and individuals.

In order to ensure that similar individuals are treated similarly Peychev et al. [9] propose
LASSI: a novel representation learning method that is able to certify individual fairness
on high‐dimensional data. This is done by using recent advances in generative models
[10] and the scalable certification of deep models [11]. On multiple image classification
tasks, the authors claim that LASSI increases certified individual fairness compared to
the baselines, while keeping prediction accuracies high. In addition the authors claim
that through transfer learning, the representations obtained by LASSI can be used to
solve tasks that were unseen during the training of the model.

Our contributions — In this paper we aim to reproduce the results and verify the claims
presented in the original paper by Peychev et al. [9] In addition, we aim to extend their
researchby performing additional experiments to validate the robustness of their claims
and investigate the encountered outliers.

2 Scope of reproducibility

Adapting individual fairness and providing similar decisions for similar individuals in
machine learning algorithms has proven to be difficult [12]. This is mainly due to the
subjectivity and high domain dependence of such a similaritymetric [13]. In their paper
Peychev et al. [9] present a novel input similarity metric, together with LASSI: a repre‐
sentation learning method with certified individual fairness.

The main goal of this reproducibility studies is to reproduce and verify the following
three main claims made by Peychev et al. [9]:

• Claim 1: LASSI significantly increases certified individual fairness compared to
the naive baseline model, while keeping prediction accuracies high.

• Claim 2: LASSI can handle various sensitive attributes and attribute vectors and
increase certified individual fairness compared to the naive baseline model.

• Claim 3: LASSI representations transfer to unseen tasks and can still achieve high
certified individual fairness when the downstream tasks are not known.

We extend the verification of these claims by executing additional experiments, testing
the robustness of the claims, and taking a deeper dive into possible outliers of themodel.

In Section 3, a short theoretical background on LASSI is given, combinedwith a detailed
methodology of the reproducibility studies. In Section 4.1 and 4.2 we present the results
of the reproduced experiments and our own contributions respectively. To conclude, in
Section 5 we discuss the results and workflow of this research.
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3 Methodology

In this section we will describe the two models that are used in the fair representation
learning method proposed by Peychev et al. [9]: GLOW and LASSI. The datasets used
for training and evaluating will be explained and a definition of fairness will be covered.
To conclude the methodology, there will be a description of our experimental set up,
together with the computational requirements.

3.1 Model descriptions
In order to ensure fairness, similar individuals that only differ in one or more sensitive
attributes such as race or age, need to be treated similar by the LASSI model. To do this,
wewant to ignore these sensitive attributes in the classification process. This is achieved
by using the generative model GLOW [10], which allows us to alter the input data in the
latent space, along a specific attribute vector. The images generated by GLOW, shown in
figure 1, contain faces that only differ in one ormore sensitive attributes and are treated
similarly during the training process of the LASSI model.

(a) Big_Lips (b) Narrow_Eyes

(c) Chubby (d) Bald

Figure 1. Visualizations of the input generated by the GLOWmodel for a face in the CelebA dataset.
The attributes in these figures are the sensitive attributes we use in our additional experiments.

The training process involves balancing fairness, accuracy, and transferability to un‐
known tasks by finding the optimal value of different loss functions. Once the fair rep‐
resentation of the data is learned, it can be used to train a classifier for any downstream
task. The method is compared to a fairness‐unaware (naive) baseline model for evalua‐
tion. For a more detailed explanation about the models, see Appendix Section A.

3.2 Datasets
This reproducibility research focusses on two datasets used in the original paper. The
first is the CelebA [14] dataset, which contains 202,599 images of faces of real‐world
celebrities and is annotated with 40 features. The other dataset used is the FairFace
[15] dataset, which contains 97,698 images of faces annotated with their race, age and
gender. As opposed to the CelebA dataset, the FairFace dataset is balanced, meaning
that every race is equally represented. More information about the two datasets is given
in appendix Section B.

3.3 Metrics
The LASSI model is evaluated using twometrics: accuracy and fairness. Accuracy is cal‐
culated by dividing the amount of correct predictions by the total amount of predictions
that has been made.

Fairness — The fairnessmetric for high dimensional data is a key contribution of the orig‐
inal paper, as described in Section 2. To calculate this metric, the following definition
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is given: A model M : Rn → Y is individually fair at x ⊂ Rn if it classifies all individuals
similar to x the same [16].

Metric of similarity — As described in Section 3.1 images should be treated similarly, when
they only differ in the direction of a certain attribute vector within the latent space.

To develop this similarity metric, center smoothing is applied to the representation of
each input image and its similarity set generated by GLOW, in order to bound the dis‐
tance between these representations by a radius, dcs. The classifier is also randomly
smoothed to obtain its l2 radius, drs. If dcs is less than drs, the model provably classifies
similar images in the samemanner, which is considered as certified individual fairness
for an image. The overall fairness of the model is then calculated as the percentage of
images that have been certified as ’fair’ predictions.

3.4 Experimental setup and hyperparameters
To reproduce the original results, the guidelines explained by the original authors in
their GitHub repository [9] are followed. Due to the usage of a Windows machine, the
shell‐files are executedmanually up until the training of the LASSImodel, which is done
on a Linux machine.

Because of the limited GPU capacity and budget, we do not reproduce all results from
the original paper and discard the data‐augmentation model, which serves as a model
between the naive baseline model and LASSI. The reproduced experiments that are
discarded are those deemed least relevant to contribute to a final conclusion. For the
CelebA dataset, the model was trained on the tasks Smiling and Earrings using the
sensitive attributes Pale_Skin, Young, Blond_Hair and their combinations. For the
FairFace dataset, the model was trained on the tasks Age-2, which aims to predict if
an individual is younger or older than 30 and Age-3, which has three target age ranges:
[0‐19], [20‐39] and [40+].

Additional attributes — To test the robustness of the model, the performance of LASSI was
evaluated on additional sensitive attributes and tasks not included in the original work.
These included Bald, Big_Lips, Chubby, Narrow_Eyes for the CelebA dataset and
Race=Indian for the FairFace dataset. The visualizations of these can be seen in figure
1 and in a larger size in the Appendix, Section D.

Additional Tasks — The additional tasks we trained the model on are Wearing_Hat, Attrac‐
tive and Wearing_Necklace for the CelebA dataset.

Hyperparameters — To decrease the run time of all experiments, we run the experiments
using two different random seeds, as opposed to the five random seeds used by Peychev
et al. [9]. The other hyperparameters were identical to the parameters used by the orig‐
inal authors. The full details and the code of our reproducibility research can be found
on our dedicated GitHub page (https://mametchiii.github.io/lassi-reproducibility/).

3.5 Computational requirements
To reduce the training time, we cache the image representations in the latent space of
the generative models. This is done with a build‐in GPU in series NVIDIA Quadro P1000
which combines a 640 CUDA core Pascal GPU and a 4 GB GDDR5 on‐boardmemory. The
total run time of caching the data takes approximately 15 hours. The experiments of
training the LASSI model are executed on a LISA cluster with an NVIDIA Titan RTX with
a total budget of 20 hours per job and 3233 SBUs compute units.
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4 Results

In this section we report the results of the reproducibility studies. These results are
two‐fold: in Section 4.1 we present minimal differences between the reproduced experi‐
ments and the original research by Peychev et al. [10], supporting the threemain claims.
In Section 4.2 experiments beyond the original research demonstrate that the claims
made about the LASSI model are generally robust and possible flaws are explained.

4.1 Results reproducing original paper
Using the code from Peychev et al. [9] we are able to reproduce the experiments ex‐
ploring the three main claims of the original paper. We present the results of these
reproduced experiments claim by claim in the following subsections.

Definition — All reproduced results within a 5% range of the original results are considered to be
’similar’ and displayed in green ; values outside this range are ’dissimilar’ and shown in red .

Claim 1 — The first main claim of the original paper states that LASSI significantly in‐
creases certified individual fairness, while keeping prediction accuracies high. To verify
this claim, we reproduce the experiments by evaluating the performance of the baseline
naive model and the LASSI model on two different datasets and multiple tasks.

In table 1 the reproducedperformance of both thenaive andLASSImodel on twodatasets
is shown, together with the corresponding values found by Peychev et al. [10] in italics.
As explained in Section 3.4, our results are averaged over two runs with random seeds,
as opposed to the five runs with random seeds used in the original research. We mea‐
sure a similar performance compared to the original paper.

These results indicate that the LASSI model significantly improves certified fairness
compared to the naive model, with only a minor loss in accuracy on the Smiling task.
It even acts as a regularizer on the imbalanced Earrings task, where an improved ac‐
curacy is measured.

Naive model LASSI model

Dataset Task Sensitive attrib. Acc Fair Acc Fair

CelebA

Smiling

Pale_Skin 85.4 | 86.3 0.3 | 0.6 84.9 | 85.9 97.3 | 98.0
Young 85.3 | 86.3 54.8 | 38.2 85.1 | 86.3 98.6 | 98.8
Blond_Hair 85.6 | 86.3 5.6 | 3.4 86.4 | 86.4 97.0 | 94.7
Pale+Young 85.1 | 86.0 0.3 | 0.4 85.3 | 85.8 97.4 | 97.3
P + Y + B 85.3 | 86.2 0.0 | 0.0 85.7 | 85.5 91.8 | 86.5

Earrings
Pale_Skin 83.3 | 81.3 10.6 | 24.3 85.7 | 85.5 97.0 | 98.5
Young 83.3 | 81.4 30.3 | 59.2 86.7 | 84.5 99.0 | 98.0
Blond_Hair 83.3 | 81.4 4.3 | 9.2 86.4 | 84.8 97.4 | 96.2

FairFace Age-2 Race=Black 66.1 | 69.0 5.5 | 5.7 70.8 | 72.0 95.3 | 95.0
Age-3 Race=Black 64.1 | 67.0 0.0 | 0.0 64.6 | 65.1 93.4 | 90.8

Table 1. Evaluation of the Naive and LASSI models on the CelebA and FairFace datasets. The
results are reported as ’our results | original results [9]’. Highlighted in bold are the highest accuracy
and fairness between the naive and LASSI model. The reproduced values that are similar to the
original values (∆ ≤ 5%) are marked in green, the dissimilar values in red.
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Claim 2 — The second claim made by Peychev et al. [9] states that LASSI can correctly
handle various sensitive attributes and attribute vectors.

The first part of this claim is supported by the results in table 1. These results indicate
that LASSI increases the certified individual fairness using multiple different sensitive
attributes: Pale_Skin,Young,Blond_Hair and combinations of twoormore of these
sensitive attributes. In addition LASSI keeps the prediction accuracies high, and even
increases them for unbalanced tasks.

To examine whether LASSI is independent of the computation of the attribute vector a,
we evaluate the performance of the LASSI model by using two different attribute vector
types. In table 2 we show that the results of the reproduced experiments are similar to
the values found in the original paper, supporting the claim that LASSI correctly handles
various different attribute vector types.

Naive model LASSI model

a‐vector type Sensitive attrib. Acc Fair Acc Fair

orthogonal
Pale_Skin 85.3 | 86.4 57.5 | 34.0 85.3 | 86.5 98.4 | 98.8
Young 85.3 | 86.3 74.5 | 73.1 84.9 | 86.8 98.6 | 97.9
Blond_Hair 85.3 | 86.2 76.9 | 71.4 84.6 | 86.7 97.4 | 98.8

sample avg Blond_Hair 85.3 | 86.2 87.8 | 90.8 85.1 | 86.8 98.1 | 98.8

Table 2. Evaluation of the Naive and LASSI models on the CelebA dataset using two different at‐
tribute vectors. The results are reported as ’our results | original results [9]’. Highlighted in bold
are the highest accuracy and fairness between the naive and LASSImodel. The reproduced values
that are similar to the original values (∆ ≤ 5%) are marked in green.

Claim 3 — The third main claim made in the original paper is that LASSI can learn trans‐
ferable representations and still achieve high certified individual fairness, also when
the downstream tasks are not known. To examine this, consistent with prior work [55]
and similar to the original research, we turn off the classification loss and enable the
reconstruction loss.

In table 3 we report the performance of the LASSI model on the downstream tasks
Smiling and High_Cheeks, using Pale_Skin and Young as the sensitive attributes.
Our reproduced results are similar to the results from Peychev et al. [10], indicating that
themodels perform slightly worse than when the tasks are known, but still maintaining
high individual fairness. The claim that LASSI can achieve high certified individual fair‐
ness even when the downstream tasks are not known is supported by these results.

Sensitive attrib.: Pale_Skin Young
Transfer task Acc Fair Acc Fair

Smiling 82.1 | 86.2 96.3 | 93.1 85.7 | 86.0 96.2 | 95.4
High_Cheeks 79.6 | 81.7 96.2 | 92.6 81.2 | 82.3 97.4 | 96.0

Table 3. Evaluation of the accuracy and fairness of LASSI when the downstream tasks are not
known, using transfer learning. The results are reported as ’our results | original results [9]’. The
reproduced values that are similar to the original values (∆ ≤ 5%) are marked in green.
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4.2 Results beyond original paper

Robustness of LASSI — In order to assess the robustness of LASSI, we conducted additional
experiments using the CelebA and FairFace datasets. The scope of the experiments was
expanded to include a wider range of sensitive attributes and tasks. These experiments
serve to further complete the experimental setup presented in the original paper by in‐
corporating nearly all relevant options for sensitive attributes and tasks.

The results of the experiments are reported in Table 4 and 5. Table 4 shows that LASSI
increases fairness scores on all examined sensitive attributes, while maintaining high
prediction accuracies. The results in this table are similar to those presented earlier in
table 1, supporting the robustness of claim 1 and 2. Table 5 shows that LASSI achieves
high individual fairness on two additional transfer tasks, further strengthening claim 3.

Two surprising values to note are the low individual fairness scores for the LASSImodel
on the Attractive task with the sensitive attributes Bald and Chubby, highlighted in
red in table 4. This decrease, however, does not necessarily compromise the robustness
of the model. Further investigation of these outliers will follow in Section 4.2.2 and we
will discuss the consequent results in Section 5 and Appendix Section C.

Naive LASSI

Dataset Task Sensitive attribute Acc Fair Acc Fair

CelebA

Smiling

Bald 85.3 42.6 85.4 96.0
Big_Lips 85.3 77.7 85.3 99.5
Chubby 85.3 38.1 85.7 98.4
Narrow_Eyes 85.3 9.0 87.2 98.4

Wearing_Hat

Bald 96.0 31.9 97.9 99.8
Big_Lips 96.2 98.1 97.4 100.0
Chubby 96.0 65.2 98.1 99.7
Narrow_Eyes 96.2 98.8 97.6 99.8

Attractive

Bald 74.2 0.0 72.9 10.9
Big_Lips 77.4 6.9 76.9 89.4
Chubby 74.7 0.0 71.3 5.6
Narrow_Eyes 77.7 17.1 78.4 99.0

Necklace

Bald 84.8 0.8 84.3 98.7
Big_Lips 84.8 95.5 84.0 99.8
Chubby 84.8 56.9 84.0 99.0
Narrow_Eyes 84.8 97.8 83.3 99.0

FairFace Age-2 Race=Indian 68.1 8.5 69.7 97.5
Age-3 Race=Indian 64.3 0.0 64.1 94.6

Table 4. Evaluation of the naive and LASSI models using a wider range of sensitive attributes and
tasks. Highlighted in bold are the highest accuracy and fairness between the naive and LASSI
model. Highlighted in red are two unexpected values, further discussed in Section 4.2.2.

Sensitive attrib.: Pale Skin Young Brown hair Bags

Transfer task Acc Fair Acc Fair Acc Fair Acc Fair

Oval_Face 68.9 97.0 67.6 97.3 67.9 97.8 68.8 98.7
Wearing_Hat 94.7 99.4 95.5 99.2 94.7 99.8 95.4 99.4

Table 5. Evaluation of the accuracy and fairness of LASSI using transfer learning, on two new
unseen downstream tasks. These results strengthen the third claim made by Peychev et al. [9].
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Is LASSI flawed? — To understand the significant decline in certified individual fairness
under specific settings, as documented in table 4, we explore the impact of the input
data (generated by the GLOW model) on LASSI. In order to do this, we select a random
sample of faces and visualize the input generated by the GLOWmodel. In addition, we
calculate the certified individual fairness scores for each face.

In figure 2 we compare this analysis for a setting of the LASSI model that results in a
high individual fairness score of 98% (trained on the Smiling task, using Pale_Skin
as sensitive attribute, see table 1); to a setting of the LASSI model that results in a low
individual fairness score of 5.6% (trained on the Attractive task, using Chubby as
sensitive attribute, see table 4).

A visual inspection of figure 2 reveals that the faces resulting in a 0% fairness score are
not only altered in their chubbiness, but also in various other facial features, such as
gender and age. These distinct variations of faces, serving as a collection of representa‐
tive input examples, suggest that the input data generated by the GLOW model can be
inaccurate under certain settings. The resulting unwanted alterations of facial features
may impact the classification task at hand. As an example, in figure 2 the faces are var‐
ied in a manner that likely affects their level of attractiveness. In comparison, the faces
on the left are varied only in skin tone, serving as a more accurate sample of input data.

Figure 2. Visualization comparing face variations generated by GLOW and the resulting certified
individual fairness scores of the LASSI model. On the left themodel is trained on the smiling task,
using pale_face as sensitive attribute, resulting in high fairness scores; on the right the model is
trained on the attractive task, using chubby as sensitive attribute, resulting in low fairness scores.
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5 Discussion

In this reproducibility studies we conducted multiple experiments in an attempt to re‐
produce the main findings of the work done by Peychev et al. [9]. As detailed in Section
4.1, the three main claims made in the original paper were found to be reproducible
and supported by our own results. We showed that LASSI increases certified fairness
on various sensitive attributes and attribute vectors, while keeping prediction accura‐
cies high. In addition, the results indicate that LASSI achieves high certified individual
fairness even when the downstream tasks are not known.

Outliers of LASSI — The additional experiments executed beyond the original paper inves‐
tigated the robustness of the three main claims, by experimenting on a wider‐range of
sensitive attributes and tasks. Interestingly, the results from this analysis in Section 4.2
indicate a significant drop in LASSI’s individual fairness scores under certain settings.

Further experiments into these surprising values show that these values do not neces‐
sarily compromise the robustness of LASSI. Two possible explanations we find are the
high bias between certain tasks and sensitive attributes and the possibly corrupted input
data generated by the GLOW model for certain attributes. A detailed study into these
possible limitations of LASSI is given in Appendix C. In general, we conclude that the ad‐
ditional experiments we conducted support and even further strengthen the threemain
claims made in the original paper.

Conclusion — During this study resource limitations prevented us from reproducing every
experiment done by Peychev et al. [9]. In addition the lower amount of random seeds
used by us might affect the results found in our studies. Despite these compromises,
we find very similar results in all reproduced and additional experiments conducted.
In this work, the three main claims made by the original authors are reproducible and
found to be robust.

5.1 Reflection

What was easy — In their original paper, the authors give a complete and detailed explana‐
tion of the theoretical background of theirmodels andmathematics, giving us a deep un‐
derstanding about the inner workings of the models and evaluation metrics presented.
Together with the clear and well documented code on their GitHub repository [9], it was
relatively straightforward to reproduce their experiments as accurately as our resource
limits allowed.

What was difficult — The main difficulty was found within the complex structure of the
code files and the dependent functions across these files. In our additional experiments
we tried to visualize random samples of faces and calculate the corresponding fairness
scores of these samples. The code needed to do this correctly was complex and required
us to alter many functions in the original code.

5.2 Communication with original authors
Any questions we had could be answered by the extensive documentation or comments
made by the original authors, and no reason to contact them was found. However, to
keep the reproducibility report a fair assessment, this work has been sent to the original
authors to ask for their feedback and comments. In addition, we would like to take this
opportunity to thank them for their very interesting and well‐documented research!
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A Model descriptions

As we describe in section 3, the latent representation learning method proposed in the
original paper achieves certified individual fairness by training the deep learningmodel
in a way that a specific sensitive attribute is ignored in the classification process. This
can be done by obtaining images of individuals who are identical but only differ in the
attribute for which individual fairness needs to be certified. If these similar individuals
are treated identically by the model during the training process, it is ensured that the
classification is not based on the sensitive attribute but only on all the other attributes.

GLOW — To obtain images of faces that only differ in a certain sensitive attribute, Pey‐
chev et al. [9] use the generative GLOW model [10] to generate these similar faces. The
GLOWmodel is able to alter the input data in the latent space, along a chosen attribute
vector. Examples of the output of the GLOW model for the sensitive attributes used in
the original paper can be seen in figure 3. We show the examples of GLOW output gen‐
erated by us for the additional experiments in figure 1. The GLOW model used in this
reproducibility study is pre‐trained and could be readily deployed.

Figure 3. Visualizations of the input generated by the GLOWmodel for a face in the CelebA dataset.
The attributes in these figures are the sensitive attributes and their combinations used by the
authors in the original report [9].

LASSI — By treating all the variations of an image generated by the GLOW model in the
same manner, the LASSI model learns a fair representation of a specific task. It is en‐
sured that the model learns to discriminate only based on features other than the sen‐
sitive attribute, which the GLOW model attempts to alter as little as possible. This ad‐
versarial training is performed by uniformly selecting points on the sensitive attribute
vector with a maximum perturbation level, and train the model based on these images,
to ensure fair treatment.

To balance fairness, accuracy, and the ability to transfer to unknown downstream tasks,
an optimal value of different losses has to be found. The adversarial loss and the loss of
a reconstruction network from the representation to the latent space are added to the
classification loss which emerges from the classification of the original face. The overall
loss of the training is therefore a weighted average of the three losses, with hyperparam‐
eters λ1, λ2 and λ3 serving as the weights for the losses of the auxiliary classifier.

Naive — To compare the performance of LASSI to a baseline, the original authors also
trained a fairness‐unaware baseline model, denoted as the naive model. For this naive
model, the representation is learned with the loss of adversarial training and the loss of
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the reconstruction network turned off (λ1 = λ2 = 0), such that it only learns from the
classification loss of the original, unaltered faces.

B Datasets

From the original studies we selected two datasets to use in this reproducibility studies.
In table 6 we present a short overview of both datasets.

Dataset Size Features Description

CelebA [14] 202,599 40 A large-scale face dataset consisting of celebrity im-
ages annotated on 40 attributes. The images cover
large pose variations and background clutter.

FairFace [15] 97,698 3 A large-scale face images dataset, annotated on
three attributes and balanced on the race attribute.

Table 6. Overview of the datasets used in this reproducibility studies.

CelebA — The CelebA dataset [14] is a large scale dataset containing over 200 thousand
images of real world celebrities. Each image is stored as a jpg‐file and is annotated with
40 features such as Pale_Skin, Big_Lips, Smiling and Wearing_Hat. The full list can be
found on the dedicated website.1 Each attribute is annotated with a score of 1 when
the attribute is present in the image, or a ‐1 otherwise. The attractiveness score is deter‐
mined by human input.

FairFace — The FairFace dataset [15]was created tomitigate the race bias problem inmost
public face image datasets. It contains of close‐to 100 thousand images, balanced on the
race attribute.2 The images are stored as jpg‐files and annotated with four features: age,
gender, race and service_test, of which only the first three are used. The possible values
of these annotated features are summarized in table 7.

Feature Values

Age [0‐2], [3‐9], [10‐19], [20‐29], [30‐39], [40‐49], [50‐59], [60‐69] or [70+]
Gender Male, Female
Race White, Black, Indian, East Asian, Southeast Asian, Middle Eastern or Latino

Table 7. Summary of the possible feature values in the fairface dataset.

C Outlier study

From the additional experiments presented in Section 4.1 we find a significant drop
in the fairness score achieved by the LASSI model for the sensitive attributes Chubby
(5.6%) and Bald (10.9%) on the task Attractive. To examine these outliers we look
at the possible correlation between these sensitive attributes and the task; in addition,
we visualize the input generated by the GLOWmodel for these attributes.

1CelebA dataset: https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
2FairFace dataset: https://github.com/joojs/fairface
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Correlation — In table 8 we present the calculations demonstrating which percentage of a
certain attribute positively corresponds with a task. For example, 55.5% of faces anno‐
tated as chubby are smiling, but only 3.3% of faces annotated as chubby are tagged as
attractive in the CelebA dataset.

Interesting numbers here include that only 8.2% of faces with Narrow_Eyes are wearing
a hat. However, it is important to note that the total number of people in the dataset
tagged as Wearing_Hat is only 4.8%, indicating that this ’outlier’ follows a general trend
of only few people wearing a hat.

To account for this, in the ’ratio’ column in table 8we present the ratiowith regards to the
total amount of people annotated with a certain attribute. For example, 49.4% of people
with Big_Lips is annotated to be smiling, which follows the trend of the whole database
in which 48.2% of people is smiling. The ratio presented here is then calculated as 49.4
divided by 48.2 to retrieve a ratio of 1.02. A ratio close to 1 therefore indicates following
a similar trend to the full database.

Task: Smiling Wearing_Hat Attractive Necklace
Sensitive attrib. % Ratio % Ratio % Ratio % Ratio

Chubby 55.5 1.15 19.9 4.15 3.3 15.55 11.6 1.06
Bald 51.3 1.06 1.0 4.80 3.1 16.55 2.7 4.56
Big_Lips 49.4 1.02 8.7 1.81 56.8 1.11 42.0 3.15
Narrow_Eyes 59.1 1.23 8.2 1.71 41.0 1.25 30.2 2.46

Total: 48.2% 4.8% 51.3% 12.3%

Table 8. The calculated percentages and ratios of attributes and corresponding tasks presented
it table 4. Highlighted in green are the lower values that follow trends similar to the full dataset,
highlighted in red are the higher values, following a different trend.

Two values in this table that stand out are Chubby and Bald on the attractiveness task;
which are also the two attributes and task that the LASSI model could not achieve high
individual fairness on (see table 4). The ratios here are 15.55 and 16.55 respectively,
which means that for every chubby face and bald face that is tagged as attractive there
are over 15 faces that are not chubby or not bald and tagged attractive.

These results indicate that a face being chubby or bald has toomuch influence on being
tagged as attractive in this dataset, preventing LASSI to achieve high certified individual
fairness while maintaining high accuracy.

Causation — A possible explanation for this, is that when the LASSI model is trained on
these tasks and attribute perturbations, the latent representations of faces that differ in
the specific attribute are likely to diverge to a significant extent. This is done to ensure a
higher prediction accuracy, because the faces that differ in the attributemust also differ
in the class of the task, given the above‐mentioned strong correlation.

This leads to low fairness as the perturbation results in vastly divergent data represen‐
tations. In contrast, attributes that are ethically neutral, such as smiling, do not pose a
concern in this regard. From an ethical perspective however, examples such as pertur‐
bations in chubbiness should not affect predictions of attractiveness.

We conclude that our experiments with LASSI produced poor individual fairness under
certain settings, due to the highly biased relation between some attributes and tasks.

ReScience C 9.2 (#30) – Merk et al. 2023 13

https://rescience.github.io/


[Re] Reproducibility Study of ”Latent Space Smoothing for Individually Fair Representations”

Corrupted input — Another explanation for the low individual fairness achieved by LASSI
under certain settings, is possibly corrupted input generated by the GLOW model. To
do this, we select a random sample of faces, visualize the input generated by GLOW and
calculate the certified individual fairness scores achieved by the LASSImodel. The code
to do this is presented on the project GitHub repository.3

Similar to the visualizations we present in 4.2.2 we find that LASSI also achieves 0%
fairness scores for this random sample of faces varied on the ’Bald’ sensitive attribute.
The figure shows that the faces are not only altered in their baldness, but also in various
other facial features, likely impacting the classification task at hand.

Figure 4. Random sample of faces generated by the GLOWmodel, varied on the sensitive attribute
baldness. The individual fairness achieved by LASSI is 0% for all faces in this random sample,
likely caused by the highly altered input data.

We conclude that the two settings in which LASSI achieves a low certified individual fair‐
ness do not comprise the robustness of LASSI, but are likely caused by highly correlated
data and corrupted input data generated by the GLOWmodel.

3Reproducibility studies GitHub page: https://mametchiii.github.io/lassi-reproducibility/
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D Visualizations of additional experiments

(a) Big_Lips

(b) Narrow_Eyes

(c) Chubby

(d) Bald

(e) Race=Indian

Figure 5. Visualizations of the input generated by the GLOW model for a face from the CelebA
dataset and a face from the FairFace dataset. The attributes in these figures are the sensitive
attributes we use in our additional experiments.

As described in 4.2weperformed additional experimentswith new tasks and sensitive at‐
tributes. Since we have seen that the outcome of the GLOWmodel can be unpredictable
under some settings, the output of the GLOWmodel with the used sensitive attributes is
visualized, to evaluate if this output is not corrupted. This is important in the analysis
of the LASSI model

In figure 5 we observe two visualizations which are not only altered in the correspond‐
ing sensitive attribute, namely Chubby and Bald. Their visualizations looks similar,
and a change in multiple different attributes can be observed. A possible explanation
for this result is that the GLOW model lacks data of these attributes, and therefore cre‐
ates an attribute vector which does not correspond to the desired attribute vector. The
visualizations of Race=Indian, Big_Lips and Narrow_Eyes correspond with our
expectations.
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