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Abstract

The release of OpenAI’s o1 marks a significant milestone in AI, achieving proficiency comparable to
PhD-level expertise in mathematics and coding. While o1 excels at solving complex reasoning tasks,
it remains a closed-resource model, limiting its accessibility and broader application in academic and
industrial contexts. Despite numerous efforts to replicate o1’s results, these attempts often focus on isolated
aspects of the model (e.g., training, inference), neglecting the holistic interplay between components and
failing to provide a global picture of the pathways to enhance LLMs’ reasoning capabilities, and replicate
o1’s performance. Currently, there is no systematic review of these replication efforts, nor a clear survey of
the major issues that must be addressed to achieve comparable performance to o1.

In this survey, we are going to provide a systematic review of the most up-to-date state of knowledge on
reasoning LLMs, helping researchers understand the current challenges and advancements in this field.
We will summarize recent efforts to replicate o1’s performances, and more importantly, address the key
obstacles in enhancing the reasoning abilities. We will (1) review the basic concepts and techniques behind
o1 and efforts in replicating o1 models; (2) detail efforts in constructing logical and structured reasoning
datasets; (3) delve into important training techniques (e.g., supervised fine-tuning, reinforcement learning,
DPO) that harness these datasets to ensure the model acquires robust logical reasoning and structured
problem-solving capabilities; and (4) explores different inference techniques (e.g., tree-of-thoughts, critic-
based approaches, self-correction strategies) in reasoning LLMs that assist in navigating the problem space
and identifying efficient problem-solving paths. We will also summarize the current challenges and discuss
opportunities for further improvement of reasoning LLMs.1

Figure 1: Word cloud of the keywords used in the titles of the papers involved in this survey.

1The latest update was on Jan.20, 2025.
Project page can be found at: https://github.com/ShuheSH/A-Survey-of-the-Reasoning-Abilities-of-LLMs.

https://github.com/ShuheSH/A-Survey-of-the-Reasoning-Abilities-of-LLMs


1 Introduction

Large language models (LLMs) (Jiang et al., 2023; Bai et al., 2023; OpenAI, 2023; Yang et al., 2024a;
Dubey et al., 2024; OpenAI, 2024a; Mistral AI, 2024; Team et al., 2024b; Liu et al., 2024a; Wake et al.,
2024; Shao et al., 2024b; OpenAI, 2024b; GLM et al., 2024) have achieved remarkable performance in
numerous language tasks (Sun et al., 2023b; Wang et al., 2023b; Wan et al., 2023; Sun et al., 2023c,a;
Wang et al., 2023a; Sun et al., 2023d; Liu et al., 2024c; Yao et al., 2024; Wang et al., 2024d). Despite
their impressive capabilities, LLMs still face significant challenges in reasoning. They struggle with tasks
that require logical deduction, numerical calculations, or consistent chains of thought. Errors are observed
even in simple tasks that demand multi-step thinking, highlighting gaps in how these models acquire,
represent, and apply knowledge (Cobbe et al., 2021b; Wei et al., 2022; Wang and Lu, 2023; Shakarian
et al., 2023; Shi et al., 2023; Chang et al., 2024; Ahn et al., 2024).

The release of OpenAI o1 (OpenAI, 2024b) marks a significant milestone in AI, particularly in enhanc-
ing its reasoning abilities. OpenAI o1 is capable of solving complex reasoning tasks and demonstrates
capabilities comparable to PhD-level proficiency in math and coding. Unfortunately, o1 is a closed-
resource model, which limits its accessibility and potential for broader academic and industrial use. This
restricted access hinders collaborative efforts to further refine its abilities and limits the opportunity for
researchers and developers to build upon its foundation. Additionally, the lack of transparency in the
model’s underlying architecture and training data raises concerns about bias and fairness, making it
difficult to fully understand its decision-making processes.

As a result of the closed-resource nature of o1, numerous efforts have emerged to replicate o1’s
impressive results (Shao et al., 2024b; Mistral AI, 2024; Team, 2024b; o1 Team, 2024; Zhao et al., 2024b;
Team, 2024a; DeepSeek-AI et al., 2024). o1, however, is a highly complex system, with substantial
improvements across multiple AI modules, including training methodologies, inference mechanisms,
datasets, and evaluation processes. Existing efforts to replicate o1 tend to focus on isolated aspects of the
model, often neglecting the holistic interplay between these components, and, as a result, missing the full
picture in enhancing LLMs’ reasoning abilities. As a result, there is currently no systematic review of the
efforts to replicate o1, and more importantly, no clear survey of the major issues that must be addressed to
achieve comparable performance across all these dimensions.

In this survey, we provide a systematic review of the challenges and opportunities involved in replicating
o1’s performance. Specifically, we aim to identify the key obstacles in enhancing the reasoning abilities
of LLMs and offer a comprehensive review of recent efforts to address them:

(1) At the dataset level, we will review recent efforts in constructing high-quality, diverse, and
representative datasets that play a pivotal role in enhancing LLMs’ reasoning capabilities. By incorporating
challenging reasoning problems, well-structured scenarios, and diverse contexts, these datasets bridge the
gap between the generic text data on which most LLMs are typically trained, which often lacks complex
reasoning problems, and the reasoning tasks that demand advanced reasoning abilities.

(2) At the training level, we will delve into different training techniques that harness these datasets to
ensure the model acquires robust logical reasoning and structured problem-solving capabilities. These
techniques include supervised training, where labeled data fully guides the model’s learning process;
reinforcement learning, which optimizes decision-making through trial-and-error and reward-based
feedback; and direct preference optimization, which aligns model outputs with user or system-defined
preferences. Additionally, we will examine various adaptations and hybrid approaches of these methods,
focusing on their strengths, limitations, and synergies to create a balanced and effective training framework.

(3) At the inference level, we will provide an in-depth review of techniques designed to identify and
execute reasoning paths during the decoding process in LLMs. These techniques include tree-of-thoughts
methods, critic-based approaches for evaluating and refining outputs, self-correction strategies to enhance
solution accuracy, and other advanced methodologies aimed at improving the model’s reasoning and
decision-making capabilities in diverse contexts.

The rest of this survey is organized as follows:

• Section 2 provides an introduction of OpenAI O1, briefing its techniques and performances on
benchmarks.
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Introduction

Overview of OpenAI o1

Different Versions

Key Feature

Performances on Benchmarks

Key Techniques

Reasoning Datasets Construction

Fine-tuning with Reasoning Datasets

Inference with Thinking

Reproducing OpenAI o1

Marco-o1 Zhao et al. (2024a)

o1-coder Zhang et al. (2024d)

rStar-Math Guan et al. (2025)

Kimi-k1.5 Team et al. (2025)

DeepSeek-R1 DeepSeek-AI et al. (2025)

Datasets

PRM800K o1-Journey Self-Explore Swamy et al. (2024); Qin et al. (2024); Hwang et al. (2024a)

MARIO MathGenie DeepSeekMath Liao et al. (2024b); Lu et al. (2024); Shao et al. (2024a)

Compute-Optimal Sampling MathScale Geo170K Bansal et al. (2024); Tang et al. (2024); Gao et al. (2023)

Training

Supervised Fine-tuning

ToRA Gou et al. (2024)

AlphaLLM Tian et al. (2024a)

MARIO Liao et al. (2024a)Reinforcement Learning

Direct Preference Optimization

Inference

Tree of Thoughts

Breadth-first Search Yao et al. (2024); Yuan et al. (2024)

Depth-first Search Yao et al. (2024); Feng et al. (2023)

Monte Carlo Tree Search Zhang et al. (2024b); Tian et al. (2024b)

Automated Reasoning Critic McAleese et al. (2024); Xi et al. (2024)

Self-Correction Kumar et al.; Gao et al. (2024)

Inference Scaling Laws Snell et al. (2024); Wu et al. (2024)

Evaluation

GPQA OlympiadBench Minerva Rein et al. (2023); He et al. (2024a); Lewkowycz et al. (2022)

GSM8K MATH AIME Cobbe et al. (2021a); Hendrycks et al. (2021); AI-MO (2025)

Codeforces Mirzayanov (2025)

Analysis

Safer LLMs Guan et al. (2024)

Run-Time Strategies Nori et al. (2024)

Benefits of CoT Sprague et al. (2024)

Limits of Reasoning LLMs Jiang et al. (2024)

Multi-Hop Reasoning in LLMs Yang et al. (2024b)

Reasoning Step length Jin et al. (2024)

Faithfulness of CoT Lanham et al. (2023)

Controlling Reasoning Length Chen et al. (2024d); Jang et al. (2024); Han et al. (2024)

Multi-modal Reasoning LLMs

Insight-V LLaVA-CoT-11B Sketchpad Dong et al. (2024); Xu et al. (2024); Hu et al. (2024)

ChartPalI-5B SpatialVLM Chain-of-Table Carbune et al. (2024); Chen et al. (2024a); Wang et al. (2024f)

Gemini QVQ-72B-Preview Team et al. (2023); Team (2024a)Conclusion

Figure 2: An overview of this survey, which covers the key aspects for replicating o1: dataset construction, training,
inference strategies, and evaluation.



• Section 4 details recent efforts in constructing logical and structured reasoning datasets.

• Section 5 details training techniques that leverage reasoning datasets to build large language models
with strong logical and structured reasoning capabilities.

• Section 6 explores commonly used inference techniques in reasoning LLMs that assist in navigating
the problem space and identifying efficient problem-solving paths.

• Section 8 summarizes the current challenges and discusses opportunities for further improvement of
reasoning LLMs.

• Section 9 briefs recent efforts in building LLMs with multi-modal reasoning abilities.

• We conclude this survey in Section 10.

2 Overview of OpenAI o1

OpenAI’s o1 series represents a significant advancement in artificial intelligence, focusing on enhanced
reasoning capabilities to tackle complex, multi-step tasks. Unlike previous models, o1 is designed to
spend more time "thinking" before responding, making it particularly effective in areas such as science,
mathematics, and programming.

2.1 Different Versions of o1
The o1 series represents a line of models, with each version designed with different model sizes, inference
speeds, and prices to cater to diverse use cases. Additionally, each version has specific reasoning
capabilities that allow it to perform better in various domains like mathematics, programming, and science.
The following is a breakdown of the release dates, abilities, and features of the different o1 models:

• o1-Preview, released on September 12, 2024 offers advanced multi-step reasoning and excels in
complex problem-solving tasks. It features the "chain of thought" process to enhance reasoning
accuracy but requires higher computational resources and has slower inference speed.

• o1-Mini, released on September 12, 2024, is a faster, more cost-effective alternative to the o1-
Preview, offering 80% lower costs while still providing good reasoning for tasks like coding and
STEM problems. It’s designed for users who prioritize speed over the depth of reasoning and is ideal
for developers, students, and quick technical applications.

• Full o1, released on December 5, 2024, provides the highest level of reasoning power, with capabil-
ities on par with PhD-level expertise in fields like math, science, and programming. It’s the most
accurate and reliable option for professionals requiring precise, multi-step analysis but comes with
higher computational costs and slower performance.

• o1-Lite, to be released on January 2025, is a lightweight, cost-efficient version of the full o1, offering
moderate reasoning abilities for general tasks at faster speeds. It’s designed for small businesses,
educational platforms, and individual users who need basic problem-solving capabilities at a reduced
price, without the need for deep analysis or heavy computational resources.

2.2 Key Feature: Thinking before Response Generation
The key feature of the o1 model is that it allocates more time to “thinking” before generating responses: it
conducts human-like “thinking” actions that produce detailed, step-by-step solutions when dealing with
reasoning problems, such as:

The Given Question:
How many Rs are in “strawberry”?

Generated by o1:
There are three ’R’s in the word "strawberry."
Here’s the breakdown: S - T - R - A - W - B - E - R - R - Y



• 3rd letter: R

• 8th letter: R

• 9th letter: R

So, the letter ’R’ appears three times in "strawberry."

By allocating more "thinking" time, the model can decompose complex, multi-step problems into smaller,
manageable components. On one hand, this allows the o1 model to produce well-structured and coherent
solutions to reasoning problems; on the other, it offers transparency into the reasoning process, enabling
users to understand how the model reached its answers.

2.3 Performances on Benchmarks

o1 models have demonstrated superior performance on challenging tasks, achieving results comparable to
PhD students in fields like physics, chemistry, and biology:

• AIME 2024 (Math): The o1 model achieved a score of 13.9, placing it among the top 500 students
nationally and above the cutoff for the USA Mathematical Olympiad.

• GPQA (Chemistry, Physics and Biology): The o1 model surpassed the performance of recruited
human experts with PhDs, becoming the first model to do so on this benchmark.

• 2024 International Olympiad in Informatics (Coding): The o1 model scored 213 points and ranked
in the 49th percentile.

• Programming Contests Hosted by Codeforces (Coding): The o1 model achieved an Elo rating of
1673, performing better than 93% of competitors.

As shown in Table 1 and Figure 3, the evaluation of o1 demonstrates remarkable gains over gpt-4o
across a diverse array of reasoning-intensive benchmarks, including competition math, code-generation
challenges, and domain-specific question answering. On average, o1 exhibits substantially higher pass@1
and consensus@64 accuracy than its predecessor, suggesting that targeted architectural and training
improvements have led to more robust reasoning capabilities., o1 achieves new state-of-the-art results in
multiple categories, such as surpassing PhD-level experts on GPQA Diamond and attaining a top-500 rank
on the AIME 2024 exam, which underscores its ability to rival human performance on challenging tasks.

Figure 4 presents some human evaluation results between openai o1 and gpt-4o. Interestingly, the
human preference evaluations reveal that o1 does not uniformly outperform gpt-4o across all domains.
While o1 demonstrates a pronounced advantage in more structured, logic-driven tasks, such as computer
programming, data analysis, and mathematical calculation (where it wins over 70% of all cases), it lags
slightly behind gpt-4o in more subjective or stylistic tasks like personal writing. For editing text, o1 and
gpt-4o are comparable, suggesting that the model’s improvements in reasoning do not necessarily translate
to an equally strong edge in language polish or creative composition.

2.4 Speculated Techniques in o1

OpenAI o1 is a closed-source model, and as a result, there has been speculation surroundings the
techniques behind its development. Various blogs, reports, and technical papers have attempted to
deconstruct its capabilities, offering hypotheses about its underlying architecture, datasets, training
methods, and reasoning processes. Some speculate that o1 leverages advanced forms of reinforcement
learning and unsupervised learning, while others suggest a highly refined chain of thought approach to
enhance its multi-step reasoning.



2.4.1 Constructing Reasoning Formatted Datasets

Building the training dataset is the initial step in equipping the model with the desired capabilities. For
reasoning LLMs, this involves constructing a reasoning formatted dataset. Unlike standard datasets, which
may focus on single-step tasks or basic understanding, reasoning formatted datasets emphasize logical
progression, multi-step thinking, and structured problem-solving approaches. For example:

Example 1:
Input: What is the sum of the first 10 positive integers?
Reasoning Path:

• Step 1: The first 10 positive integers are 1, 2, 3, · · · , 10.

• Step 2: The sum of a sequence can be calculated using the formula (n× (n+ 1))/2(n× (n+
1))/2(n× (n+ 1))/2.

• Step 3: Substituting n = 10, we get (10× 11)/2 = 55(10× 11)/2 = 55(10× 11)/2 = 55.

• Answer: The sum is 55.

Example 2:
Input: If Alice is older than Bob and Bob is older than Charlie, who is the oldest?
Reasoning Path:

• Step 1: Alice is older than Bob.

• Step 2: Bob is older than Charlie.

• Step 3: Thus, Alice is older than both Bob and Charlie.

• Answer: Alice is the oldest.

In prior research (Swamy et al., 2024), OpenAI researchers discovered that exposing LLMs to reasoning
formatted data enables them to learn logical patterns and enhance their accuracy. Here, we provide a
brief overview of reasoning formatted datasets. We will detail methods for constructing such datasets are
discussed in Section 4.

2.4.2 Training LLMs on Reasoning Formatted Dataset

After constructing the datasets, people speculated that the next step is to fine-tune o1 on these specialized
reasoning datasets. This process often involves supervised fine-tuning (SFT) (Zhang et al., 2023) and
reinforcement learning (RL) (Wang et al., 2024e) techniques to optimize the o1’s performance. Supervised
fine-tuning is the initial step in training reasoning LLMs. This process mainly involves training the o1-like
reasoning LLMs to generate complete reasoning paths in response to the given questions. Through this
approach, LLMs learn to follow logical chains, produce coherent outputs, and establish a solid foundation
for tackling more advanced reasoning problems and employing sophisticated techniques. For more specific
andn detaied techniques, we put in Section 5.1.

Reinforcement learning is another speculated core step in fine-tuning o1. One popular route is the large-
scale Reinforcement Learning from Human Feedback (RLHF) paradigm. This method uses reasoning
datasets (e.g., mathematical proofs or compiler feedback code traces) and employs a reward model that
captures correctness, logical consistency, and sometimes per-step “process” quality. An alternative strategy
uses Monte Carlo Tree Search (MCTS) to drive exploration. The model can propose and evaluate multiple
partial solutions, with MCTS guiding the generation of high-quality trajectories and off-policy RL (or
supervised fine-tuning) refining the policy. For more technical details regarding reinforcement learning in
reasoning LLMs, we put in Section 5.2.



2.4.3 Inference with Advanced Thinking Strategies

Researchers speculate that the inference approach of o1 combines a series of reasoning techniques:

Problem breakdown which deconstructs complex problems into smaller, manageable parts (as illus-
trated below), which makes it easier to arrive at a correct solution;

The Given Question:
How many Rs are in “strawberry”?

Decomposition:

• Identify all the words: S - T - R - A - W - B - E - R - R - Y

• Identify which positions are the word R: 3rd letter, 8th letter, and 9th letter.

• Calculate: The letter ’R’ appears three times

Mistake recognition and self correction which detects and rectifies errors in their reasoning, much
like a human reassessing and adjusting a flawed approach. Such as when get a response “The area is
10× 5 = 50” by given a question “What is the area of a triangle with a base of 10 and a height of 5?”.
A critic model is employed, or the o1-like reasoning LLM itself is prompted, to evaluate whether the
response is accurate. If an error is identified, the o1-like reasoning LLM will immediately generate a new
answer. This iterative process continues until the critic model or the LLM determines that the generated
response is correct.

Solution Exploration which involves o1-like reasoning LLMs examining multiple potential solution
paths before reaching a final answer, ensuring the selection of the most logical and accurate result. This
process resembles a tree structure, where the input problem serves as the root node, each node represents a
step in the solution, and the path from a leaf node to the root forms a complete solution path. The o1-like
reasoning LLM employs various search strategies to construct this solution tree and evaluate the validity
of each path, resulting in more precise and insightful outcomes.

Dataset Metric gpt-4o o1-preview o1

Competition Math AIME (2024) cons@64 13.4 56.7 83.3
pass@1 9.3 44.6 74.4

Elo 808 1,258 1,673Competition Code CodeForces Percentile 11.0 62.0 89.0
cons@64 56.1 78.3 78.0GPQA Diamond pass@1 50.6 73.3 77.3
cons@64 63.2 73.7 68.4Biology pass@1 61.6 65.9 69.2

Chemistry cons@64 43.0 60.2 65.6
pass@1 40.2 59.9 64.7

cons@64 68.6 89.5 94.2Physics pass@1 59.5 89.4 92.8
MATH pass@1 60.3 85.5 94.8
MMLU pass@1 88.0 90.8 92.3

MMMU (val) pass@1 69.1 n/a 78.2
MathVista (testmini) pass@1 63.8 n/a 73.9

Table 1: Official evaluation results of o1 on typical benchmarks (o1 Contributors, 2024).



Figure 3: Official sub-category evaluation results of o1 on typical benchmarks (o1 Contributors, 2024).

Figure 4: Official human evaluation results of o1 (o1 Contributors, 2024).

3 Recent Efforts in Reproducing OpenAI o1

Currently, many efforts have been made to replicate OpenAI’s o1 or specific capabilities of o1 (such as
code generation and mathematical reasoning). We have collected eight such works, among which six
are open-source, three provide reports or papers, and four include comparisons with o1. For detailed
information, please refer to Table 2. In the following section, we will focus on introducing the works that
have provided reports or papers.



Model Organization # Params Open Source Report/Paper
Available

Comparison
with o1

Gemini 2.0 Flash (Google AI) - ✗ ✗ ✗

QVQ-72B-Preview (QwenLM, QVQ) 72B ✓ 1 ✗ ✓

Marco-o1 (Zhao et al., 2024a) 7B ✓ 2 ✓ 8 ✗

Skywork o1 (o1 Team, 2024) 8B ✓ 3 ✗ ✗

QwQ-32B-Preview (QwenLM, QwQ) 32B ✓ 4 ✗ ✓

o1-Coder (Zhang et al., 2024d) - ✓ 5 ✓ 9 ✗

rStar-Math (Guan et al., 2025) 1.5B,3B,7B ✓ 6 ✓ 10 ✓

Kimi-k1.5 (Team et al., 2025) - ✗ ✓ 11 ✓

DeepSeek-R1 (DeepSeek-AI et al., 2025) 671B-A31B ✓ 7 ✓ 12 ✓

1
https://huggingface.co/Qwen/QVQ-72B-Preview

2
https://github.com/AIDC-AI/Marco-o1

3
https://huggingface.co/Skywork/Skywork-o1-Open-Llama-3.1-8B

4
https://huggingface.co/Qwen/QwQ-32B-Preview

5
https://github.com/ADaM-BJTU/o1-Coder

6
https://github.com/zhentingqi/rStar

7
https://huggingface.co/deepseek-ai/DeepSeek-R1

8
https://arxiv.org/pdf/2501.04519

9
https://arxiv.org/pdf/2411.14405

10
https://arxiv.org/pdf/2412.00154

11
https://arxiv.org/pdf/2501.12599

12
https://arxiv.org/pdf/2501.12948

Table 2: Overview of recent efforts in reproducing OpenAI o1. The format ‘671B-A31B’ refers to MoE models
with 141B total and 39B active parameters.

3.1 Marco-o1

Macro-o1 (Zhao et al., 2024a), developed by Alibaba, explores the generalization capabilities of the o1
model in open-ended domains lacking clear standards or quantifiable rewards, unlike disciplines with
standard answers such as mathematics, physics, or coding. It employs techniques like Chain-of-Thought
(CoT) fine-tuning, Monte Carlo Tree Search (MCTS), reflective processes, and advanced reasoning to
address complex real-world challenges. Experimental results indicate that Macro-o1 exhibits o1-like
reasoning abilities, achieving significant accuracy gains of +6.17% on the MGSM (English) dataset and
+5.60% on the MGSM (Chinese) dataset, highlighting its improved reasoning performance. Additionally,
it pioneers the application of large reasoning models (LRMs) in machine translation, particularly excelling
in translating slang expressions, while investigating inference-time scaling laws in multilingual contexts.

As illustrated in Figure 5, Macro-o1’s core idea is to first fine-tune a base LLM using a combined
dataset and then perform inference with MCTS to expand the solution space. The fine-tuning dataset
comprises three components: the refined Open-O1 CoT Dataset (O1, 2025), a Marco-o1 CoT Dataset
generated via MCTS, and the Marco Instruction Dataset. During inference, two action strategies are
applied within the MCTS framework: “step as action” for efficient exploration and “mini-step as action”
(32 or 64 tokens) for finer granularity. The latter broadens the solution space by incorporating more
detailed reasoning steps, enhancing the model’s capacity to handle complex tasks. A reflection mechanism
further improves performance by prompting the model to reevaluate its reasoning with phrases like: “Wait!
Maybe I made some mistakes! I need to rethink from scratch.” This self-reflection helps correct errors in
difficult problems. The final solutions are selected based on calculated confidence scores, as shown in
Figure 5.

3.2 o1-Coder

o1-Coder (Zhang et al., 2024d), developed by Beijing Jiaotong University, aims to evaluate the per-
formance of OpenAI’s o1 model in coding tasks by adapting it to better address programming-related
problem-solving challenges. The goal is to enhance the model’s capabilities through focused improve-
ments. o1-Coder combines reinforcement learning (RL) with Monte Carlo Tree Search (MCTS) to
strengthen the model’s System-2 reasoning abilities. The system involves training a Test Case Generator
(TCG) for standardized testing, utilizing MCTS to generate reasoning-augmented code data, and iteratively

https://huggingface.co/Qwen/QVQ-72B-Preview
https://github.com/AIDC-AI/Marco-o1
https://huggingface.co/Skywork/Skywork-o1-Open-Llama-3.1-8B
https://huggingface.co/Qwen/QwQ-32B-Preview
https://github.com/ADaM-BJTU/o1-Coder
https://github.com/zhentingqi/rStar
https://huggingface.co/deepseek-ai/DeepSeek-R1
https://arxiv.org/pdf/2501.04519
https://arxiv.org/pdf/2411.14405
https://arxiv.org/pdf/2412.00154
https://arxiv.org/pdf/2501.12599
https://arxiv.org/pdf/2501.12948


Marco-o1: Towards Open Reasoning Models for Open-Ended Solutions

Dataset Number of Samples
Open-O1 CoT Dataset (Filtered) [OpenO1 Team, 2024] 45,125
Marco-o1 CoT Dataset (Synthetic) 10,000
Marco Instruction Dataset 5,141
Total 60,266

Table 1 | Overview of Marco Reasoning Datasets.

Figure 2 | The overview of Marco-o1.

ensures the model remains competent across a wide range of tasks, maintaining its general
e!ectiveness while significantly boosting its reasoning flair.

3. Solution Space Expansion via MCTS
We integrate LLMs with MCTS to enhance the reasoning capabilities of our Marco-o1 model:

• Nodes as Reasoning States: In the MCTS framework, each node represents a reasoning state of
the problem-solving process.

• Actions as LLM Outputs: The possible actions from a node are the outputs generated by the LLM.
These outputs represent potential steps or mini-steps in the reasoning chain.

• Rollout and Reward Calculation: During the rollout phase, the LLM continues the reasoning
process to a terminal state.

• Guiding MCTS: This reward score 𝐿 is used to evaluate and select promising paths within the

3

Figure 5: The overview of Marco-o1 (Zhao et al., 2024a). Macro-o1 is fine-tuned using a combination of three
datasets. During the MCTS inference stage, action strategies at two levels are utilized to achieve a balance between
efficiency and performance. The confidence score for each generated token ti is calculated by applying the softmax
function to its log probability along with the log probabilities of the top 5 alternative tokens. The overall reward
score v for the rollout sequence is then obtained by averaging the confidence scores across all tokens. The figure is
adapted from Zhao et al. (2024a).

refining the policy model to evolve from pseudocode to fully functional code. The model is still under
development, and further updates along with experimental results will be shared in future versions.

As illustrated in Figure 6, the o1-Coder framework consists of six key steps: 1. The process begins by
training a Test Case Generator (TCG), denoted as γTCG, to automatically create test cases based on the
given problem descriptions. 2. Next, Monte Carlo Tree Search (MCTS) is applied to the original code
dataset, producing a new dataset Dprocess. This dataset incorporates reasoning processes and a validity
indicator to distinguish correct from incorrect steps. 3. The dataset is then used to fine-tune the policy
model πθ, encouraging it to adopt a “think before acting” approach. 4. The reasoning data from the
previous step is used to initialize a process reward model (PRM), ρPRM, which evaluates the quality of
reasoning steps. 5. Both the PRM, ρPRM, and TCG, γTCG, provide rewards based on process and outcome,
respectively. This enables reinforcement learning to iteratively update the policy model πθ. 6. Finally,
the updated policy model generates new reasoning data, which is used to refine the PRM ρPRM, creating
a self-improving iterative cycle through steps 4, 5, and 6. This approach forms a feedback loop that
enhances the model’s reasoning and coding performance over time.

3.3 rStar-Math

rStar-Math (Guan et al., 2025), developed by Microsoft, demonstrates that small language models (SLMs)
can match or surpass the mathematical reasoning abilities of OpenAI’s o1 model, without the need for
distillation from larger models. This is achieved through “deep thinking” via Monte Carlo Tree Search
(MCTS), where an SLM-based math policy conducts test-time searches, guided by a process preference
model (PPM) also built on SLMs. The core advancements of rStar-Math lie in three key solutions
designed to overcome training challenges for the two SLMs: a code-enhanced Chain-of-Thought (CoT)
data synthesis method, a PPM training framework, and a self-evolution strategy. Extensive experiments
demonstrate significant improvements on the MATH benchmark. rStar-Math enhances the accuracy of
Qwen2.5-Math-7B from 58.8% to 90.0% and Phi3-mini-3.8B from 41.4% to 86.4%, outperforming o1-



Figure 2: Self-Play+RL training framework.

in this study. For code generation, this means first thinking through and writing out a detailed
pseudocode, which is then used to generate the final executable code. The advantages are two-
fold: adaptability, as the same pseudocode can lead to different concrete code implementations; and
controllable granularity, as adjusting the level of detail in the pseudocode can control the granularity
of the reasoning/search behavior.

The outlined framework is provided in Algorithm 1, which consists of six steps. (1) The first step is
training the test case generator (TCG) ωTCG, which is responsible for automatically generating test
cases based on the question. (2) In the second step, we run MCTS on the original code dataset to
generate code dataset with reasoning processes Dprocess, including a validity indicator to distinguish
between correct and incorrect reasoning steps. (3) Once we have data that includes the reasoning
process, the third step is to fine-tune the policy model εω, training it to behave in a “think before
acting” manner. (4) The reasoning process data can also be used to initialize the process reward
model (PRM) ϑPRM, which evaluates the quality of reasoning steps. (5) The fifth step is the most
crucial: with PRM ϑPRM providing process rewards and TCG ωTCG providing outcome rewards, the
policy model εω is updated with reinforcement learning. (6) In the 6th step, based on the updated
policy model, new reasoning data can be generated. This new data can then be used to fine-tune the
PRM again (4th step). Therefore, steps 4, 5, and 6 form an iterative cycle, where self-play continues
to drive model improvements. The flow between the six steps is illustrated in Fig. 2. The following
section will introduce each step in detail.

3 METHOD AND INTERMEDIATE RESULTS

3.1 TEST CASE GENERATOR TRAINING

3.1.1 OBJECTIVE

A Test Case Generator is a tool designed to automate the creation of input-output test cases, which
plays a critical role in supporting program verification in code generation tasks.

During the training phase, the correctness of the generated code is typically assessed with standard
input-output test cases. The pass rate of these test cases serves as a key metric for evaluating the
quality of the generated code and acts as an outcome reward signal to guide the training of the
policy model. This reward signal helps the model refine its generation strategy, thereby enhancing
its capability to produce accurate and functional code.

In the inference phase, when the trained model is tasked with code generation, standard test cases are
often not available to verify the correctness of the generated code. The test case generator mitigates

3

Figure 6: The overview of o1-Coder’s (Zhang et al., 2024d) Self-Play+RL training framework. It integrates a Test
Case Generator (TCG), Monte Carlo Tree Search (MCTS), and a Process Reward Model (PRM) to iteratively refine
the policy model πθ through reasoning-based reinforcement learning. The cycle involves generating reasoning data,
updating the PRM, and enhancing the model’s capability to produce high-quality reasoning code. The figure is
adapted from Zhang et al. (2024d).

preview by +4.5% and +0.9%, respectively. On the USA Math Olympiad (AIME), rStar-Math successfully
solves an average of 53.3% (8/15) of the problems, placing it within the top 20% of high school math
students.

As shown in Figure 7, rStar-Math trains a math policy SLM and a process preference model (PPM)
integrated with Monte Carlo Tree Search (MCTS) for deep thinking. The training involves three key
innovations. First, a code-augmented CoT data synthesis method uses MCTS rollouts to generate step-by-
step reasoning trajectories annotated with self-assigned Q-values. The policy SLM samples candidate
nodes, producing one-step CoTs and corresponding Python code. Only nodes with successful code
execution are retained, reducing errors. Q-values are assigned to each step based on its contribution,
ensuring accurate reasoning trajectories. Second, a PPM to enable reliable prediction of reward labels
for math reasoning steps. Rather than using noisy Q-values directly, the PPM distinguishes correct steps
from incorrect ones using preference pairs and optimizes its scoring with a pairwise ranking loss (Ouyang
et al., 2022). This improves the accuracy of stepwise reward assignment compared to traditional methods
(Chen et al., 2024b). Finally, a four-round self-evolution framework refines the policy model and PPM.
Starting with a dataset of 747k math word problems, each round uses the updated models to generate
better training data. This iterative process leads to: (1) a stronger policy SLM, (2) a more reliable PPM,
(3) improved reasoning trajectories, and (4) expanded data coverage for more challenging math problems.

3.4 Kimi-k1.5

Kimi-k1.5 (Team et al., 2025), developed by Moonshot AI, is a multi-modal LLM which represents a
significant advancement in scaling reinforcement learning (RL). The authors introduce a novel approach
by focusing on long context scaling, extending the context window of RL to 128k, and refining policy
optimization methods. Unlike traditional RL frameworks that rely on complex techniques such as
MCTS, value functions, and process reward models, Kimi-k1.5 establishes a streamlined and effective
RL framework. The model achieves state-of-the-art reasoning performance across various benchmarks
and modalities, rivaling OpenAI’s o1 (see Figure 8). Additionally, the authors introduce long2short
methods that utilize long-CoT techniques to enhance short-CoT models, significantly outperforming
existing models like GPT-4o and Claude Sonnet 3.5 by up to 550% (see Figure 9).

The development of Kimi-k1.5 involves several stages: pretraining, vanilla supervised fine-tuning
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Figure 1: The overview of rStar-Math.

In the test-time compute paradigm, the key is to train a powerful policy model that generates promising
solution steps and a reliable reward model that accurately evaluates them, both of which depend
on high-quality training data. Unfortunately, it is well-known that off-the-shelf high-quality math
reasoning data is scarce, and synthesizing high-quality math data faces fundamental challenges. For
the policy model, it is challenging to distinguish erroneous reasoning steps from the correct ones,
complicating the elimination of low-quality data. It is worth noting that in math reasoning, a correct
final answer does not ensure the correctness of the entire reasoning trace [Lanham et al., 2023].
Incorrect intermediate steps significantly decrease data quality. As for the reward model, process
reward modeling (PRM) shows a great potential by providing fine-grained feedback on intermediate
steps [Lightman et al., 2023]. However, the training data is even scarcer in this regard: accurate
step-by-step feedback requires intense human labeling efforts and is impractical to scale, while those
automatic annotation attempts show limited gains due to noisy reward scores [Luo et al., 2024, Wang
et al., 2024c, Chen et al., 2024]. Due to the above challenges, existing distill-based data synthesis
approaches to training policy models, e.g., scaling up GPT4-distilled CoT data [Tang et al., 2024,
Huang et al., 2024], have shown diminishing returns and cannot exceed the capability of their teacher
model; meanwhile, as of today, training reliable PRMs for math reasoning remains an open question.

In this work, we introduce rStar-Math, a self-evolvable System 2-style reasoning approach that
achieves the state-of-the-art math reasoning, rivaling and sometimes even surpassing OpenAI o1 on
challenging math competition benchmarks with a model size as small as 7 billion. Unlike solutions
relying on superior LLMs for data synthesis, rStar-Math leverages smaller language models (SLMs)
with Monte Carlo Tree Search (MCTS) to establish a self-evolutionary process, iteratively generating
higher-quality training data. To achieve self-evolution, rStar-Math introduces three key innovations.

First, a novel code-augmented CoT data synthesis method, which performs extensive MCTS rollouts to
generate step-by-step verified reasoning trajectories with self-annotated MCTS Q-values. Specifically,
math problem-solving is decomposed into multi-step generation within MCTS. At each step, the
SLM serving as the policy model samples candidate nodes, each generating a one-step CoT and the
corresponding Python code. To verify the generation quality, only nodes with successful Python
code execution are retained, thus mitigating errors in intermediate steps. Moreover, extensive MCTS
rollouts automatically assign a Q-value to each intermediate step based on its contribution: steps
contributing to more trajectories that lead to the correct answer are given higher Q-values and
considered higher quality. This ensures that the reasoning trajectories generated by SLMs consist of
correct, high-quality intermediate steps.

Second, a novel method that trains an SLM acting as a process preference model, i.e., a PPM to
implement the desired PRM, that reliably predicts a reward label for each math reasoning step. The
PPM leverages the fact that, although Q-values are still not precise enough to score each reasoning
step despite using extensive MCTS rollouts, the Q-values can reliably distinguish positive (correct)
steps from negative (irrelevant/incorrect) ones. Thus the training method constructs preference pairs
for each step based on Q-values and uses a pairwise ranking loss [Ouyang et al., 2022] to optimize
PPM’s score prediction for each reasoning step, achieving reliable labeling. This approach avoids
conventional methods that directly use Q-values as reward labels [Luo et al., 2024, Chen et al., 2024],
which are inherently noisy and imprecise in stepwise reward assignment.

Finally, a four-round self-evolution recipe that progressively builds both a frontier policy model
and PPM from scratch. We begin by curating a dataset of 747k math word problems from publicly
available sources. In each round, we use the latest policy model and PPM to perform MCTS,
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Figure 7: The overview of rStar-Math (Guan et al., 2025): (a) Star-Math uses Monte Carlo Tree Search (MCTS) for
“deep thinking,” where a math policy SLM guides test-time search, aided by a process reward model based on an
SLM. (b) MCTS rollouts assign Q-values to intermediate steps based on their contribution: steps that help more
trajectories reach the correct answer receive higher Q-values and are deemed higher quality. (c) Both the policy
SLM and process reward model (PPM) are developed from scratch and continuously refined to enhance reasoning
performance. The figure is adapted from Guan et al. (2025).

(SFT), long-CoT supervised fine-tuning, and reinforcement learning (RL). The primary innovation lies
in the RL phase, where the authors construct a high-quality RL prompt set designed to guide the model
toward robust reasoning while mitigating risks such as reward hacking and overfitting to superficial
patterns. This prompt set is characterized by three key properties: diverse coverage, balanced difficulty,
and accurate evaluability. During RL training, three critical strategies are employed:

• Online Policy Mirror Descent: A variant of this algorithm is used to optimize the training process
(Abbasi-Yadkori et al., 2019; Mei et al., 2019; Tomar et al., 2020).

• Length Penalty: A reward mechanism is introduced to control the rapid growth of token length,
thereby enhancing token efficiency.

• Sampling Methods: Two sampling techniques are utilized to improve training efficiency: (1)
Curriculum sampling: This method progressively trains the model from simpler to more complex
tasks, enhancing both training efficiency and model performance. (2) Prioritized sampling: This
strategy focuses on areas where the model underperforms by sampling problematic tasks more
frequently, proportional to their failure rates, thereby accelerating learning in weaker areas.

While long-CoT models demonstrate strong performance, they often require more test-time tokens
compared to standard short-CoT LLMs. To address this, the authors propose four methods to transfer the
reasoning capabilities of long-CoT models to short-CoT models, a challenge referred to as the long2short
problem. These methods include: (1) Model Merging: Combining a long-CoT model with a shorter
model by averaging their weights. (2) Shortest Rejection Sampling: Using the long-CoT model to
generate multiple responses to the same question and selecting the shortest correct response for SFT.
(3) Direct Preference Optimization (DPO): Forming pairwise preference data using positive (shortest
correct solution) and negative (longer solutions) samples for DPO training. (4) Long2short RL: A
two-phase training approach where, after standard RL training, a model with optimal performance and
token efficiency is selected for a second phase. In this phase, a length penalty is applied, and the maximum
response length is reduced to encourage more concise responses.

3.5 DeepSeek-R1

DeepSeek-R1 (DeepSeek-AI et al., 2025), developed by DeepSeek, is a state-of-the-art reasoning model
that achieves performance comparable to OpenAI’s o1 series models. This work pioneers the use of pure
reinforcement learning (RL) to enhance language model reasoning capabilities, focusing on self-evolution
without relying on supervised data. The authors first train DeepSeek-R1-Zero, a model derived from
DeepSeek-V3-Base, using large-scale RL without supervised fine-tuning (SFT). This preliminary model



KIMI K1.5:
SCALING REINFORCEMENT LEARNING WITH LLMS

TECHNICAL REPORT OF KIMI K1.5

Kimi Team

ABSTRACT

Language model pretraining with next token prediction has proved effective for scaling compute but
is limited to the amount of available training data. Scaling reinforcement learning (RL) unlocks a new
axis for the continued improvement of artificial intelligence, with the promise that large language
models (LLMs) can scale their training data by learning to explore with rewards. However, prior
published work has not produced competitive results. In light of this, we report on the training practice
of Kimi k1.5, our latest multi-modal LLM trained with RL, including its RL training techniques,
multi-modal data recipes, and infrastructure optimization. Long context scaling and improved policy
optimization methods are key ingredients of our approach, which establishes a simplistic, effective
RL framework without relying on more complex techniques such as Monte Carlo tree search, value
functions, and process reward models. Notably, our system achieves state-of-the-art reasoning
performance across multiple benchmarks and modalities—e.g., 77.5 on AIME, 96.2 on MATH
500, 94-th percentile on Codeforces, 74.9 on MathVista—matching OpenAI’s o1. Moreover, we
present effective long2short methods that use long-CoT techniques to improve short-CoT models,
yielding state-of-the-art short-CoT reasoning results—e.g., 60.8 on AIME, 94.6 on MATH500, 47.3
on LiveCodeBench—outperforming existing short-CoT models such as GPT-4o and Claude Sonnet
3.5 by a large margin (up to +550%).
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Figure 1: Kimi k1.5 long-CoT results.
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Figure 8: Results of Kimi-k1.5 (Team et al., 2025) long-CoT. The figure is adapted from Team et al. (2025).
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Figure 2: Kimi k1.5 short-CoT results.

1 Introduction

Language model pretraining with next token prediction has been studied under the context of the scaling law, where
proportionally scaling model parameters and data sizes leads to the continued improvement of intelligence. (Kaplan
et al. 2020; Hoffmann et al. 2022) However, this approach is limited to the amount of available high-quality training
data (Villalobos et al. 2024; Muennighoff et al. 2023). In this report, we present the training recipe of Kimi k1.5,
our latest multi-modal LLM trained with reinforcement learning (RL). The goal is to explore a possible new axis
for continued scaling. Using RL with LLMs, the models learns to explore with rewards and thus is not limited to a
pre-existing static dataset.

There are a few key ingredients about the design and training of k1.5.

• Long context scaling. We scale the context window of RL to 128k and observe continued improvement of
performance with an increased context length. A key idea behind our approach is to use partial rollouts to improve
training efficiency—i.e., sampling new trajectories by reusing a large chunk of previous trajectories, avoiding
the cost to re-generate the new trajectories from scratch. Our observation identifies the context length as a key
dimension of the continued scaling of RL with LLMs.

• Improved policy optimization. We derive a formulation of RL with long-CoT and employ a variant of online
mirror descent for robust policy optimization. This algorithm is further improved by our effective sampling strategy,
length penalty, and optimization of the data recipe.

• Simplistic Framework. Long context scaling, combined with the improved policy optimization methods, estab-
lishes a simplistic RL framework for learning with LLMs. Since we are able to scale the context length, the learned
CoTs exhibit the properties of planning, reflection, and correction. An increased context length has an effect of
increasing the number of search steps. As a result, we show that strong performance can be achieved without
relying on more complex techniques such as Monte Carlo tree search, value functions, and process reward models.

• Multimodalities. Our model is jointly trained on text and vision data, which has the capabilities of jointly reasoning
over the two modalities.

Moreover, we present effective long2short methods that use long-CoT techniques to improve short-CoT models.
Specifically, our approaches include applying length penalty with long-CoT activations and model merging.

Our long-CoT version achieves state-of-the-art reasoning performance across multiple benchmarks and modalities—e.g.,
77.5 on AIME, 96.2 on MATH 500, 94-th percentile on Codeforces, 74.9 on MathVista—matching OpenAI’s o1. Our
model also achieves state-of-the-art short-CoT reasoning results—e.g., 60.8 on AIME, 94.6 on MATH500, 47.3 on
LiveCodeBench—outperforming existing short-CoT models such as GPT-4o and Claude Sonnet 3.5 by a large margin
(up to +550%). Results are shown in Figures 1 and 2.

2

Figure 9: Results of Kimi-k1.5 (Team et al., 2025) short-CoT. The figure is adapted from Team et al. (2025).

demonstrates significant reasoning improvements, with the pass@1 score on AIME 2024 increasing
from 15.6% to 71.0%. With majority voting, the score further rises to 86.7%, matching the performance
of OpenAI-o1-0912. To address issues such as poor readability, language mixing, and to further boost
reasoning performance, the authors introduce DeepSeek-R1. This enhanced model incorporates a small
amount of cold-start data and a multi-stage training pipeline, achieving performance on par with OpenAI-
o1-1217 (see Figure 10).

The RL training process for DeepSeek-R1-Zero employs Group Relative Policy Optimization (GRPO)
(Shao et al., 2024b), which eliminates the need for a critic model by estimating baselines from group
scores. The reward system is rule-based, consisting of two main components: accuracy rewards and
format rewards. The accuracy reward evaluates the correctness of responses, while the format reward
enforces the use of ‘<think>’ and ‘</think>’ tags to structure the reasoning process. During training, an
intermediate version of the model exhibited an "aha moment" (see Figure 11), where it learned to allocate
more time to reevaluate its initial approach, demonstrating the evolving reasoning capabilities facilitated
by RL.

The training process for DeepSeek-R1 consists of two alternating stages of SFT and RL, structured as
follows:



• Initial Cold Start SFT: The process begins with the collection of thousands of high-quality,
readability-focused long CoT datasets. These datasets are used to fine-tune DeepSeek-V3-Base,
establishing a robust foundation for subsequent RL training.

• First Reasoning-oriented RL Stage: The model undergoes large-scale reasoning-oriented RL,
leveraging the same methodology applied in DeepSeek-R1-Zero to enhance its reasoning capabilities.
Upon convergence, the resulting checkpoint is utilized to gather additional SFT data for the next
stage.

• Second SFT Stage: This phase focuses on further refining the model through a combination of
reasoning and non-reasoning data. For reasoning data, specialized prompts are curated, and reasoning
trajectories are generated via rejection sampling using the RL checkpoint from the previous stage. For
non-reasoning data, such as writing, factual QA, self-cognition, and translation, the DeepSeek-V3
pipeline is utilized, integrating portions of the DeepSeek-V3 SFT dataset. Finally, DeepSeek-V3-
Base is fine-tuned for two epochs using this comprehensive dataset to ensure optimal performance
across a wide range of tasks.

• Second RL Stage for all Scenarios: A final RL phase is conducted to align the model with
human preferences, enhancing its helpfulness and harmlessness while further refining its reasoning
abilities. Specifically, the model is trained using a combination of reward signals and diverse prompt
distributions to ensure robust and generalizable performance.

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via
Reinforcement Learning

DeepSeek-AI

research@deepseek.com

Abstract

We introduce our first-generation reasoning models, DeepSeek-R1-Zero and DeepSeek-R1.
DeepSeek-R1-Zero, a model trained via large-scale reinforcement learning (RL) without super-
vised fine-tuning (SFT) as a preliminary step, demonstrates remarkable reasoning capabilities.
Through RL, DeepSeek-R1-Zero naturally emerges with numerous powerful and intriguing
reasoning behaviors. However, it encounters challenges such as poor readability, and language
mixing. To address these issues and further enhance reasoning performance, we introduce
DeepSeek-R1, which incorporates multi-stage training and cold-start data before RL. DeepSeek-
R1 achieves performance comparable to OpenAI-o1-1217 on reasoning tasks. To support the
research community, we open-source DeepSeek-R1-Zero, DeepSeek-R1, and six dense models
(1.5B, 7B, 8B, 14B, 32B, 70B) distilled from DeepSeek-R1 based on Qwen and Llama.

Figure 1 | Benchmark performance of DeepSeek-R1.
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Figure 10: Results of DeepSeek-R1 (DeepSeek-AI et al., 2025). The figure is adapted from DeepSeek-AI et al.
(2025).

4 Datasets

In this section, we provide a detailed overview of the construction processes for reasoning datasets that can
be used in developing reasoning LLMs like OpenAI o1. These datasets are typically constructed using one
or a combination of the following two strategies: the machine-generated, where a trained model provides
feedback, responses or grades, and the human-generated, where humans are asked to provide feedback.
Some datasets rely on a single strategy, while others combine both approaches. Datasets that we will cover
here include PRM800K (Swamy et al., 2024), O1-Journey (Qin et al., 2024), Self-Explore (Hwang et al.,
2024a), MARIO (Liao et al., 2024b), MathGenie (Lu et al., 2024), DeepSeekMath (Shao et al., 2024a),



Question: If 𝐿 > 1, then the sum of the real solutions of
√
𝐿 →↑

𝐿 + 𝑀 = 𝑀 is equal to

Response: <think>
To solve the equation

√
𝐿 →↑

𝐿 + 𝑀 = 𝑀, let’s start by squaring both · · ·(√
𝐿 →↑

𝐿 + 𝑀
)2

= 𝑀2 =↓ 𝐿 →↑
𝐿 + 𝑀 = 𝑀2.

Rearrange to isolate the inner square root term:
(𝐿 → 𝑀2)2 = 𝐿 + 𝑀 =↓ 𝐿2 → 2𝐿𝑀2 + (𝑀2)2 = 𝐿 + 𝑀 =↓ 𝑀4 → 2𝐿𝑀2 → 𝑀 + (𝐿2 → 𝐿) = 0
. . .
Wait, wait. Wait. That’s an aha moment I can flag here.
Let’s reevaluate this step-by-step to identify if the correct sum can be · · ·
We started with the equation:√
𝐿 →↑

𝐿 + 𝑀 = 𝑀
First, let’s square both sides:
𝐿 →↑

𝐿 + 𝑀 = 𝑀2 =↓ ↑
𝐿 + 𝑀 = 𝐿 → 𝑀2

Next, I could square both sides again, treating the equation: · · ·
. . .

Table 3 | An interesting “aha moment” of an intermediate version of DeepSeek-R1-Zero. The
model learns to rethink using an anthropomorphic tone. This is also an aha moment for us,

allowing us to witness the power and beauty of reinforcement learning.

Drawback of DeepSeek-R1-Zero Although DeepSeek-R1-Zero exhibits strong reasoning
capabilities and autonomously develops unexpected and powerful reasoning behaviors, it faces
several issues. For instance, DeepSeek-R1-Zero struggles with challenges like poor readability,
and language mixing. To make reasoning processes more readable and share them with the
open community, we explore DeepSeek-R1, a method that utilizes RL with human-friendly
cold-start data.

2.3. DeepSeek-R1: Reinforcement Learning with Cold Start

Inspired by the promising results of DeepSeek-R1-Zero, two natural questions arise: 1) Can
reasoning performance be further improved or convergence accelerated by incorporating a small
amount of high-quality data as a cold start? 2) How can we train a user-friendly model that
not only produces clear and coherent Chains of Thought (CoT) but also demonstrates strong
general capabilities? To address these questions, we design a pipeline to train DeepSeek-R1. The
pipeline consists of four stages, outlined as follows.

2.3.1. Cold Start

Unlike DeepSeek-R1-Zero, to prevent the early unstable cold start phase of RL training from
the base model, for DeepSeek-R1 we construct and collect a small amount of long CoT data
to fine-tune the model as the initial RL actor. To collect such data, we have explored several
approaches: using few-shot prompting with a long CoT as an example, directly prompting
models to generate detailed answers with reflection and verification, gathering DeepSeek-R1-
Zero outputs in a readable format, and refining the results through post-processing by human
annotators.

In this work, we collect thousands of cold-start data to fine-tune the DeepSeek-V3-Base as
the starting point for RL. Compared to DeepSeek-R1-Zero, the advantages of cold start data
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Figure 11: An intriguing "aha moment" observed in an intermediate version of DeepSeek-R1-Zero (DeepSeek-AI
et al., 2025), where the model demonstrates the ability to rethink its approach using an anthropomorphic tone.
This moment not only highlights the model’s evolving reasoning capabilities but also underscores the remarkable
potential and elegance of reinforcement learning in fostering advanced cognitive behaviors. The figure is adapted
from DeepSeek-AI et al. (2025).

Compute-Optimal Sampling (Bansal et al., 2024), MathScale (Tang et al., 2024) and Geo170K (Gao et al.,
2023). An overview of these datasets is shown in Table 3.

4.1 PRM800K

PRM800K (Swamy et al., 2024) is an open-source large-scale dataset consisting of step-level human
feedback labels, created using a combination of machine-generated and human-generated strategies. It
includes 800K step-level annotations drawn from 75K solutions to 12K problems sourced from the MATH
dataset. Each dataset instance comprises two primary components: "steps" and "labels". The "steps"
represent intermediate reasoning steps produced by the GPT-4 language model in a sequential format. The
"labels" are human-generated annotations for each step, categorizing them as correct (positive), incorrect
(negative), or ambiguous (neutral). The dataset was created through the following process:

1. Solution Generation: GPT-4 is used to generate step-by-step solutions to MATH problems.

2. Filtering: Only solutions with correct final answers were retained.

3. Human Annotation: Labelers assigned positive, negative or neutral labels to each individual step,
with a particular focus on "convincing wrong-answer" solutions - high-rated but incorrect examples,
as illustrated in Figure 12 - to maximize the utility of feedback.

4.2 O1-Journey

O1-Journey (Qin et al., 2024) is an open-source English reasoning dataset consisting of 677 instances,
of which 327 are allocated for training. It is also created using a combination of machine-generated
and human-generated strategies. Each instance in O1-Journey contains three components: "question",
"answer", and "longCOT". The "question" specifies the problem or task to be solved, the "answer"
provides the correct solution, and the "longCOT" offers a comprehensive reasoning process, including
intermediate steps, reflections, and corrections. The details for O1-Journey construction are as follows:



Dataset Data Source Data Scale Machine
Generated

Human
Generated Open-source

PRM800K (Swamy et al., 2024)1 MATH 800K annotations ✓ ✓ ✓1

O1-Journey (Qin et al., 2024)2 MATH, PRM800K 677 instances ✓ ✓ ✓2

Self-Explore (Hwang et al., 2024a) GSM8K, MATH Model-specific ✓ ✗ ✗

MARIO (Liao et al., 2024b)3 GSM8K, MATH, MetaMath 28.8K instances ✓ ✓ ✓3

MathGenie (Lu et al., 2024) GSM8K, MATH 170K qa pairs ✓ ✗ ✗

DeepSeekMath (Shao et al., 2024a)4 AlgebraicStack, arXiv, GitHub 120B tokens ✓ ✓ ✓4

Compute-Optimal Sampling (Bansal et al., 2024) GSM8K, MATH, etc. Model-specific ✓ ✗ ✗

MathScale (Tang et al., 2024)5 GSM8K, MATH 2M qa pairs ✓ ✗ ✓5

G-LLaVA (Gao et al., 2023)6 Geometry3K, GeoQA+ 170K instances ✓ ✗ ✓6

1 https://github.com/openai/prm800k
2 https://github.com/GAIR-NLP/O1-Journey
3 https://github.com/MARIO-Math-Reasoning/MARIO

4 https://github.com/deepseek-ai/DeepSeek-Math
5 https://github.com/XylonFu/MathScale
6 https://github.com/pipilurj/G-LLaVA

Table 3: An overview of currently widely-adopted reasoning datasets for LLMs.

Figure 12: A screenshot of the interface used to collect feedback in PRM800K. The figure is borrowed from Swamy
et al. (2024).

1. Reasoning Tree Construction: A pretrained policy model is used to generate reasoning trees for
examples in MATH and PRM800K. The reasoning trees will be further evaluated by a reward model
and incorrect trees will be discarded.

2. Reasoning Data Expansion: a multi-agent system is implemented to generate detailed reasoning
data. One agent produces reasoning steps, while another critic and provides feedback. This iterative
process ensures that reflections, backtracking, and revisions align with human-like thought processes.

3. Data Augmentation: Human annotators manually refine the extended reasoning data.

4.3 Self-Explore
Self-Explore (Hwang et al., 2024a) is a dataset designed to enhance the reasoning capabilities of large
language models, relying solely on machine-generated data. It leverages fine-grained rewards derived
from the model’s generated rationales, making the data scale specific to the model. The Self-Explore
process is detailed as follows:

1. Fine-tuning the Base Model: The process begins by fine-tuning a base model MSFT using an initial
human-curated dataset, such as GSM8K or MATH.

2. Generating Pairwise Dataset: The model then generates multiple rationales to create a dataset,
denoted as DGEN. By comparing predictions to the ground truth, correct and incorrect rationales are
identified, forming a pairwise dataset Dpair.

https://github.com/openai/prm800k
https://github.com/GAIR-NLP/O1-Journey
https://github.com/MARIO-Math-Reasoning/MARIO
https://github.com/deepseek-ai/DeepSeek-Math
https://github.com/XylonFu/MathScale
https://github.com/pipilurj/G-LLaVA
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Figure 13: Overview of SELF-EXPLORE (Hwang et al., 2024a). A pairwise dataset (Dpair) constructed through
outcome supervision uses incorrect rationales to guide the target model in generating multiple completions at
each step. If the correct answer is not produced from these completions, that step is identified as the first pit. By
leveraging the first pit, Dpair is transformed into a granular preference dataset (Dg-pair), providing more detailed
learning signals during training. The figure is borrowed from Hwang et al. (2024a).

Figure 14: The dataset format of MARIO (Liao et al., 2024b). A reformatting example combines text analyses with
corresponding code snippets in a single display. The figure is borrowed from Liao et al. (2024b).

3. Locating the "First Pit": A critical step involves detecting the initial flawed reasoning step, termed
the "first pit," within incorrect rationales. This is determined by examining continuations from each
step. If no continuation leads to the correct answer, the corresponding step is marked as the "first
pit," as illustrated in Figure 13. This process produces a detailed pairwise dataset Dg-pair.

4. Enhancing the Model: Finally, the Dg-pair dataset is employed for fine-grained preference learning
techniques, further refining the model’s reasoning capabilities.

Note that Self-Explore is not open-source.

4.4 MARIO

MARIO (Liao et al., 2024b) is an open-source mathematical reasoning dataset that integrates text analysis
and code snippets, derived from the GSM8K, MATH, and MetaMath datasets. It comprises approximately
28.8K solutions generated through GPT-4 annotations, human reviews, and self-training. The dataset is
structured in an HTML-like format, with text enclosed in <p> tags and code in <code> tags, as illustrated
in Figure 14. The study employs the REACT instruction framework to ensure that GPT effectively utilizes
external tools when required. The dataset was created through the following process:



1. Solution Generation for GSM8K and MATH: As depicted in Figure 15, initial solutions for these
datasets were generated using a large language model and subsequently verified by humans to correct
simple errors.

2. Self-Training for MATH: Self-training was applied to improve the coverage rate for MATH using an
additional sampling strategy.

3. Dataset Enhancement with MetaMath: An additional 240K transformed questions from MetaMath
were introduced, significantly enhancing the dataset’s diversity.

Figure 15: The data pipeline of Mario (Liao et al., 2024b). The data pipeline describes the generation process for
the GSM8K and MATH datasets. GPT-4 generates initial annotations, which are then verified by humans to correct
simple errors. For the MATH dataset, an extra sampling approach, based on a self-trained LLM, is used. The figure
is borrowed from Liao et al. (2024b).

4.5 MathGenie
MathGenie (Lu et al., 2024) is a dataset designed to generate synthetic mathematical problems aimed
at improving the mathematical reasoning skills of large language models. The resulting dataset, Math-
GenieData, comprises 170K question-solution pairs, including 110K sourced from GSM8K and 60K
from MATH. This dataset is utilized for fine-tuning various pre-trained models. The framework follows a
three-step process, as illustrated in Figure 16:

1. Iterative Solution Augmentation: A seed dataset of 15K math problems and solutions, derived
from GSM8K and MATH is expanded using a fine-tuned LLaMA-2 70B model. Through iterative
augmentation, diverse solutions are generated that significantly deviate from the originals, ensuring
greater variety and broader coverage.

2. Question Back-Translation: Augmented solutions are converted into new math questions using the
fine-tuned LLaMA-2 70B model. By leveraging solution constraints, the framework ensures that the
newly generated questions are both reliable and meaningful.

3. Verification-Based Solution Filtering: A solution generator, fine-tuned on the LLaMA-2 70B model,
produces code-integrated solutions for the newly generated questions. These solutions undergo a
rigorous verification process that integrates natural language and code rationales, ensuring that only
accurate solutions are retained.

Note that MathGenie is not open-source.

4.6 DeepSeekMath
The DeepSeekMath Corpus (Shao et al., 2024a) is an open-source, large-scale, high-quality mathematical
reasoning dataset containing 120 billion tokens. The dataset is generated by both machines and humans.
Its primary data source is Common Crawl, supplemented by contributions from AlgebraicStack, arXiv,
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Figure 17: Pipeline of DeepSeekMath (Shao et al., 2024a). The iterative process for gathering math-related web
pages from Common Crawl. The figure is borrowed from Shao et al. (2024a).

GitHub, and other natural language texts. Designed to enhance language models’ mathematical reasoning
capabilities, the dataset is multilingual, with a particular focus on English and Chinese mathematical
content.

The dataset is constructed through an iterative process of data collection and refinement, as illustrated
in Figure 17:

1. Training the Classifier: Initially, a fastText-based classifier is trained using OpenWebMath as positive
examples and diverse web pages as negative examples. Subsequent classifier training is conducted
using the collected web pages.

2. Extracting Mathematical Content: The classifier extracts additional mathematical content from
Common Crawl, which is then refined through human annotation. To maintain quality and avoid data
contamination, web pages that include questions or answers from benchmarks are filtered out.

This iterative process enhances classifier accuracy and incrementally expands the dataset.



Figure 18: Overview of MathScale. MathScale starts with seed math questions and follows three steps: concept
extraction, concept graph construction, and mathematical reasoning data generation. This produces the MathScaleQA
dataset, which is used to train LLMs. The figure is borrowed from Tang et al. (2024).

4.7 Compute-Optimal Sampling
Compute-Optimal Sampling (Bansal et al., 2024) examines the effectiveness of synthetic data in enhanc-
ing the reasoning capabilities of language models (LMs). It compares data generated by weaker but
computationally cheaper (WC) LMs with data produced by stronger yet more computationally expensive
(SE) models. It uses MATH and GSM8K as seed datasets. Synthetic data is generated by sampling multiple
candidate solutions for each problem using either a WC model (e.g., Gemma2-9B) or an SE model (e.g.,
Gemma2-27B) under a fixed computational budget. Candidate solutions are filtered according to the
accuracy of the final answer, and the resulting data is utilized for supervised fine-tuning of LMs. The
study evaluates three fine-tuning paradigms:

1. Knowledge Distillation: A student LM acquires knowledge from synthetic data generated by a
teacher LM.

2. Self-Improvement: An LM improves its reasoning abilities using its own generated synthetic data.

3. Weak-to-Strong Improvement: A stronger LM improves its reasoning ability using synthetic data
generated by a weaker LM.

The results indicate that models fine-tuned on WC-generated data consistently outperform those fine-tuned
on SE-generated data across multiple benchmarks and fine-tuning paradigms. These findings challenge
the prevailing reliance on SE models for creating synthetic data, indicating that WC models could provide
a more computationally efficient approach for training sophisticated reasoning models.

4.8 MathScale
MathScale (Tang et al., 2024) is an open-source dataset designed to generate high-quality mathematical
reasoning datasets using large language models such as GPT-3.5. The resulting dataset, MathScaleQA, is
machine-generated and contains 2 million math question-answer pairs, developed through a three-step
process illustrated in Figure 18:

1. Concept Extraction: GPT-3.5 identifies "topics" (e.g., "Arithmetic operations") and "knowledge
points" (e.g., "Dot product properties") from 20,000 seed math questions. This process results in
2,000 topics and 8,000 knowledge points. The seed questions are sourced from the MwpBench
training set, which aggregates datasets such as GSM8K, MATH, TAL-SCQ, Math23k, Ape210k,
GaokaoBench-Math, and AGIEval.

2. Concept Graph Construction: A graph is created with nodes representing topics and knowledge
points, while edges indicate their co-occurrence. A random walk algorithm is applied to sample
novel combinations of topics and knowledge points.
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Figure 19: Framework for generating Geo170K (Gao et al., 2023). Multi-modal geometric data is generated based
on the features of geometry problems. The figure is borrowed from Gao et al. (2023).

3. Data Generation: Based on the sampled combinations, GPT-3.5 generates new math questions and
answers. The dataset undergoes a decontamination process to remove questions overlapping with the
MwpBench test set.

4.9 Geo170K
Geo170K (Gao et al., 2023) is an open-source synthetic multimodal geometry dataset containing over
170K instances, including 60K image-caption pairs and 110K question-answer (QA) pairs. The dataset
is designed to enhance multimodal large language models (MLLMs) in solving geometric problems by
integrating textual and visual inputs. It is entirely machine-generated.

The dataset comprises two primary components: "alignment data" and "instruction data" as depicted in
Figure 19. The construction of Geo170K follows these steps:

1. Data Generation: Existing geometry datasets (e.g., Geometry3K and GeoQA+) and ChatGPT are
used to generate new data, including image descriptions and QA pairs.

2. Image Descriptions: ChatGPT generates detailed descriptions of geometric images based on QA
pairs and creates contrastive QA pairs to improve the model’s understanding of geometric elements.

3. Instruction Data: The dataset is expanded by generating instruction-tuning data through processes
such as equation solving, value scaling, condition reformulation, and sentence paraphrasing.

4. Dataset Creation: Image descriptions, QA pairs, and instruction data are combined to form the
Geo170K dataset.

5 Training

As discussed earlier, reasoning datasets are meticulously structured, often representing step-by-step
problem-solving processes. Effectively training LLMs on such datasets requires methodologies that



Figure 20: A two-step learning approach proposed in ToRA (Gou et al., 2024). In the first step of Imitation Learning,
target LLM is prompted to tool-integrated Reasoning trajectories (TORA-CORPUS) and use this corpus to fine-tune
a model. In the second step of output space shaping, a teacher model is used to maintain strong reasoning while
keep diversified output trajectories. The figure is adapted from (Gou et al., 2024).

maximize the utility of each reasoning step, whether correct or erroneous. This section explores three key
training paradigms designed to leverage reasoning datasets for training o1-like reasoning LLMs:

1 Supervised Fine-tuning (SFT): A foundational technique that refines pre-trained LLMs by explicitly
teaching structured reasoning patterns through labeled (INSTRUCTION, ANSWER) pairs.

2 Reinforcement Learning from Human Feedback (RLHF): A refinement approach that aligns
LLM outputs with human preferences or quality signals, further enhancing reasoning skills through
iterative optimization.

3 Direct Preference Optimization (DPO): A simplified alternative to RLHF that directly optimizes
fine-tuned LLMs for preferred reasoning outputs without requiring intermediate reward modeling.

A summary of each of these paradigms is presented in Table 4. Below we present their methodologies,
strengths, and contributions to reasoning-focused training in details.

5.1 Supervised Fine-tuning

Supervised Fine-tuning (SFT) serves as the cornerstone for developing reasoning capabilities in LLMs.
By utilizing structured (instruction, answer) pairs, SFT provides explicit guidance, enabling models to
learn systematic reasoning patterns and produce accurate outputs across complex reasoning tasks. The
process typically begins with a pre-trained LLM, which embodies extensive general knowledge and
linguistic understanding. SFT fine-tunes these models on task-specific datasets, emphasizing logical
reasoning, problem-solving, and domain-specific expertise. These datasets often reflect deterministic
reasoning frameworks, enabling the model to generate consistent and interpretable outputs for tasks
such as mathematical problem-solving, program synthesis, and logical deduction. To further optimize
performance, SFT is frequently integrated with complementary training paradigms. For instance, multi-
task fine-tuning leverages diverse datasets to improve generalization, while curriculum learning structures
training data to progressively increase task difficulty. This adaptability allows SFT to be tailored to
specific reasoning requirements, making it a versatile and essential component of LLM training.

ToRA is a series of Tool-integrated Reasoning Agents designed to address the persistent challenges in
mathematical problem-solving by combining natural language reasoning with program-based tool use
(Gou et al. (2024)) . As demonstrated in Figure 20, ToRA leverages SFT on curated tool-use trajectories
from mathematical datasets such as GSM8k and MATH, enabling models to interleave natural language



Paper Key Innovation Main Techniques

Sec. 5.1 Supervised Fine-tuning (SFT)
ToRA
(Gou et al., 2024)

Tool-integrated Mathematical Focused
Reasoning Agents

Imitation Learning, Output Space Shaping

AlphaLLM
(Tian et al., 2024a)

Self Improving Training SFT with Monte Carlo Tree Search

MARIO
(Liao et al., 2024a)

Mathematical Reasoning Framework Data Enhancement with GPT-4, Human Re-
view, and Self-training

Sec. 5.2 Reinforcement Learning from Human Feedback (RLHF)
Self-Critiquing
(Saunders et al., 2022a)

Fundations of Language Model Self-
Critiquing

AI-assisted Human Feedback,

OVM
(Yu et al., 2023)

Evaluating the Potential of Incomplete Rea-
soning Paths

Outcome-supervised Value Models

PPO-MCTS
(Liu et al., 2024b)

Value-Guided Decoding trhough PPO Proximal Policy Optimization, Monte
Carlo Tree Search

MATH-SHEPHERD
(Wang et al., 2024b)

Eliminatioin of Human Annotation step-wise verification through MCTS

Qwen-2.5-math
(Zhang et al., 2025)

Enhanced Process Reward Model LLM-as-a-judge

Roadmap to o1
(Zeng et al., 2024)

Combination of Various Techniques to Re-
produce o1

Policy Initialization, Reward Shaping, Pol-
icy Gradient

PROCESSBENCH
(Zheng et al., 2024)

Benchmark for Error Identification in
Mathematical Reasoning

Step-level Error Detection

PRMBENCH
(Song et al., 2025)

Fine-grained Benchmark for Process Re-
ward Models

Multi-dimensional Evaluation Benchmark

Sec. 5.3 Direct Preference Optimization (DPO)
CPO
(Zhang et al., 2024c)

Fine-tuning CoT reasoning with ToT Tree-of-Thoughts framework, Paired pref-
erence fine-tuning

SVPO
(Chen et al., 2024c)

Step-level preferences for reasoning im-
provement

MCTS for step-level preferences, Value
model integration

PPO-MCTS
(Liu et al., 2024b)

Value-guided decoding during inference PPO value network MCTS

Self-Explore
(Hwang et al., 2024b)

Self-guided Learning with Fine-grained Re-
wards

First-pit Identifications

Agent Q
(Putta et al., 2024)

Enhanced Agentic reasoning MCTS with AI feedback, Offline DPO

Table 4: An overview of LLM Training Techniques (Sec. 5).

reasoning with external computational tools, including symbolic solvers and libraries. This approach
harnesses the semantic analysis and planning strengths of natural language while utilizing tools for precise
computation and symbolic manipulation. To overcome the limitations of traditional SFT, which often
restricts the diversity of output trajectories, the authors introduce output space shaping. This technique
supplements imitation learning with a broader set of self-sampled and corrected trajectories, ensuring
flexibility and robustness in reasoning. The result is a suite of models that achieve significant performance
improvements, including a 22% absolute gain over prior state-of-the-art WizardMath-70B on the MATH
dataset. ToRA-Code-34B also surpasses GPT-4’s CoT results and matches GPT-4’s performance on
solving problems with code, achieving an unprecedented accuracy exceeding 50% on the MATH dataset.



AlphaLLM proposed in Tian et al. (2024a), is a self-improving framework that integrates Monte Carlo
Tree Search with LLMs to enhance reasoning capabilities without additional annotations. Leveraging
SFT, AlphaLLM uses its imagination component to synthesize prompts, addressing data scarcity issues
common in reasoning tasks. To optimize the text generation process, the authors introduce ηMCTS,
which formulates text generation as an options-over-Markov Decision Process (MDP) problem, improving
search efficiency by reducing the search depth and employing techniques like state merging and adaptive
branching. Additionally, a trio of critic models guides the search by evaluating expected rewards,
node correctness, and overall trajectory outcomes. These critics dynamically utilize tools for tasks like
arithmetic and code execution, ensuring accurate feedback during the search. AlphaLLM constructs
high-reward trajectories using ηMCTS and integrates them into training data, forming a self-improving
loop through iterative fine-tuning. Experimental results demonstrate substantial performance gains on
mathematical reasoning tasks, with improvements from 57.8 to 92.0 on GSM8K and from 20.7 to 51.0 on
MATH when starting from LLaMA-2-70B and WizardMath-70B-V1.0.

MARIO is a pipeline for fine-tuning LLMs on mathematical reasoning tasks using a novel dataset that
integrates both text analysis and code execution (Liao et al. (2024a)). The authors address limitations in
traditional fine-tuning approaches by enhancing data quality through a combination of GPT-4 annotations,
human review, and self-training, correcting errors in datasets such as GSM8K and MATH. As demonstrated
in Figure The proposed pipeline leverages SFT to optimize all model parameters using this curated
dataset, focusing on generating precise reasoning steps alongside correct solutions. To further enhance
performance, MARIO incorporates multi-task fine-tuning with LoRA, which allows the model to evaluate
the validity of generated solutions through a lightweight binary classification layer while maintaining
generative capabilities. This dual-role approach reduces computational costs and simplifies deployment
by enabling a single model to both generate and evaluate solutions. Experimental results demonstrate
significant improvements, with a 7B-parameter MARIO model achieving state-of-the-art accuracy on
GSM8K and MATH datasets.

5.2 Reinforcement Learning with Human Feedback (RLHF)

Reinforcement Learning from Human Feedback (RLHF) has emerged as a critical paradigm for aligning
large language models with human preferences, enabling improved reasoning and alignment capabilities.
By incorporating iterative feedback and leveraging reinforcement learning techniques, RLHF enhances the
models’ ability to evaluate, refine, and generate outputs aligned with human expectations. Recent works
have advanced this approach by introducing innovative frameworks for training reward models, integrating
guided decoding, and enabling self-improvement without reliance on extensive human annotations.

5.2.1 Methodological Innovations in RLHF
Building on the foundational principles of supervised fine-tuning, RLHF takes reasoning enhancement
a step further by introducing dynamic, iterative learning processes. Unlike static fine-tuning methods,
RLHF relies on human or model-generated feedback to refine intermediate outputs, ensuring that models
not only produce accurate results but also align with desired human preferences. This transition from fixed
data-driven optimization to interactive, feedback-based refinement has enabled significant advancements
in reasoning tasks. In this subsection, we delve into innovative RLHF frameworks that address challenges
such as error propagation, long-horizon planning, and the integration of preference-aligned training
objectives.

Self-Critiquing (Cobbe et al. (2021a)) is one of the foundational works by OpenAI, introducing verifiers
to evaluate the correctness of model-generated solutions. This approach addresses a core limitation of
LLMs: errors in multi-step reasoning that propagate and lead to irrecoverable mistakes. By training
verifiers to rank candidate solutions during inference, the method ensures that the most accurate output
is selected, achieving performance improvements equivalent to a 30-time increase in model size. The
introduction of GSM8K, a dataset of 8.5K diverse grade-school math problems, has since become a
standard benchmark for evaluating reasoning capabilities in mathematical challenges. Building upon
previous work that introduced verifiers to assess model-generated solutions, OpenAI’s subsequent research



Figure 21: Left: traditional greedy decoding from a PPO policy does not satisfy the task constraint. Right:
PPO+MCTS with the same PPO policy and additional value model satisfies the task constraint, where V and Q are
derived from the output of the PPO value model. The figure is borrowed from (Liu et al., 2024b).

delved deeper into enhancing human evaluators’ capabilities through self-critiquing models. In their
2022 study, Saunders et al. (2022a) fine-tune large language models to produce natural language critiques
of their own outputs, particularly focusing on topic-based summarization tasks. This work represents
a foundational step in incorporating human feedback into AI systems at scale, addressing the inherent
challenges of evaluating complex outputs in tasks such as summarization. The authors fine-tune large
language models (LLMs) to generate natural language critiques, which help evaluators detect flaws in
topic-based summaries, uncovering up to 50% more errors compared to unaided human evaluations. These
critiques are effective for both naturally occurring flaws in model-generated content and intentionally
misleading summaries. The study reveals that larger models excel at generating critiques, demonstrating
an ability to self-assess and refine their own outputs. By integrating critiques as feedback, these models
achieve significant improvements in summarization quality, highlighting the potential for self-improvement
through internal feedback mechanisms. This approach scales favorably with model size, with larger
models maintaining their critique capabilities despite producing more complex, harder-to-assess outputs.
The authors also introduce the Generator-Discriminator-Critique (GDC) framework to evaluate gaps
between a model’s ability to generate, discriminate, and critique outputs. Findings indicate that even
state-of-the-art models possess latent knowledge that they fail to articulate effectively as critiques, pointing
to opportunities for further development in critique generation.

OVM (Yu et al. (2023)) proposes Outcome-supervised Value Models, expanding on the use of human
feedback, which improves reasoning by evaluating incomplete reasoning paths rather than step-level
correctness. Unlike traditional approaches that assess step-level correctness, OVM emphasizes evaluating
the potential of incomplete reasoning paths, aiming to guide models toward accurate final answers. This
methodology aligns with value-based evaluation in reinforcement learning, where the future-oriented
perspective enhances decision-making for long-horizon tasks. The OVM framework eliminates the need
for step-level correctness annotations, leveraging outcome supervision to train a value model that predicts
the overall correctness of a reasoning path. Experiments on multi-step mathematical reasoning datasets,
such as GSM8K and Game of 24, demonstrate the efficacy of OVM. Notably, the OVM-7B model
achieves state-of-the-art performance with 84.7% accuracy on GSM8K and 78.7% success on Game of 24,
surpassing models up to 13B parameters without relying on GPT-4, external datasets, or code execution.



PPO-MCTS is a novel value-guided decoding algorithm that enhances text generation by combining
Proximal Policy Optimization (PPO)-trained policies with Monte Carlo Tree Search (Liu et al. (2024b)).
As demonstrated in Figure 21, unlike traditional PPO approaches, where the value model is discarded
after training, PPO-MCTS retains and utilizes the value network to evaluate partial output sequences
during inference. This approach aligns the training and test-time evaluation mechanisms, reducing
mismatches and improving the preferability of generated text. The authors introduce critical modifications
to MCTS, such as initializing child action values from parent node values , to ensure efficient exploration.
Experiments across four text generation tasks, including sentiment steering, toxicity reduction, knowledge
introspection, and chatbot generation, demonstrate the efficacy of PPO-MCTS. For instance, on sentiment
steering tasks, PPO-MCTS improves success rates by 30% absolute over direct PPO sampling, while
human evaluations consistently favor PPO-MCTS outputs. The algorithm also reduces toxicity by 34%
relative and generates more useful responses in QA tasks. These results highlight the underutilized
potential of PPO value models in inference and establish guided decoding via MCTS as a powerful
technique to improve reasoning and alignment in RLHF-trained LLMs.

Qwen-2.5-math proposes enhancements to Process Reward Models (PRMs) for mathematical reasoning
by addressing limitations in Monte Carlo estimation and Best-of-N (BoN) evaluation (Zhang et al.
(2025)). The authors argue that past MC estimation for generating noisy data undermines step-wise
error verification, and identify biases in BoN evaluation, which prioritize outcome-based metrics over
process-level correctness. To mitigate these issues, they introduce a consensus filtering mechanism
that integrates MC estimation with LLM-as-a-judge for efficient data synthesis and propose combining
BoN with step-wise benchmarks like PROCESSBENCH for comprehensive evaluation. Their approach
significantly improves error identification and model generalization, setting new benchmarks for process
supervision in reasoning tasks.

MATH-SHEPHERD proposed by Wang et al. (2024b), is a process reward model for mathematical
reasoning that eliminates the need for human annotations by automatically constructing step-wise supervi-
sion data using MCTS. Unlike prior PRM approaches, MATH-SHEPHERD evaluates the correctness of
each step based on its potential to deduce the correct final answer, enabling scalable training. It is applied
in two scenarios: verification, where it reranks outputs to improve accuracy, and reinforcement learning,
where it refines LLMs via step-by-step Proximal Policy Optimization. Experiments on GSM8K and
MATH demonstrate substantial gains for open-source LLMs, with Mistral-7B achieving 84.1% accuracy
on GSM8K and 33.0% on MATH with PPO, further improving to 89.1% and 43.5% with verification.
These results highlight the potential of automated process supervision for advancing reasoning capabilities
in LLMs without reliance on manual annotations.

Roadmap to o1 (Zeng et al. (2024)) proposes a comprehensive framework for reproducing the reasoning
capabilities of OpenAI’s o1 model through reinforcement learning, focusing on policy initialization,
reward design, search, and learning. Building on prior work like (Saunders et al., 2022a) and leveraging
techniques including as Monte Carlo Tree Search and policy gradient methods, this work outlines how
these components collectively enable human-like reasoning, iterative self-correction, and exploration of
complex solution spaces. Policy initialization equips models with systematic reasoning behaviors, while
reward design provides dense signals to guide learning and search. Search generates high-quality training
data during both training and testing phases, and learning integrates these insights to refine policies
without the need for costly human annotations. With these techniques, the paper charts a path toward
achieving strong reasoning abilities akin to o1, providing a blueprint for future open-source and advanced
LLM projects.

5.2.2 Evaluation and Benchmarking for RLHF
As RLHF techniques grow more sophisticated, robust evaluation mechanisms are crucial to measure their
effectiveness and identify areas for improvement. This section examines efforts to evaluate RLHF through
comprehensive benchmarks and datasets designed to assess models’ ability to detect errors, align with
human preferences, and generalize to complex reasoning tasks.



PRM800K is an early work conducted by OpenAI (Lightman et al. (2023)), which investigates pro-
cess supervision versus outcome supervision in training reward models for multi-step reasoning tasks,
emphasizing the significance of fine-grained feedback in RLHF. Using the challenging MATH dataset, the
authors demonstrate that process supervision, which provides feedback for each reasoning step, signif-
icantly outperforms outcome supervision, achieving a 78.2% problem-solving rate on a representative
test subset. They further introduce , a large-scale dataset containing 800,000 step-level human feedback
labels, enabling detailed evaluation and training of process reward models (PRMs). The study highlights
that PRMs trained with process supervision are more reliable, better aligned with human reasoning, and
less prone to using flawed intermediate steps to arrive at correct final answers.

ProcessBench (Zheng et al. (2024)) is a benchmark targeting the identification of erroneous steps in
mathematical reasoning, particularly in challenging problems like competition-level math. With 3,400 test
cases and human-annotated step-level error labels, PROCESSBENCH ensures robust evaluation through
its emphasis on problem diversity, large-scale expert annotations, and a straightforward protocol for
detecting the first incorrect step. The authors assess two model types: process reward models (PRMs) and
critic models, revealing that current PRMs underperform on challenging problems compared to general
language models like GPT-4o and QwQ-32B-Preview. ProcessBench highlights the limitations of existing
PRMs and demonstrates the potential of general models in automated reasoning assessment, fostering
advancements in scalable oversight.

PRMBench (Song et al. (2025)) is a comprehensive benchmark designed to evaluate PRMs in fine-
grained error detection across reasoning tasks. Featuring 6,216 problems and 83,456 step-level labels,
PRMBench assesses PRM performance across three primary domains—simplicity, soundness, and sensi-
tivity—further divided into nine sub-categories, such as redundancy detection and deception resistance.
The dataset emphasizes diverse error types, ensuring robust evaluations. Experiments involving 15 models,
including PRMs and state-of-the-art general-purpose LLMs, reveal critical limitations in current PRMs,
with even the strongest models marginally outperforming random baselines. This highlights substantial
room for improvement, particularly in nuanced error detection and multi-solution consistency. By offering
a toolkit for automated evaluation and data generation, PRMBench paves the way for advancing reliable
process-level evaluation frameworks, especially in reasoning-intensive RLHF scenarios.

5.3 Direct Preference Optimization (DPO)

Direct Preference Optimization (DPO) (Rafailov et al., 2024; Xiao et al., 2024; Amini et al., 2024) is an
emerging training paradigm designed as a simpler alternative to RLHF. Unlike RLHF, which relies on
reward modeling and reinforcement learning algorithms like Proximal Policy Optimization (PPO), DPO
directly optimizes a language model’s outputs to align with human preferences by fine-tuning the model
on comparison data. This approach eliminates the complexity of learning a reward function and instead
leverages pairwise preference data to improve the quality and alignment of generated outputs, offering an
efficient and scalable solution for enhancing reasoning capabilities in LLMs.

CPO proposed by Zhang et al. (2024c), is a novel fine-tuning method that enhances CoT reasoning
in LLMs by leveraging preference information from the Tree-of-Thought (ToT) framework. While ToT
improves reasoning quality by exploring multiple reasoning paths through tree search, it incurs high
inference costs. CPO addresses this limitation by extracting and utilizing the inherent preference data
generated during ToT’s search process. As demonstrated in Figure 22, At each reasoning step, thoughts
included in the best-discovered paths are marked as preferred, while alternative thoughts are labeled as
dispreferred. These paired preference data are used to fine-tune LLMs with DPO, aligning CoT reasoning
with ToT’s strategic depth without increasing inference complexity. Experiments on seven reasoning
datasets, including question answering, fact verification, and arithmetic tasks, show that CPO significantly
enhances LLM reasoning capabilities, achieving performance comparable to or better than ToT while
being over 50 times faster at inference. This work highlights the potential of integrating DPO with CoT to
achieve efficient and effective reasoning in LLMs.



Figure 22: Comparison between the reasoning process of CoT, ToT, and Chain-of-Preference Optimization (CPO).
In CoT, the model generates a single reasoning path sequentially, while ToT explores multiple paths at each step,
retaining only the top-ranked nodes and pruning the rest. CPO builds on ToT by using its search tree to generate
preference data, with preferred nodes marked by trophies. The figure is borrowed from (Zhang et al., 2024c).

SVPO proposed by (Chen et al., 2024c) offers a fine-grained approach to preference learning by focusing
on step-level preferences rather than solution-level annotations through Step-level Value Preference
Optimization. Unlike existing methods that rely heavily on costly, coarse-grained annotations from models
like GPT-4, SVPO employs MCTS to autonomously identify step-level preferences during the reasoning
process. By analyzing Q-values at each step, SVPO highlights specific reasoning errors and provides
tailored signals for improvement. Additionally, SVPO integrates a value model alongside DPO, where the
value model aids in navigating effective reasoning paths and refines the learning process. This dual focus
on step-level granularity and value integration allows SVPO to bypass labor-intensive annotations while
achieving superior mathematical reasoning capabilities, outperforming state-of-the-art models and even
rivaling GPT-4 performance on 7B LLMs. The framework demonstrates that step-level preferences provide
deeper insights into model reasoning errors and substantially enhance decision-making in multi-step tasks.

PPO-MCTS is a novel approach that enhances Proximal Policy Optimization (PPO) by integrating
Monte Carlo Tree Search for value-guided decoding (Liu et al. (2024b)). While previous works like Chain
of Preference Optimization leverage preference data during training, PPO+MCTS extends this concept
to inference by utilizing the PPO-trained value network to evaluate and guide partial reasoning paths,
aligning outputs more closely with human preferences. This method reduces mismatches between training
and inference and improves text generation across tasks such as sentiment steering, toxicity reduction, and
knowledge introspection. For instance, PPO+MCTS achieves a 30% absolute success rate improvement
in sentiment steering and reduces toxicity by 34% relative, significantly outperforming standard PPO. By
retaining and utilizing value models during inference, PPO+MCTS demonstrates how preference-driven
optimization can further enhance alignment and controllability in RLHF-trained models.

Self-Explore , proposed by Hwang et al. (2024b), is a novel approach to enhance the mathematical
reasoning capabilities and overcome the issues of relying on external annotations, especially manual
annotation. This approach uses fine-grained rewards derived from self-generated rationales, without
relying on external annotations or proprietary models. The method focuses on identifying the "first
pit", or the initial incorrect step in a reasoning path, and uses this information to construct granular
step-level preference datasets for DPO. By training the model to reduce the likelihood of generating
these flawed steps while favoring correct reasoning paths, Self-Explore aligns model outputs with step-
by-step improvement. The framework employs the LLM itself as a self-guided explorer to identify pits
through iterative sampling and refines its predictions by applying a step-level preference learning objective.
Experiments on GSM8K and MATH benchmarks demonstrate significant improvements, with accuracy
gains of up to 13.19% on GSM8K and 3.54% on MATH compared to supervised fine-tuning.



Figure 23: Self-Explore framework overview. Starting from a pairwise dataset built via outcome supervision, the
target model generates multiple completions at each step. If no completion reaches the correct answer, the step is
identified as the first pit. The dataset is then reorganized into a granular preference dataset enhancing training with
finer-grained learning signals. The figure is borrowed from (Hwang et al., 2024b).

AgentQ (Putta et al. (2024)) introduces a novel framework that enhances autonomous AI agents by
combining agentic reasoning with DPO to improve performance in dynamic, multi-step environments.
The framework addresses challenges such as compounding errors, sparse rewards, and limited exploration
inherent in traditional supervised fine-tuning approaches. Agent Q employs Monte Carlo Tree Search to
guide exploration, leveraging an LLM as a base model for generating rationales and actions. The novelty
of this search process is that it is augmented with AI feedback, which provides process-level rewards
to refine decision-making and address credit assignment issues. To further improve, Agent Q utilizes
the traces from successful and unsuccessful trajectories to construct preference pairs for offline DPO,
enabling the model to learn from both positive and negative outcomes. Experiments on the WebShop
benchmark and real-world booking environments demonstrate significant gains: the model’s success rate
improves from 18.6% to 81.7% in zero-shot booking tasks, further increasing to 95.4% with online search
capabilities, even outperforming GPT-4. This work establishes a powerful combination of search and
learning, marking a substantial advance in developing reliable, reasoning-capable autonomous agents for
real-world tasks.

5.4 Discussion on how training techniques relate to reasoning

Bridging the Pre-training vs. User Objective Gap. Fine-tuning exposes the model to datasets with
structured tasks, step-by-step solutions, and explicit rationales (Wang et al., 2022). During fine-tuning, the
model learns to produce well-organized, human-like reasoning steps rather than just continuing text. The
fine-tuned model more consistently engages in processes that approximate human thought patterns such
as identifying salient information, extracting symbolic structures, or performing multi-step inferences.

Integration of Domain-Specific Knowledge and Reasoning. Another advantage of fine-tuning is its
capacity for domain adaptation (Peng et al., 2023; Zhou et al., 2023). Supervised fine-tuning allows one to
incorporate specialized knowledge into the model’s representations (Yang et al., 2023; Sun et al., 2023b).
This partial re-optimization ensures that the model retains its broad language proficiency while follows
domain constraints, interpret specialized terminology, and handle domain-specific reasoning.

Instruction-based Fine-tuning for Structured Reasoning. Instruction-based fine-tuning could improve
chain-of-thought capabilities (Xu et al., 2023). By training on instructions that embody exemplar
reasoning processes, LLMs can internalize structured logical flows and reflect them back in their own
outputs (Honovich et al., 2022; Kung and Peng, 2023). This mechanism could be useful for tackling
complex, multi-step tasks like math derivations, scientific question answering, or code generation, where
a “reasoning trace” is central to correctness (?Li et al., 2023).



Policy, Rewards, and Iterative Fine-Tuning. From an RL perspective, an LLM’s behavior is captured
by its policy, which is iteratively updated to produce more desirable outputs. In contrast to supervised
approaches, which penalize deviations from a single reference answer, RL-based methods focus on
rewards: scalar feedback signals indicative of the quality of generated text (Schulman et al., 2017; Ouyang
et al., 2022). These rewards can be derived from human annotations (e.g., Reinforcement Learning from
Human Feedback, RLHF) or automated signals (e.g., Reinforcement Learning from AI Feedback, RLAIF).
In either case, the reward model provides an assessment of how relevant, correct, or helpful the LLM’s
outputs appear. Policy optimization algorithms such as Proximal Policy Optimization (PPO) then adapt
the LLM parameters to maximize these rewards. By selectively rewarding coherent reasoning steps or
well-articulated justifications, RL enhances the chain-of-thought reasoning of LLMs (Wei et al., 2023;
Saeidi et al., 2024).

Strengthening Reasoning Through Exploration and Uncertainty. A key advantage of RL for large
language models lies in its inherent exploration capabilities (Lee et al., 2023). Instead of forcing an LLM
to converge prematurely to a single output, RL-based methods encourage the model to sample multiple
plausible solutions and assess their respective merits. By doing so, the model does not merely reproduce the
highest-likelihood sequence according to its pre-training distribution; it is guided to probe less obvious or
novel reasoning pathways that might yield more insightful, accurate, or creative responses. Over multiple
training cycles, the model refines its judgment of how to balance exploration and exploitation: it becomes
adept at venturing beyond typical patterns when beneficial, while still capitalizing on well-understood
reasoning heuristics (Rafailov et al., 2024).

Addressing Multi-Objective Constraints and Alignment. Reasoning tasks often require LLMs to
navigate conflicting objectives: they must be helpful while remaining harmless, or accurate yet concise.
RL provides a natural way to incorporate multi-objective constraints through carefully designed reward
functions that capture multiple dimensions of quality, such as factual correctness, style, safety, and user
satisfaction. By decomposing these objectives and assigning corresponding reward signals, an LLM
can learn to weigh them appropriately. When combining these multi-faceted objectives, advanced RL
strategies (e.g., Safe RLHF or Conditional Online RLHF) help mitigate the risk of “reward hacking,”
wherein a model might overfit to a single objective at the expense of others (Amodei et al., 2016).

6 Inference

Multi-step reasoning tasks are prone to errors at any step, as small mistakes can cascade into incorrect
final answers. To address this, reasoning LLMs often generate multiple reasoning paths for a given
input question during the inference stage and choose the answer that aligns best with the most logically
consistent and broadly supported reasoning steps.

In this section covers the following three widely used techniques in reasoning LLMs, which we think
are crucial in building o1-like reasoning models:

1 Tree of Thoughts, which represents the reasoning process as a tree structure and explores various
branches to determine the most effective path.

2 Automated Reasoning Critic, which employs a trained critic model to evaluate and validate the
reasoning steps generated by the LLMs.

3 Self-Correction, where the LLM mimics human critical thinking by iteratively reviewing, identifying
errors, and refining its reasoning steps to enhance accuracy and logical consistency.

In addition to these three inference techniques, we will also explore "Inference Scaling Laws", which
provide insights into how reasoning performance improves as inference time increases, enabling us to
balance the trade-off between computational efficiency and reasoning accuracy. An overview of this
section is provided in Table 5.



Paper Key Innovation Main Techniques

Sec. 6.1 Tree of Thoughts
Tree of Thoughts
(Yao et al., 2024)

1st tree-structured reasoning framework BFS/DFS search, Self-evaluation, Back-
tracking

EURUS
(Yuan et al., 2024)

Tree-structured alignment dataset ULTRAINTERACT dataset, Preference
learning

TS-LLM
(Feng et al., 2023)

AlphaZero-inspired framework Markov Decision Process (MDP) formula-
tion, Deep search (64 depth)

MCTSr
(Zhang et al., 2024b)

Enhanced MCTS for math Self-reflection, Dynamic pruning, Upper
Confidence Bound (UCB)

ALPHALLM
(Tian et al., 2024b)

Self-improvement framework Option-level MCTS, Adaptive branching,
State merging

MCTS-DPO
(Xie et al., 2024)

Step-level preference learning w/ MCTS MCTS guided exploration, DPO updates,
Step-level signals

AlphaMath
(Chen et al., 2024b)

Self-supervised MCTS reasoning Step-level value model, Beam search, Self-
improvement

ReST-MCTS*
(Zhang et al., 2024a)

Process-reward enhanced MCTS Per-step rewards, Dual optimization, Dy-
namic exploration

Sec. 6.2 Automated Reasoning Critic
CriticGPT
(McAleese et al., 2024)

LLM-based code critique Tampered data generation, RLHF, Bugs
identifying

AutoMathCritique
(Xi et al., 2024)

Two-player math reasoning Dynamic supervision, Error generation

LLM-ARC
(Kalyanpur et al., 2024)

Neuro-symbolic reasoning LLM + reasoning engine integration, An-
swer Set Programming (ASP) solver

Sec. 6.3 Self-Correction
SCoRe
(Kumar et al.)

Multi-turn RL framework Self-generated data, Two-stage training,
Reward shaping

CoSC
(Gao et al., 2024)

Embedded self-correction Program generation, execution, and verifi-
cation, Two-phase fine-tuning

DotaMath
(Li et al., 2024)

Integrated mathematical reasoning Multi-round correction, Python executor,
Task decomposition

Sec. 6.4 Inference Scaling Laws
Scale-Compute
(Snell et al., 2024)

Test-time compute analysis Compute-optimal strategy, Process-based
Reward Models (PRMs) search

REBASE
(Wu et al., 2024)

Reward balanced search Dynamic tree optimization, Pruning with a
reward model

LLMonkeys
(Brown et al., 2024)

Sampling analysis Repeated sampling, Exponentiated power
law, Cost optimization

STILL-2
(Min et al., 2024)

Three-phase training Imitation, Exploration, Self-improvement,
Long-form Thought Dataset

MindStar
(Kang et al., 2024)

No-tuning enhancement PRM-guided search, Dynamic exploration,
Levin tree search

Table 5: An overview of LLM Inference Techniques (Sec. 6).



GĮŔũƜ

jũƜŔũƜ

GĮŔũƜ

jũƜŔũƜ

ʱÊʲˤGj ʱæʲˤ�ĵÉ

GĮŔũƜ

ˤjũƜŔũƜ

ʱçʲˤ�ĵÉˁ��

ʟʟ ʟʟ

aÊĠĵŗƓŤƆˤſĵŤò

GĮŔũƜ

ˤjũƜŔũƜ

ʱíʲˤÉĵÉˤʱĵũŗŝʲ

ʟʟ

ʟʟ

ʟʟ

ˤˤʝˤƛĎĵũĈĎƜ

)L[�FRORU��E\�<XTLDQ�

0DUN�GLIIHUHQFH�E\�FRORU

GĮŔũƜ

jũƜŔũƜ

GĮŔũƜ

jũƜŔũƜ

GĮŔũƜ

ˤjũƜŔũƜ

ʱçʲˤ�òĦƙˤ�ĵĮŝƓŝŤòĮçƆˤ
ƀƓƜĎˤ�ĵÉˤʱ�ĵÉˁ��ʲ

aÊĠĵŗƓŤƆˤſĵŤò

GĮŔũƜ

ˤjũƜŔũƜ

ʱíʲˤÉŗòòˤĵƙˤ�ĎĵũĈĎŤŝˤʱÉĵÉʲ

ʟʟ

ʟʟ

ʟʟ ʟʟ ʟʟ

ˤˤƛĎĵũĈĎƜ

ʱçʲˤ�ĎÊđĮˤĵƙˤ�ĎĵũĈĎƜˤ
�ŗĵĭŔƜđĮĈˤʱ�ĵÉʲ

ʱÊʲˤGĮŔũƜˁjũƜŔũƜˤ
�ŗĵĭŔƜđĮĈˤʱGjʲ

Figure 1: Schematic illustrating various approaches to problem solving with LLMs. Each rectangle
box represents a thought, which is a coherent language sequence that serves as an intermediate
step toward problem solving. See concrete examples of how thoughts are generated, evaluated, and
searched in Figures 2,4,6.

choices instead of just picking one, and (2) evaluates its current status and actively looks ahead or
backtracks to make more global decisions.

To design such a planning process, we return to the origins of artificial intelligence (and cognitive
science), drawing inspiration from the planning processes explored by Newell, Shaw, and Simon
starting in the 1950s [21, 22]. Newell and colleagues characterized problem solving [21] as search
through a combinatorial problem space, represented as a tree. We thus propose the Tree of Thoughts
(ToT) framework for general problem solving with language models. As Figure 1 illustrates, while
existing methods (detailed below) sample continuous language sequences for problem solving, ToT
actively maintains a tree of thoughts, where each thought is a coherent language sequence that serves
as an intermediate step toward problem solving (Table 1). Such a high-level semantic unit allows the
LM to self-evaluate the progress different intermediate thoughts make towards solving the problem
through a deliberate reasoning process that is also instantiated in language (Figures 2,4,6). This
implementation of search heuristics via LM self-evaluation and deliberation is novel, as previous
search heuristics are either programmed or learned. Finally, we combine this language-based
capability to generate and evaluate diverse thoughts with search algorithms, such as breadth-first
search (BFS) or depth-first search (DFS), which allow systematic exploration of the tree of thoughts
with lookahead and backtracking.

Empirically, we propose three new problems that challenge existing LM inference methods even with
the state-of-the-art language model, GPT-4 [23]: Game of 24, Creative Writing, and Crosswords
(Table 1). These tasks require deductive, mathematical, commonsense, lexical reasoning abilities,
and a way to incorporate systematic planning or search. We show ToT obtains superior results on
all three tasks by being general and flexible enough to support different levels of thoughts, different
ways to generate and evaluate thoughts, and different search algorithms that adapt to the nature of
different problems. We also analyze how such choices affect model performances via systematic
ablations and discuss future directions to better train and use LMs.

2 Background

We first formalize some existing methods that use large language models for problem-solving,
which our approach is inspired by and later compared with. We use pθ to denote a pre-trained LM
with parameters θ, and lowercase letters x, y, z, s, · · · to denote a language sequence, i.e.x =
(x[1], · · · , x[n]) where each x[i] is a token, so that pθ(x) =

∏n
i=1 pθ(x[i]|x[1...i]). We use uppercase

letters S, · · · to denote a collection of language sequences.

Input-output (IO) prompting is the most common way to turn a problem input x into output
y with LM: y ∼ pθ(y|promptIO(x)), where promptIO(x) wraps input x with task instructions
and/or few-shot input-output examples. For simplicity, let us denote pprompt

θ (output | input) =
pθ(output | prompt(input)), so that IO prompting can be formulated as y ∼ pIOθ (y|x).

2

Figure 24: The framework introduced in Tree-of-Thought (ToT) (Yao et al., 2024) conceptualizes problem-solving
as a structured tree of intermediate steps. Each “thought” represents a coherent intermediate reasoning step, with
ToT distinctively utilizing tree-structured exploration and evaluation. The figure is adapted from (Yao et al., 2024).

6.1 Tree of Thoughts

In complex reasoning tasks, systematically exploring multiple paths of thought is crucial for finding
optimal solutions. Tree of Thoughts represents the reasoning process as a tree structure, enabling models
to systematically explore and evaluate different solution branches. This approach not only helps models
find optimal solutions but also prevents them from getting stuck in local optima. The framework employs
various tree search strategies, starting from fundamental methods like Breadth-first and Depth-first Search
(Sec. 6.1.1), and advancing to more sophisticated approaches such as Monte Carlo Tree Search (Sec. 6.1.2).

6.1.1 Breadth-first Search & Depth-first Search
Tree of Thoughts (Yao et al., 2024) is introduced to enhance LLMs via enabling deliberate problem-
solving through a tree-based reasoning structure. As show in Figure 24, unlike traditional sequential
generation, ToT models problem-solving as a search through a tree of potential solutions, allowing
exploration of multiple reasoning paths, self-evaluation, and backtracking to achieve globally optimal
decisions. By integrating classical heuristic search methods, such as Breadth-first Search (BFS) and
Depth-first Search (DFS), with LLMs’ generative capabilities, ToT significantly improves performance on
tasks requiring complex planning, such as Game of 24 (74% success vs. 4% with CoT), creative writing,
and mini crosswords. This modular, general framework does not require additional training, supports
various search algorithms, and offers substantial advantages for challenging tasks, though it incurs higher
computational costs.

EURUS (Yuan et al., 2024) is a suite of LLMs designed to advance reasoning capabilities through a
novel tree-structured alignment dataset called ULTRAINTERACT. While ToT models problem-solving
as a search tree of reasoning steps to explore and evaluate multiple paths dynamically, EURUS uses a
predefined preference tree for training and evaluation, focusing on leveraging high-quality alignment data
for systematic reasoning. EURUS achieves state-of-the-art performance among open-source models on
tasks like mathematics, logical reasoning, and code generation, surpassing GPT-3.5 Turbo on several
benchmarks. The ULTRAINTERACT dataset underpins this success by providing diverse instructions,
preference trees for multi-turn interactions, and paired correct/incorrect reasoning paths, enabling both
supervised fine-tuning and preference learning.

TS-LLM (Feng et al., 2023) short for Tree-Search-enhanced LLMs is a framework inspired by Alp-
haZero (Silver et al., 2017), that integrates tree-search algorithms with learned value functions to enhance
both the decoding and training of LLMs. TS-LLM formulates language generation as a Markov Decision
Process (MDP) and employs tree-search methods to guide reasoning and decision-making. Tree search
methods include BFS, DFS, and Monte Carlo Tree Search, which will be introduced in the following



Monte Carlo Tree Search (MCTS) Breadth-First Search (BFS) Depth-First Search (DFS)

Purpose Optimize decisions by balancing ex-
ploration and exploitation

Systematically find shortest paths or
explore levels.

Explore deeply for exhaustive search
or solution finding

Exploration Strategy Probabilistic, uses random sampling
and simulations

Deterministic, level-by-level traver-
sal

Deterministic, explores one branch
deeply before backtracking

Tree Growth Dynamic, focuses on promising ar-
eas based on simulations

Exhaustive, explores all nodes at
each level

Exhaustive, explores all nodes in one
path before others

Use Case Decision-making in large, uncertain
spaces (e.g., games like Go, chess)

Shortest path, level-order traversal
(e.g., social network analysis)

Exhaustive search, backtracking
tasks (e.g., mazes, puzzles)

Table 6: Comparison of MCTS, BFS, and DFS.

Repeated N times

Selection Expansion Evaluation

 or 

Backpropagation

 or 

Figure 2: An overview of the four key operations in MCTS

nodes according to a variant of the PUCT algorithm [30]. This selection process is mathematically
represented as:

at = argmax
a∈Tk

[
Q̂(st,a) + cpuctπθk(a|st)

√
Nparent(a)

1 +N(st,a)

]
(3)

where the state-action value Q̂(s,a) and its visiting count N(s,a) are stored in the tree and will be
updated as the search progresses. Nparent(a) represents the visiting count of the parent node of a.
The action selection iterates until it encounters a leaf node of the current search tree. In our case, the
prior π(a|st) is defined as the exponential of averaged log-probability of all tokens in the step a, i.e.,
exp

(
1
|a|

∑
log π(aj |a<j , st)

)
.

Expansion Back-tracing from the selected leaf node to the root forms a partial solution, serving as a
prompt for further node expansions. In our case, given that the LLM can theoretically generate an
unlimited number of potential actions (token sequence), we employ sampling generation with higher
temperature to ensure diversity.

Evaluation Evaluation of the leaf node or partial solution st, identified after the selection phase, is
conducted by weighted sum as introduced in [32, 33].

V̂ (st)
(i) = (1− λ) · Vϕk

(st) + λ · r
(
a
(i)
t′≥t, s

(i)
t′>t|st

)
(4)

The intermediate value estimation V̂ in MCTS differs from the training signal Ṽ defined in preliminary
section 2. The parameter λ serves to balance the contribution of the value model’s estimation with
the empirical reward obtained during the rollout.

In our case, we follow a trade-off rollout strategy between AlphaGo [32] and AlphaGo Zero [33].
Because our tree depth is much shallower than Go games (e.g., a maximum depth of 8) and expansions
can easily reach a terminal node, we set an indicator function λ = Iterminal(st). If the expanded node
is terminal, the reward is returned; otherwise, the value is predicted by the model Vϕk

.

Backup We did not make any modifications to the backup. At the end of the i-th simulation, each
edge (s,a) along the path from the leaf node st to the root undergoes a backward pass update. The
updates to their state-action values and visiting counts are executed according to the following rules:
N(s,a)← N(s,a) + 1 and Q̂(s,a)← 1

N(s,a)

∑i
j=1 Is,a→st V̂ (st)

(j).

Value Estimation After running N simulations with the MCTS algorithm, we obtain the final tree Tk,
which stores the expanded nodes and their corresponding state-action values Q(s,a). Considering that
the transition function is deterministic, and assuming that Q(st,at) = r(st,at)+V (st+1) = V (st+1)
for non-terminal nodes3, we can employ the Q values as training signals. This implies that we can
directly fit the state-action value of non-terminal nodes as,

Ṽ (st+1) = Q̂(st,at) (5)

3Reward is 0 for non-terminal node, and reward is determined by the final answer in terminal node.
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Figure 25: The overview of four key steps of MCTS: selection, expansion, evaluation, and backpropgation. The
figure is copied from (Chen et al., 2024b).

part. The TS-LLM framework supports deep searches (up to depth 64) and iterative improvements
through a policy-value distillation loop. It is validated on tasks like reasoning, planning, alignment, and
decision-making.

6.1.2 Monte Carlo Tree Search
Monte Carlo Tree Search (MCTS) is a decision-making algorithm in environments where the action space
is large, and the state space is complex, as in games like Go, Chess, or various planning problems. The
core of MCTS lies in building a search tree incrementally by performing simulations (or "rollouts") to
estimate the expected outcomes of different actions. The search process involves four key steps: Selection,
Expansion, Simulation, and Backpropagation, as shown in Figure 25. Different from that BFS and DFS
are deterministic and exhaustive, focusing on systematic exploration, MCTS is adaptive and probabilistic,
optimizing for rewards in complex decision-making. More comparison details between BFS, DFS and
MCTS can be found in Table 6. Here, we focus on how MCTS can be adapted in the tree-of-thoughts
framework.

MCTSr short for Monte Carlo Tree Self-refine algorithm (Zhang et al., 2024b) integrates MCTS
with LLMs to tackle complex mathematical reasoning tasks, including Olympiad-level problems. The
algorithm incorporates key MCTS processes, while adapting them to the stochastic nature of LLM
outputs. It leverages self-reflection and self-evaluation mechanisms, where answers are iteratively
refined and scored using model-driven reward sampling. A dynamic pruning strategy, combined with an
improved Upper Confidence Bound (UCB) formula, balances exploration and exploitation for optimal
decision-making. Experiments on datasets like GSM8K, MATH, AIME, and OlympiadBench demonstrate
significant improvements, with MCTSr outperforming baseline methods and achieving state-of-the-art
results on open-source LLMs. This research highlights the algorithm’s potential for advancing LLM
applications in complex reasoning and decision-making tasks.

ALPHALLM (Tian et al., 2024b) is a framework designed for the self-improvement of LLMs across
various complex reasoning and planning tasks, extending beyond the domain of mathematics. It introduces



a flexible option-level MCTS, where nodes represent sequences or collections of tokens, effectively
reducing search depth in language tasks. The framework further enhances search efficiency and quality
through adaptive branching, state merging, and the use of critic models, including a value function, a
process reward model, and an outcome reward model. From a data utilization perspective, ALPHALLM
actively generates new prompts through its "Imagination" component to mitigate data scarcity, creating a
continuously evolving dataset for training and fine-tuning the LLM. By leveraging high-quality trajecto-
ries obtained from MCTS-guided searches, ALPHALLM iteratively refines the LLM’s policy, driving
consistent performance improvements.

MCTS-DPO (Xie et al., 2024) leverages MCTS for step-level preference data collection, and transforms
instance-level supervision into granular stepwise signals. MCTS utilizes its look-ahead capability and
self-evaluation feedback to refine reasoning paths, balancing exploration and exploitation. Using Direct
Preference Optimization (DPO), the model policy is iteratively updated, forming a self-improvement loop.
Theoretical analysis demonstrates the advantages of online preference learning, and experiments show
significant performance improvements on tasks like GSM8K, MATH, and ARC-C, highlighting MCTS’s
role as a policy improvement operator in aligning LLMs with human-like reasoning. While option-level
MCTS helps select the best among several options, offering mid-level granularity for decision-making,
step-level MCTS evaluates and refines the reasoning process step by step, providing detailed and precise
feedback for complex reasoning tasks.

AlphaMath (Chen et al., 2024b) employs MCTS to enhance mathematical reasoning in LLMs with-
out relying on process-supervised annotations. By combining MCTS with a step-level value model,
AlphaMath autonomously generates high-quality reasoning paths and evaluates intermediate steps, facili-
tating iterative self-improvement. To reduce the computational cost of MCTS inference, the framework
introduces a step-level beam search strategy that effectively balances efficiency and reasoning quality.
Experimental results on datasets such as GSM8K and MATH verify that AlphaMath achieves superior
performance, even without human or GPT-4 annotated solutions. This framework underscores the po-
tential of MCTS as a policy optimization strategy for advancing LLM reasoning ability and extends its
applicability beyond mathematics to tasks requiring stepwise reasoning and validation.

ReST-MCTS* (Zhang et al., 2024a) integrates per-step process rewards, enabling more granular
evaluation and guidance during the reasoning process. These inferred rewards play a dual role: refining
the process reward model to improve its evaluation accuracy and identifying high-quality reasoning traces
to enhance the policy model through iterative self-training. Compared to AlphaMath, which focuses on
self-supervised learning through beam search and prioritizes generating complete reasoning paths from
question-answer pairs, ReST-MCTS* adopts a more dynamic and collaborative approach. It employs
MCTS* to iteratively explore, evaluate, and refine reasoning steps with the aid of a process reward
model. This allows ReST-MCTS* to balance global exploration and local exploitation more effectively,
leading to better reasoning paths. Additionally, ReST-MCTS* emphasizes the mutual enhancement of
both the policy and reward models, whereas AlphaMath primarily targets policy model improvement.
Experimental results on benchmarks such as GSM8K, MATH, and SciBench highlight ReST-MCTS*’s
superior accuracy over AlphaMath, especially in tasks involving complex multi-step reasoning.

6.2 Automated Reasoning Critic
In the reasoning process of LLMs, the ability to identify and correct faulty reasoning steps is essential.
Automated Reasoning Critic (Barto et al., 1983; Saunders et al., 2022b) introduces dedicated critic models
to evaluate the correctness and logical consistency of reasoning steps, thereby improving the reliability of
the reasoning process. This approach mirrors how humans validate their thinking process when solving
complex problems, providing a systematic way to assess and improve the quality of generated reasoning.

CriticGPT (McAleese et al., 2024) is a novel approach to scalable oversight by leveraging LLM-based
critics to assist humans in evaluating outputs generated by LLMs, with a focus on code review tasks. This
work is motivated by a critical limitation of reinforcement learning from human feedback (RLHF): as
LLMs become more capable, even experts struggle to reliably assess the correctness of their outputs.
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Figure 3: Illustration of data collection. Contractors modify ChatGPT responses to insert subtle bugs. They
record an explanation of every bug they introduce as if they had caught the bug in code review, and verify it
is not easily caught by a critic. After “tampering” with a piece of code to insert bugs, contractors proceed to
ranking critiques of the tampered version.

2.1.2 Critique Comparisons & Elo Scores

Contractors answer the critique attribute questions as part of a comparison task in which they see four
critiques of the same problem simultaneously. They are always blind to the source of the critique.
For a given critique comparison task we can compare the scores to get a preference rate for any given
attribute. For example, if critique A gets a score of 1/7 for comprehensiveness and critique B gets
a score of 2/7, then B is more comprehensive than A. Because human ratings are more consistent
within a comparison than globally this gives us a less noisy estimate of how the models perform
relative to each other [29].

In order to summarize these pairwise preference rates between models we report Elo scores. Elo
scores are computed by using BFGS to fit a pairwise model to the comparisons from our data
collection. The probability of a contractor preferring a response produced by a model with Elo RA

over a response from model with Elo RB is estimated as 1
1+10(RB−RA)/400 . This is the estimated

win-rate of model A over model B. Ties are included as half a win and half a loss. Confidence
intervals are reported from a nonparametric bootstrap.

2.1.3 Human Critiques & LLM Assistance

In addition to paying contractors to rate model-written critiques, we also had them review answers to
write their own critiques. Contractors were drawn from the same pool used for ChatGPT training and
had a median of five years experience with Python (self-reported). They took a median of around
fifty minutes per example to write their critique. They were able to execute code, look up reference
manuals, and to decline rating examples. Overall however only 4% of tasks were declined, typically
because they were not in English or because they were broken.

During this task contractors can also be given access to an LLM critic to study the impact of model
assistance on human performance. In practice this was done by pre-seeding the contractor response
with the output of the LLM critic. Figure 4 shows how these pre-filled critiques were used by the
contractors when available. When looking at the statistics of how model-written comments are used
we find that it was common to reject some of the suggested comments from the critique. Adding
additional comments was rarer but also occurred.
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Figure 26: The data generation process proposed in CriticGPT (McAleese et al., 2024) involves contractors
introducing subtle bugs into ChatGPT-generated code, documenting the issues, and generating critiques using
ChatGPT or CriticGPT. Critiques are evaluated for accuracy and relevance, refining critique quality. The figure is
adapted from (McAleese et al., 2024).

CriticGPT is trained using RLHF to generate detailed critiques, identifying flaws in LLM-written code. As
shown in Figure 26, a tampering-based data generation approach is proposed to create high-quality training
datasets for CriticGPT. Human contractors modify LLM-generated code by deliberately introducing subtle,
realistic bugs, ensuring these errors are challenging to detect. Each inserted bug is accompanied by a
detailed description, serving as a gold standard for evaluating critiques. The tampered code ensures a
diverse range of errors, including logic flaws and unsafe practices, simulating real-world scenarios. The
results show that CriticGPT outperforms human reviewers in identifying bugs, with critiques preferred
over human-written ones in 63% of cases. CriticGPT also highlights numerous errors (previously labeled
as "flawless") in the training data of ChatGPT, demonstrating its efficacy even on tasks outside its training
distribution. The paper also introduces Force Sampling Beam Search, an innovative inference-time strategy
designed to balance comprehensiveness and hallucination rates in critiques.

AutoMathCritique is (Xi et al., 2024) a two-player framework, where a critique model supervises an
actor model to enhance LLM reasoning performance, particularly for complex tasks like mathematical
problem-solving. In the reasoning phase, AutoMathCritique leverages Automated Reasoning Critic (ARC)
by integrating critique models to dynamically supervise and enhance the actor model’s reasoning process.
As shown in Figure 27, the actor model first generates a reasoning path and a solution, while the critique
model analyzes each step, detecting errors and providing detailed feedback in natural language. The actor
then refines its reasoning path based on this feedback, iteratively improving the solution. This process
continues until no significant errors remain or the desired accuracy is achieved. By identifying logical
inconsistencies or calculation errors, it enables the actor to perform precise corrections and achieve better
exploration efficiency. This dynamic interaction significantly boosts reasoning performance, particularly
for complex queries, as demonstrated on GSM8K and MATH datasets, where the inclusion of critique
models led to notable accuracy improvements.

LLM-ARC (Kalyanpur et al., 2024) is a neuro-symbolic framework designed to enhance the logical
reasoning capabilities of LLMs by integrating an ARC. It excels at converting complex natural language
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Figure 3: The overview of AutoMathCritique framework. It has three main steps: flawed reasoning
path construction, critique generation, and data filtering.

RG1: sampling from scratch. In this approach, the actor is provided with a query and tasked
with generating a response. Given that the actor we used has already achieved high accuracy on the
GSM8K and MATH training sets, we use repeated sampling to obtain flawed responses. However,
this method has the limitation of not offering detailed information about the location or content of
the mistakes, which means that the subsequent critique labeling heavily depends on the expertise of
annotators.

RG2: generating error-location-aware response. In this approach, given a query, we first sample
a correct response from the actor model. Then, starting from a specific step of the response, we
modify the model’s hyperparameters for flawed response sampling, such as increasing the temperature
of the final softmax function. This ensures that the steps preceding the selected step remain consistent
with the original correct response, while the subsequent steps are more likely to contain errors. If
the sampled response remains correct, we select a different step and further increase the randomness
of the generation process. This method strikes a balance between generating flawed responses and
maintaining the coherence of the reasoning process. The correct responses we sample are later
used to construct critiques, while for the flawed responses, we collect information about the error
locations (e.g., identifying from which step the errors originate), thereby facilitating the annotation of
high-quality critiques.

RG3: adding detailed mistakes. In this approach, given a query, the actor model is instructed
to sample a correct reasoning path first. We then instruct the model to introduce mistakes into the
correct response. Inspired by previous work [37; 38], we enumerate various common reasoning
errors in the instructions and include few-shot examples in the prompt. Each example consists of five
components: the query, the correct reference response, the step where the error is introduced, the
type of error, and the generated flawed response. After the error is inserted, we direct the model to
continue reasoning from the erroneous step until it reaches a final answer. If a flawed response is not
generated, we repeat the sampling process up to a maximum of 16 attempts. As in RG2, the correct
answers obtained during this process can also be used to construct critiques. This approach allows us
to easily capture information about the location of the first mistake and its specific details, thereby
significantly reducing the complexity of subsequent critique construction.

3.2 Generation of Critiques

Step-level critique generation. When generating critique data, we enhance quality by checking
each step to identify the first error in the solution, which in turn facilitates the refinement process.
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Figure 27: The overview of AutoMathCritique (Xi et al., 2024). The framework has three stages: (1) Flawed
Reasoning Path Construction, generating erroneous reasoning paths via sampling or error insertion (RG1 ∼
RG3); (2) Critique Generation, producing step-by-step critiques using an annotator model; and (3) Data Filtering,
refining critiques through sampling and retaining only high-quality ones. This ensures accurate step-level critiques
for reasoning tasks. RG means Response Generation. The figure is borrowed from (Xi et al., 2024).

descriptions, such as legal clauses or scientific rules, into logic rules that machines can directly understand
and verify. The framework combines an LLM with an automated reasoning engine, like an Answer
Set Programming (ASP) solver, to form a "self-correcting team". The LLM generates logic code from
natural language inputs while simultaneously creating test cases to validate the code’s correctness. The
reasoning engine then executes the code and tests, providing detailed feedback on any errors or semantic
inconsistencies. Through an iterative refinement loop, the two components collaboratively enhance the
logic program until it meets all test conditions. This approach enables LLM-ARC to tackle complex
logical reasoning tasks, leveraging the reasoning capabilities of engines like ASP to ensure both semantic
precision and reliability. On the FOLIO benchmark, LLM-ARC attains a state-of-the-art accuracy of
88.32%, surpassing prior methods by 10%.

6.3 Self-Correction

Errors in reasoning often accumulate progressively, where small mistakes can lead to significant deviations
in final results. The Self-Correction mechanism (Huang et al., 2023; Madaan et al., 2024) enables large
language models to engage in self-reflection and correction, similar to human critical thinking. Through
iteratively reviewing, identifying errors, and refining reasoning steps, this approach improves the accuracy
of final answers. This methodology is particularly effective for tasks requiring multi-step reasoning.

SCoRe short for Self-Correction via Reinforcement Learning algorithm (Kumar et al.) is a multi-turn
reinforcement learning framework that significantly enhances the intrinsic self-correction capabilities of
LLMs using self-generated data. Unlike traditional methods that rely on supervised fine-tuning (SFT),
prompt engineering, or external supervision, SCoRe addresses key challenges such as distribution shift
and behavior collapse. As shown in Figure 28, SCoRe adopts a two-stage approach: the first stage
mitigates behavior collapse by initializing training with constrained first-turn responses, while the second
stage employs reward shaping to encourage progressive self-correction rather than solely optimizing final
correctness. Demonstrating a 15.6% gain in self-correction on mathematical reasoning tasks (MATH)
and a 9.1% improvement in coding tasks (HumanEval), SCoRe sets a new benchmark in training LLMs



Training Language Models to Self-Correct via Reinforcement Learning
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Figure 3 ∣ The problem setting of self-correction. SCoRe trains a model to not just produce the best possible response, but
instead aims to train the model to produce the best final response in the final attempt. In the second turn, extra input in the
form of an instruction asking the model to correct itself or model-generated may be provided.

We aim to find an LLM policy 𝜋(□∣◦) mapping input tokens ◦ to output tokens □ that maximizes the
correctness reward obtained from the verifier at the end of 𝑙 + 1 turns (𝑙 = 1). Formally:

max
𝜋𝜃

ℰ𝒙,𝒚∗∼𝒟, �̂� 𝑙+1∼𝜋𝜃(⋅∣[𝒙, �̂�1∶𝑙 ,𝑝1∶𝑙]) [𝑙+1∑
𝑖=1

𝑟 ( �̂� 𝑖, 𝒚∗)] . (1)

Crucially, note that unlike standard SFT or prevalent RL fine-tuning workflows, which train the policy
𝜋 to directly produce 𝒚∗ (or any other 𝒚 wih 𝑟(𝒚, 𝒚∗) = 1), Equation 1 trains 𝜋 over multiple attempts
simultaneously, where intermediate turns are supervised indirectly to maximize the sum.
Base RL fine-tuning approach we use. We use a REINFORCE policy gradient training approach with
a KL-divergence penalty against a fixed model (Ahmadian et al., 2024), which is widely used in RL
fine-tuning of LLMs, primarily in the setting of single-turn RLHF. Formally, these methods train the policy
𝜋𝜃(⋅∣𝒙) to optimize the following, where 𝜋ref is a reference policy.

max
𝜃

E𝒙𝑡 ,𝒚𝑡∼𝜋𝜃(⋅∣𝒙𝑡) [𝑟(𝒚𝑡, 𝒚∗) − 𝛽1𝐷𝐾𝐿(𝜋𝜃(⋅∣𝒙𝑡)∣∣𝜋ref(⋅∣𝒙𝑡))] , (2)

Metrics. To measure self-correction performance (we consider 𝑙 = 2 in this paper), we report and analyze
the following metrics: (1) Accuracy@t1: the model’s accuracy at the first attempt; (2) Accuracy@t2:
the model’s accuracy at the second attempt, (3) Δ(t1, t2): the net improvement in model accuracy
between the first and second attempts, which measures the efficacy of self-correction, (4) Δi→c(t1, t2):
the fraction of problems that are incorrect in the first attempt but become correct at the second attempt,
which measures how many new problems can self-correction solve; and (5) Δc→i(t1, t2): the fraction of
problems that are correct in the first attempt but become incorrect at the second attempt, which measures
how well the model understands what makes a response correct.

4. SFT on Self-Generated Data is Insufficient for Self-Correction
A natural approach for training self-correction is to utilize some form of supervised fine-tuning on data
collected from a base model. Variants of this approach have been shown to scale well on single-turn
reasoning problems (Singh et al., 2023; Zelikman et al., 2022). In this section, we assess the empirical
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Figure 28: While standard training solely optimizes the final response, SCoRe (Kumar et al.) first trains the model to
generate constrained initial responses (y1) to mitigate behavior collapse. Then, refines responses (y2) with optional
feedback (p) using reward shaping to encourage progressive improvement. The figure is adapted from (Kumar
et al.).
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Figure 2: The training of Chain of Self-Correction (CoSC) consists of two phases. The first phase, (a)
CoSC Foundational Learning, trains LLMs with seeding data generated from proprietary models,
equipping them with a baseline proficiency in the CoSC methodology. In particular, we prompt
GPT-4 with training questions from MATH (Hendrycks et al., 2021) and GSM8K (Cobbe et al., 2021)
datasets to generate mathematical reasoning trajectories that adhere to the CoSC protocol. The second
phase, (b) CoSC Self Enhancement, further adapts the seed model obtained from the previous phase
with self-generated trajectories. These trajectories are produced by the seed model trained in the
foundational phase, thereby enabling the generation of a substantial volume of data without the need
for additional GPT-4 intervention. In both phases, we only retain trajectories whose answers match
the ground-truth label.

Unlike existing methods that either base their reasoning on incorrect intermediate content or halt
reasoning upon encountering an error, the CoSC mechanism introduces a self-correction rationale
during the reasoning process. After the generation of program p and its output o, the CoSC model
analyzes them and generates a verification v. This verification includes suggestions for improvements
to ensure the consistency of the program p and its output o with the mathematical question q,
respectively. Following this, the CoSC mechanism draws a conclusion c based on these suggestions,
which is used to either refine the program p or generate the final answer. This process is repeated
until a conclusive answer is reached, which can be summarized as answer = povcpovc · · · povc.
By employing this reasoning method, we can annotate public mathematical datasets and use the
annotated multi-round, self-correction data to fine-tune LLMs.

3.2 TRAINING

To enable the CoSC mechanism, we propose a two-phase finetuning method. (1) CoSC foundational
learning with seeding data generated from proprietary models. (2) CoSC self enhancement with
self-generated data using the seed model obtained in the first training phase. A summary for training
our CoSC is shown in Fig. 2.

3.2.1 COSC FOUNDATIONAL LEARNING

Existing mathematical reasoning datasets, such as chain-of-thoughts (CoT) (Wei et al., 2022) and
program-of-thoughts (PoT) (Chen et al., 2023a), primarily contain single-round annotations without
multi-round, self-correction solutions for the reasoning process. This makes it challenging to fine-tune
models to inherently possess self-correction capabilities. To address this issue, we utilize GPT-4
(G) and a few-shot approach to annotate questions from publicly available mathematical datasets,
including MATH (Hendrycks et al., 2021) and GSM8K (Cobbe et al., 2021), to generate seeding data
with our Chain of Self-Correction (CoSC) mechanism. Table 1 compares our seeding data of CoSC
with recently proposed mathematical reasoning datasets. Detailed instructions and example cases of
our CoSC can be found in Appendix A and Appendix B.
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Figure 29: The two-phase training approach proposed in CoSC (Gao et al., 2024). In Foundational Learning, a
seed model is fine-tuned using GPT-4-generated data from MATH and GSM8K, combining program generation,
execution, and verification to establish baseline reasoning proficiency. In Self-Enhancement, the seed model
generates its own reasoning trajectories from extended datasets (e.g., MetaMATH), enabling large-scale data
generation without further GPT-4 intervention. Only correct trajectories are retained to fine-tune the final CoSC
model. The figure is adapted from (Gao et al., 2024).

to autonomously refine their outputs without external guidance. Notably, SCoRe modifies the training
strategy to enhance the inference ability.

CoSC short for Chain of Self-Correction algorithm (Gao et al., 2024) embeds self-correction as an
inherent capability in LLMs to enhance their mathematical reasoning abilities. CoSC operates through
iterative stages of self-correction, including generating programs, executing code, and verifying outputs
to refine reasoning steps progressively. As shown in Figure 29, CoSC employs a two-phase fine-tuning
approach during the training stage: foundational learning using seed data generated by GPT-4 and self-
enhancement through self-generated data. By modeling mathematical reasoning as a multi-round process,
CoSC instills the ability to identify and rectify errors iteratively. During the inference stage, CoSC
leverages this training to enable zero-shot self-correction, mimicking human-like "slow thinking" by
systematically verifying and refining its outputs. Experiments on mathematical datasets (e.g., MATH
and GSM8K) demonstrate that CoSC significantly outperforms state-of-the-art open-source and some
proprietary models like GPT-4. This framework establishes a new benchmark for mathematical reasoning
tasks and highlights the potential for embedding self-correction as a foundational capability in LLMs.



Find the radius of the circle with equation 𝑥! + 8𝑥 + 𝑦! − 6𝑦 = 0.

1. Complete the square for both 𝑥 and 𝑦 terms to rewrite the equation in the standard form of a circle's equation, (𝑥 − ℎ)!+(𝑦 − 𝑘)!= 𝑟!.
2. Extract the value of 𝑟! from the standard.
3. Compute the radius. 

from sympy import symbols, Eq, solve, sqrt
x, y = symbols('x y’)
circle_eq = x**2 + 8*x + y**2 - 6*y
x_term = (x + 4)**2 – 4**2, y_term = (y - 3)**2 – 3**2
standard_form = x_term + y_term
standard_form_eq = Eq(standard_form, 0)
r_squared = simplify(-standard_form_eq.rhs)
radius = simplify(r_squared**0.5)
print(f"Standard form of the circle: (x + 4)^2 + (y - 3)^2 = {r_squared}.")
print(f”Squared radius  is {r_squared}.")
print(f"Radius of the circle is {radius}.")

Step 1: Standard form of the circle: (x + 4)^2 + (y - 3)^2 = 0.
Step 2: Squared radius  is 0.
Step 3: Radius  of the circle is 0.

The error lies in the incorrect simplification of the equation after completing the square, leading to an incorrect radius calculation.
1. Complete the square for both 𝑥 and 𝑦 terms to rewrite the equation in the standard form of a circle's equation, (𝑥 − ℎ)!+(𝑦 − 𝑘)!= 𝑟!
2. Extract the value of 𝑟! from the standard form and then compute the radius.
3. Calculate the radius of the circle.

…
# Move constants to the right side
r_squared = 4**2 + 3**2
nprint(f"Extract the value of r^2 = {r_squared}\")
r= sqrt(r_squared)

Step 1: Complete the square for x and y terms, after completing the square: Eq((x + 4)**2 + (y - 3)**2 - 25, 0).
Step 2: Extract the value of  r^2 = 25.
Step3:  The radius of the circle is 5.

The radius of the circle is directly obtained from the code as 5. Therefore, the final answer is \boxed{5}.Answer 𝑎

Problem 𝑞

Decomposition1
𝑑! = 𝑑!!⊕𝑑!"⊕𝑑!#

Decomposition2 𝑑"

Result2 𝑟"

Result1
𝑟! = 𝑟!!⊕ 𝑟!"⊕ 𝑟!#

Code2 𝑐"

Error Reason 𝑒!

Code1 𝑐!

Figure 1: An example shows how the DotaMath use decomposition and self-correction to solve a probem form
MATH test set. For problem p, the model initially decomposes it into three subtasks and subsequently writes
corresponding code. The Python interpreter then executes this code, producing three subresults. Upon identifying
that the results are incorrect, the model elucidates the error’s cause and undertakes a revised decomposition.
Following this, new code is crafted and executed by the Python interpreter, leading to the correct resolution of the
problem and presentation of the final solution.

mathematical data to train specialized base models
tailored specifically for mathematical tasks (Azer-
bayev et al., 2024; Paster et al., 2023; Wang et al.,
2023b; Ying et al., 2024; Shao et al., 2024). Other
studies generate synthetic mathematical question-
answer pairs by querying advanced large language
models, such as GPTs (Sun et al., 2023), Qwen (Al-
ibaba, 2023), and Mixtral (Jiang et al., 2024), to
create Supervised Fine-Tuning (SFT) datasets (Luo
et al., 2023a; Yu et al., 2023; Li et al., 2023a;
Yue et al., 2024b). In this paper, we presents
a synthetic dataset aligned with the DotaMath
paradigm, named DotaMathQA, which includes
both single-turn-dialog form and multi-turn-dialog
form that incorporate a self-correction process. We
demonstrate the effectiveness and generalizability
of DotaMathQA across various backbone models
and benchmarks.

3 Method

In this section, we first introduce how DotaMath
performs mathematical reasoning through inter-
action with Python interpreter (§3.1 & Fig. 1).

Next, we introduce the pipline of using GPT-4 for
data annotation to synthesize the instruction-tuning
dataset, DotaMathQA.1 (§3.2 & Fig. 2). Finally,
we discuss the process of supervised fine-tuning a
range of foundational LLMs on the DotaMathQA
dataset (§3.3).

3.1 Inference Procedure

Motivated by a series of efforts that integrate the
Python interpreter’s output as supervision (Le et al.,
2022; Chen et al., 2023; Qiao et al., 2023; Dong
et al., 2024), DotaMath solves mathematical prob-
lems through several operations, including task
decomposition, writing Python programs, invok-
ing the Python interpreter and self-correction (Fig-
ure 1). For a given problem q and system prompt p
in Appendix D, DotaMath(M) initially decompose
it into some sub-tasks, yielding d1 = d11⊕ d21⊕ d31,
where ⊕ means concatenation.

d1 ∼ PM(· | p⊕ q), (1)

1In this paper, all data generated by GPT-4 are derived
from the gpt-4-turbo-2024-04-09 api.

Figure 30: An example of DotaMath (Li et al., 2024) in action: it decomposes problems into subtasks, generates
and executes Python code, and iteratively refines the decomposition and code if results are incorrect. This process
repeats until a correct solution is achieved or iterations are exhausted. The figure is adapted from (Li et al., 2024).

Figure 31: DeepSeek-R1-Lite-Preview (DeepSeek-R1-Lite-Preview, 2024) shows consistent score improvements
on AIME as the length of reasoning increases. The figure is adapted from (DeepSeek-R1-Lite-Preview, 2024).

DotaMath (Li et al., 2024) is a novel framework for enhancing mathematical reasoning in LLMs by
integrating decomposition of thought, code assistance, and self-correction. The self-correction process in
DotaMath is a multi-round iterative procedure. As shown in Figure 30, for a given problem, DotaMath
first decomposes it into sub-tasks and generates Python code to solve them. The code is executed using
a Python interpreter, producing intermediate results. If the results are incorrect, the model identifies
potential errors by verifying the alignment between the problem, code, and outputs. It then refines the
task decomposition, adjusts the code, and re-executes the process. This cycle continues until the model
either reaches a correct solution or exhausts a preset maximum number of iterations. To support this
mechanism, the authors constructed DotaMathQA, a dataset with 574K samples, including single-turn



Figure 32: Different approaches used in (Snell et al., 2024) for scaling test-time compute. The figure is adapted
from (Snell et al., 2024).
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Figure 1 ∣ Summary of our main results. Left: Compute-optimal scaling for iterative self-refinement (i.e., revisions) and search. On
the left, we compare the compute-optimal scaling policy for our PaLM 2-S* revision model against baselines in the revision setting (top) and the
PRM search setting (bottom). We see that in the revisions case, the gap between standard best-of-N (e.g. “parallel”) and compute-optimal
scaling gradually widens, enabling compute-optimal scaling to outperform best-of-N with 4× less test-time compute. Similarly, in the PRM
search setting, we observe significant early improvements over best-of-N from compute-optimal scaling, nearly outperforming best-of-N with 4×
less compute at points. See Sections 5 and 6 for details. Right: Comparing test-time compute and model parameter scaling. We compare
the performance of compute-optimal test-time scaling with PaLM 2-S* against the performance of a ∼ 14× larger pretrained model without
additional test-time compute (e.g. greedy sampling). We consider the setting where we expect 𝑋 tokens of pretraining for both models and 𝑌
tokens of inference. By training a larger model, we effectively multiply the FLOPs requirement for both of these terms. If we were to apply
additional test-time compute with the smaller model, so as to match this larger model’s FLOPs requirement, how would it compare in terms
of accuracy? We see that for the revisions (top) when 𝑌 << 𝑋 , test-time compute is often preferable to additional pretraining. However, as
the inference to pretraining token ratio increases, test-time compute remains preferable on easy questions. Whereas on harder questions,
pretraining is preferable in these settings. We also see a similar trend with PRM search (bottom). See Section 7 for more details.

We are interested in understanding the benefits of scaling up test-time compute. Arguably the simplest
and most well-studied approach for scaling test-time computation is best-of-N sampling: sampling N
outputs in “parallel” from a base LLM and selecting the one that scores the highest per a learned verifier
or a reward model [7, 22]. However, this approach is not the only way to use test-time compute to
improve LLMs. By modifying either the proposal distribution from which responses are obtained (for
instance, by asking the base model to revise its original responses “sequentially” [28]) or by altering how
the verifier is used (e.g. by training a process-based dense verifier [22, 45] and searching against this
verifier), the ability scale test-time compute could be greatly improved, as we show in the paper.
To understand the benefits of scaling up test-time computation, we carry out experiments on the
challenging MATH [13] benchmark using PaLM-2 [3] models specifically fine-tuned1 to either revise
1Capability-specific finetuning is necessary to induce revision and verification capabilities into the base model on MATH

2

Figure 33: Left: A compute-optimal strategy improves test-time computational efficiency. Right: For easier
questions, augmenting a smaller model with additional test-time computation outperforms using a much larger
model. However, for harder questions, training a larger model remains more effective. The figure is adapted from
(Snell et al., 2024).

QA (tasks solved in one iteration) and multi-turn QA (tasks requiring iterative self-correction). The
dataset includes both automatically generated data and rule-based self-correction data, enabling the model
to learn error detection and iterative refinement. Experiments demonstrate that DotaMath significantly
outperforms state-of-the-art open-source models across in-domain (e.g., MATH, GSM8K) and out-of-
domain benchmarks. By embedding multi-turn self-correction as a core capability, DotaMath enables
models to dynamically adapt to complex problem-solving scenarios, setting a new standard for addressing
challenging mathematical tasks.

6.4 Inference Scaling Laws

Inference Scaling Laws examine the relationships between inference time, computational resource
allocation, and reasoning performance. Research on inference-time compute scaling suggests that
spending more computational resources during inference can significantly enhance model performance, a
principle applied in o1 models. Very recently, DeepSeek models (DeepSeek-R1-Lite-Preview, 2024) also
demonstrate the inference scaling law, as shown in Figure 31. This sub-section explores how understanding
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ABSTRACT

While the scaling laws of large language models (LLMs) training have been exten-
sively studied, optimal inference configurations of LLMs remain underexplored.
We study inference scaling laws and compute-optimal inference, focusing on the
trade-offs between model sizes and generating additional tokens with different in-
ference strategies. As a first step towards understanding and designing compute-
optimal inference methods, we studied cost-performance trade-offs for inference
strategies such as greedy search, majority voting, best-of-n, weighted voting, and
two different tree search algorithms, using different model sizes and compute bud-
gets. Our findings indicate smaller models (e.g., Llemma-7B) can outperform
larger models given the same computation budgets, and that smaller models paired
with advanced inference algorithms yield Pareto-optimal cost-performance trade-
offs. For instance, the Llemma-7B model, equipped with our novel tree search
algorithm, consistently outperforms Llemma-34B with standard majority voting
on the MATH benchmark across all FLOPs budgets. We hope these findings con-
tribute to a broader understanding of inference scaling laws for LLMs.
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Figure 1: Inference scaling laws exhibited for Pythia (Biderman et al., 2023) models and GSM8K
test error. We evaluate the error rate (lower is better) of models using various sizes and numbers of
sampled solutions for weighted majority voting. Left: the error rate for each model size decreases
steadily as inference-compute increases, and converges at the end. Right: the optimal model size
(shown as stars for 241, 244, and 247 FLOPs) varies based on the inference-time compute budget.
For instance, smaller models are compute-optimal at 241 and 244 FLOPs. Both axes are log scale.
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Figure 34: Inference Scaling Laws on GSM8K with Pythia (Biderman et al., 2023) models (Weighted Majority
Voting). Left: Test error decreases as inference FLOPs increase, demonstrating performance improvements until
convergence across various model sizes. Right: The optimal model size varies with the compute budget. Smaller
models perform better at lower FLOPs (241, 244), while larger models excel at higher FLOPs (247). Both axes are
log-scaled. The figure is adapted from (Wu et al., 2024).

these laws can guide the optimal configuration of computational resources, providing theoretical insights
for maximizing reasoning capabilities while maintaining efficiency.

Scale-Compute (Snell et al., 2024) provides the first systematic analysis of different approaches (see
Figure 32) for scaling test-time compute. Specifically, they investigate how LLMs can enhance their
performance by optimizing test-time computation allocation, focusing on efficiency and adaptability.
A "compute-optimal" strategy is proposed to dynamically allocate inference resources based on task
difficulty. Two primary mechanisms are explored: (1) leveraging Process-based Reward Models (PRMs)
for iterative search, where PRMs evaluate the correctness of intermediate steps in the reasoning process
and guide optimization through tree-based search methods like beam search or lookahead search; and (2)
adaptively modifying the output distribution by enabling models to iteratively refine their responses. PRMs
are integral to this framework as they enable a more granular evaluation of reasoning steps, improving the
ability to explore high-quality solution paths for complex tasks. As shown in Figure 33, experiments show
that this compute-optimal strategy significantly outperforms best-of-N baselines, achieving comparable
or better results with up to 4× less computation. Moreover, the study explores the trade-off between
scaling pretraining versus test-time computation. It finds that additional test-time compute, enhanced by
PRM-based verification, can often outperform pretraining on simpler tasks or low inference workloads,
while harder tasks benefit more from pretraining larger models.

REBASE short for REward BAlanced SEarch is proposed by Wu et al. (2024), who focus on how
model size, inference strategies, and compute budgets interact to optimize problem-solving performance
in LLMs. They find that performance improves with increased inference compute across model sizes until
saturation (Figure 34). Smaller models initially outperform larger ones under low compute budgets, but
larger models excel once smaller models’ performance saturates. Moreover, sampling and voting-based
inference methods face limitations: 1) as accuracy saturates to a fixed upper bound determined by model
probabilities, with diminishing returns despite exponential convergence. 2) Without an oracle verifier,
simple sampling cannot achieve perfect accuracy. 3) Additionally, MCTS struggles with weighted voting,
often producing incomplete solutions that reduce voting effectiveness. To address this, they propose an
advanced inference algorithms Reward Balanced Search (REBASE). As shown in Figure 35, REBASE
combines reward models with dynamic tree search to optimize intermediate node expansions, achieving
Pareto-optimal performance across various compute budgets, outperforming widely-used strategies like
MCTS and weighted majority voting.

Large Language Monkeys (Brown et al., 2024) explore the use of repeated sampling (see Figure 36)
to scale inference compute, revealing its potential to significantly improve task performance by increasing
coverage. As shown in Figure 37, across diverse tasks such as mathematical reasoning, coding challenges,
and software debugging, the study demonstrates that coverage scales log-linearly with the number of



Figure 3: Illustration of one iteration of REward BAlanced SEarch (REBASE).

Recent work in MCTS or its variants (e.g., Tree of Thoughts (Yao et al., 2023)) mainly focus on
improving the performance (e.g., accuracy) on the studied tasks. However, generic comparisons
of MCTS with conventional methods like best-of-n and majority voting in terms of computational
budget, measured in generated tokens or processing time are scarce or indicate potentially unfavor-
able cost-performance tradeoffs. For example, MCTS consumes substantially more resources, often
requiring dozens of times more generated tokens than simpler methods. Specifically, a significant
portion of the paths in the search tree are used to estimate and select nodes, and these paths do not
necessarily become a part of the final candidate solution, although MCTS ensures that the sampled
solutions comprise high-quality intermediate steps. In contrast, sampling methods generate multiple
solutions in parallel and independently, and all the generated sequences are included in the candi-
date solutions. However, the intermediate steps in these sequences are not guaranteed to be of high
quality, as there is no mechanism for pruning poor steps or exploiting promising ones.

This highlights the need for a new tree search method that can achieve a comparable (or better) per-
formance as MCTS, and that is computationally less costly, with a cost similar to weighted majority
voting and best-of-n. This motivates our new method, Reward Balanced SEarch (REBASE).

3.1.2 REWARD BALANCED SEARCH (REBASE)

The REBASE tree search method, illustrated in Fig. 3, inherits the exploitation and pruning prop-
erties of tree search, while using a reward model alone to estimate quality of intermediate nodes.
This saves on computation compared to methods such as MCTS, since it does not involve estimate
node quality with explicit rollouts. In short, the underlying idea is to use a process reward model to
determine how much each node should be expanded at each depth. Namely, REBASE expands nodes
at a given depth according to their softmax-normalized reward scores, subject to a total expansion
budget. We describe this procedure in more detail below.

Notations. We view the fine-tuned LLM as a policy πθ which generates the solution step by step.
Given a question x and the first k steps of a solution r1 · · · rk, the (k + 1)-th step is sampled from
πθ(·|xr1 · · · rk). REBASE generates a solution tree during inference, in which the root node is the
question x, and other nodes corresponds to solution steps. When generating solution trees, we
generate children of rk by sampling from πθ(·|xr1 · · · rk). We use the corresponding solution step
to denote a node. The reward of a node rk is generated by the PRM: R(rk) := R(qr1 · · · rk).

6

Figure 35: Illustration of Reward Balanced Search (REBASE) (Wu et al., 2024). REBASE integrates tree search’s
exploitation and pruning with a reward model to estimate the quality of intermediate nodes, eliminating the need
for costly rollouts like in MCTS. Nodes are expanded based on softmax-normalized reward scores within a fixed
budget, efficiently directing the search depth. The figure is adapted from (Wu et al., 2024).

x = int(input()) …
Problem: Input 
a number from 

stdin and …

Step 1: Generate many candidate solutions. Step 2: Use a verifier to pick a final answer.

Problem 1 (coverage): Can we generate a correct 
solution?

Problem 2 (precision): Can we identify a correct 
solution from the generated samples?

Verifier
(e.g. unit tests, proof 

checkers, majority voting)

data = {} …

import requests …

LLM

x = int(input()) …

Figure 1: The repeated sampling procedure that we follow in this paper. 1) We generate many independent candidate
solutions for a given problem by sampling from an LLM with a positive temperature. 2) We use a domain-specific
verifier (ex. unit tests for code) to select a final answer from the generated samples.

In this work, we explore repeated sampling (Figure 1) as a simple approach to scaling inference
compute in order to improve reasoning performance. Existing work provides encouraging examples
that repeated sampling can be beneficial in math, coding, and puzzle-solving settings [60, 48,
23]. Notably, AlphaCode [41], a state-of-the-art system for competitive programming, finds that
performance continues to improve with a million samples per problem. Our goal is to systematically
characterize these benefits across a range of tasks, models, and sample budgets.

The effectiveness of repeated sampling is determined by two key properties:

1. Coverage: As the number of samples increases, what fraction of problems can we solve using
any sample that was generated?

2. Precision: How often can we identify correct samples from our collection of generations?

Both properties are needed for achieving strong real-world performance. With unlimited samples,
any model that assigns a non-zero probability to every sequence will achieve perfect coverage.
However, repeated sampling is only practical if we can improve coverage with a feasible budget.
Similarly, generating large sample collections is only useful if the correct samples in a collection can
be identified. The difficulty of the precision problem can vary by task. In some settings, existing
tools like proof checkers and unit tests can automatically verify every sample. In other cases, like
when solving word problems, other methods for verification are needed.

Exploring coverage first, we find that sampling up to 10,000 times per problem can significantly
boost coverage on math and coding tasks (Section 2). When solving CodeContests [41] programming
problems using Gemma-2B [52], we increase coverage by over 300x, from 0.02% with one sample to
7.1% with 10,000 samples. Interestingly, the relationship between log(coverage) and the number of
samples often follows an approximate power law (Section 3). With Llama-3 [3] and Gemma models,
this leads to coverage growing nearly log-linearly with the number of samples over several orders of
magnitude.

In settings with automatic verification tools, increases in coverage translate directly into improved
task performance. When applying repeated sampling to competitive programming and writing
Lean proofs, models like Llama-3-8B-Instruct can exceed the single-sample performance of much
stronger ones like GPT-4o [2]. This ability to amplify weaker models extends to the challenging
SWE-bench Lite dataset of real-life GitHub issues [32], where the current single-sample state-of-the-
art (SOTA), achieved by a mixture of GPT-4o and Claude 3.5 Sonnet, is 43% [1]. When restricted to
a single sample, DeepSeek-Coder-V2-Instruct [20] solves only 15.9% of issues. By simply increasing
the number of samples to 250, we increase the fraction of solved issues to 56%, exceeding the
state-of-the-art by 13%.

In addition to improving model quality, repeated sampling provides a new mechanism for
minimizing LLM inference costs (Section 2.3). When holding the total number of inference FLOPs

2

Figure 36: Illustration of a repeated sampling process (Brown et al., 2024): An LLM generates diverse candidate
solutions, and a verifier, such as unit tests or majority voting, selects the correct one. This approach tackles
challenges in generating and identifying accurate solutions. The figure is adapted from (Brown et al., 2024).

samples, adhering to an exponential power law that defines an inference scaling law. Repeated sampling
proves particularly effective in amplifying weaker models, enabling them to outperform stronger models’
single-attempt performance while optimizing cost. However, the study also highlights limitations in
verification methods like majority voting and reward models, which fail to fully utilize the increased
coverage beyond a certain sample threshold. This work deepens the understanding of inference scaling
laws, focusing on sample count as a key axis for inference optimization, and provides practical guidelines
for balancing computational costs and performance in real-world deployments.

STILL-2 (Min et al., 2024) is a framework for reproducing slow-thinking reasoning systems like
OpenAI’s o1, using a three-phase training strategy: Imitate, Explore, and Self-Improve. As shown
in Figure 38, in the imitate phase, the model is fine-tuned with a small dataset of long-form thought
demonstrations, collected from open o1-like systems, to generate both detailed reasoning steps and final
solutions in a single response. In the explore phase, the model tackles challenging tasks by generating
multiple candidate solutions (rollouts) and identifying correct trajectories that lead to the ground truth,
thereby expanding its reasoning capacity. In the Self-Improve phase, the model uses these high-quality
trajectories to iteratively refine its reasoning abilities, leveraging supervised fine-tuning (SFT) and
direct preference optimization (DPO). The experiments, conducted on MATH-OAI, AIME, and GPQA
benchmarks, show that STILL-2 approaches the performance of industry-level systems with just 3,900
demonstration examples or 1,100 examples plus exploration. The study emphasizes the significance of
long-form thought data, especially for challenging tasks, and demonstrates that reasoning with slow-
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Figure 2: Across five tasks, we find that coverage (the fraction of problems solved by at least one generated sample)
increases as we scale the number of samples. Notably, using repeated sampling, we are able to increase the solve rate
of an open-source method from 15.9% to 56% on SWE-bench Lite.

our LLM with a software framework that provides the model with tools for navigating through
and editing codebases. In our work, we use the open-source Moatless Tools library [67]. Note that
solving a SWE-bench issue involves a back-and-forth exchange between the LLM and Moatless Tools.
One sample/attempt for this benchmark refers to one entire multi-turn trajectory. To minimize
costs, we restrict the number of attempts per issue to 250, with all attempts made independently of
one another.

We report our results in Figure 2. We also include the single-attempt performance of GPT-4o on
each task, as well the single-attempt state-of-the-art for SWE-bench Lite (CodeStory Aide [1] which
uses a combination of GPT-4o and Claude 3.5 Sonnet). Across all five tasks, we find that coverage
smoothly improves as the sample budget increases. When all LLMs are given a single attempt,
GPT-4o outperforms the Llama and DeepSeek models at every task. However, as the number of
samples increases, all three of the weaker models exceed GPT-4o’s single-attempt performance. In
the case of SWE-bench Lite, we solve 56% of problems, exceeding the single-attempt SOTA of 43%.

2.2 Repeated Sampling is Effective Across Model Sizes and Families

The results from Section 2.1 indicate that repeated sampling improves coverage. However, we only
show this trend for three recent, instruction-tuned models with 8B or more parameters. We now
show that these trends hold across other model sizes, families, and levels of post-training. We
expand our evaluation to include a broader set of models:

• Llama 3: Llama-3-8B, Llama-3-8B-Instruct, Llama-3-70B-Instruct.

• Gemma: Gemma-2B, Gemma-7B [52].

• Pythia: Pythia-70M through Pythia-12B (eight models in total) [9].

We restrict evaluation to the MATH and CodeContests datasets to minimize inference costs,
reporting results in Figure 3. Coverage increases across almost every model we test, with smaller
models showing some of the sharpest increases in coverage when repeated sampling is applied. On
CodeContests, the coverage of Gemma-2B increases by over 300x, from a pass@1 of 0.02% to a

5

Figure 37: The coverage, defined as the fraction of problems solved by at least one generated sample, increases as
the number of samples grows. The figure is adapted from (Brown et al., 2024).

employ these responses as demonstration data to fine-tune our base model. We find that this simple
strategy effectively elicits the slow-thinking capacities of LLMs and aligns with the desired output
format of both thought and solution. We carefully study how to construct the demonstration dataset
by mixing solutions from different domains or with varying levels of difficulty. Additionally, we
focus on tackling difficult problems for exploration. We employ simple search strategies to obtain
correct trajectories (i.e., those responses that lead to the ground-truth answers), which are difficult for
the fine-tuned model to obtain in a single rollout. Furthermore, we implement different strategies to
achieve self-improvements by either supervised fine-tuning and direct preference optimization. We
observe considerable improvements through such a refinement training method.

To compare our system with industry counterparts, we conduct evaluations on several benchmarks,
including MATH-OAI [19], AIME 5, and GPQA [20]. Experimental results show that when scaling
the demonstration instances to 3,900, our variant using distillation-based training even approaches
the performance of some industry-level systems. Furthermore, our exploration and self-improvement
approach also shows very promising results using only 1,100 distilled demonstration instances as
seed data.

2 Method

In this section, we provide a detailed introduction of our technical approach to implement o1-like
reasoning systems6. We denote the implemented system by STILL-2.
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Figure 1: An illustrative overview of our training pipeline for STILL-2.

2.1 Overview

In this work, we propose a three-phase training approach—imitate, explore, and self-improve—to
develop reasoning systems similar to o1. After training, the inference phase is also completed by a
single-pass text generation process, akin to prior prompt-based methods, with the key distinction that
the generated response includes both the reasoning process and the solution. Next, we detail each
phase below.

• Imitate: The core idea is that both the internal thought process and the final solution should
be generated in a single response. To achieve this, specific formatting tokens can be used
to guide the model in producing such outputs [21, 22]. We argue that a well-established
model, even with a small amount of long-form thought data, can easily adhere to o1-like
output formats. This process is fundamentally about following a prescribed format. The
key rationale is that, although the entire thought process may be complex, LLMs can

5https://huggingface.co/datasets/AI-MO/aimo-validation-amc
6Because the exact development of OpenAI’s o1 systems is not publicly known, in this paper, “o1-like” refers

to the reasoning systems that first conducts extensive reasoning process before producing the final solution.

3

Figure 38: The training pipeline of STILL-2 consists of three phases. In the imitate phase, the model is fine-tuned
on a small dataset of long-form reasoning demonstrations, enabling it to generate detailed steps and final solutions
in a single response. During the explore phase, the model tackles complex tasks by generating multiple candidate
solutions and identifying correct paths to the ground truth, enhancing its reasoning capabilities. Finally, in the
self-improve phase, the model iteratively refines its reasoning using high-quality trajectories through supervised
fine-tuning (SFT) and direct preference optimization (DPO). The figure is adapted from (Min et al., 2024).

thinking processes can generalize across domains. This aligns with inference scaling laws by showing how
high-quality data and iterative training enhance model performance even with limited initial resources.

MindStar (M*) (Kang et al., 2024) is a framework that enhances the reasoning abilities of LLMs
at inference time without fine-tuning. By treating reasoning tasks as search problems, M* employs a
Process-supervised Reward Model (PRM) to evaluate reasoning steps and integrates tree-based search
algorithms, such as Beam Search and Levin Tree Search (LevinTS), for structured exploration and
backtracking. Aligning with inference scaling laws, M* shifts computational resources from training
to inference, enabling smaller models like Llama-2-13B to achieve GPT-3.5-level performance with
200× lower computational costs. It improves reasoning performance by dynamically scaling the search
space, refining intermediate steps, and prioritizing promising paths. Experiments on GSM8K and MATH
datasets demonstrate that M* achieves significant accuracy gains by leveraging additional inference-time
computation, providing a resource-efficient approach for enhancing complex reasoning capabilities.



7 Evaluation

The o1-like model demonstrates strong reasoning capabilities in many benchmarks. Currently, evaluations
tend to focus on math or coding tasks, particularly those involving competitive-level problems due to their
high difficulty, as well as some PhD-level questions in the fields of science and engineering. In the future,
a set of evaluation metrics specifically designed to assess reasoning abilities may be introduced.

GPQA. The GPQA (Rein et al., 2023) dataset provides a challenging benchmark for evaluating reasoning
abilities, particularly in scientific domains such as physics, chemistry, and biology. It consists of graduate-
level multiple-choice questions carefully crafted by domain experts to test the limits of human and AI
performance. What makes GPQA unique is its difficulty: even experts with PhDs or those pursuing
advanced degrees in relevant fields achieve only 65% accuracy, which increases to 74% when accounting
for errors identified retrospectively. Highly skilled non-experts, despite having unrestricted access to the
internet, achieve a mere 34% accuracy. The dataset is also notably difficult for state-of-the-art AI systems
like GPT-4, which achieves only 39% accuracy, significantly above random chance (25%). This makes
GPQA an ideal testbed for evaluating large reasoning models. As the AI community continues to explore
advanced reasoning capabilities, datasets like GPQA will be crucial in assessing whether AI models can
handle tasks that are inherently difficult for both human experts and AI systems alike.

OlympiadBench. OlympiadBench (He et al., 2024a) offers a comprehensive and rigorous benchmark
for evaluating reasoning abilities, particularly in mathematics and physics, through a bilingual multi-
modal dataset. Comprising 8,476 challenging problems sourced from international Olympiads, Chinese
Olympiads, and the Chinese College Entrance Exam (GaoKao), OlympiadBench pushes the boundaries of
current AI models. Each problem is annotated with expert-level step-by-step reasoning, ensuring that the
dataset captures the full depth of problem-solving processes. Additionally, OlympiadBench addresses
a critical gap in existing benchmarks by incorporating multimodal reasoning, as many scientific tasks
require not just textual analysis but also an understanding of visual or geometric information. With its
rigorous design, OlympiadBench serves as an essential tool for assessing the true reasoning capabilities of
state-of-the-art AI models, helping to guide future advancements in artificial general intelligence.

Minerva. Minerva (Lewkowycz et al., 2022) introduces a benchmark specifically focused on testing
large language models in quantitative reasoning across various scientific domains, including mathematics,
physics, chemistry, and biology. The dataset contains over 200 undergraduate-level problems drawn from
MIT’s OpenCourseWare (OCW) and other technical sources, providing a broad spectrum of challenges
that require step-by-step reasoning and solution generation. Minerva pushes the boundaries of model
performance by testing the ability to solve complex, real-world scientific problems without relying on
external tools or solvers. The problems in Minerva involve not only natural language processing but
also the integration of formal mathematical language, such as equations and diagrams, to model accurate
problem-solving procedures. Minerva’s diverse and robust set of problems offers a comprehensive
platform for assessing how well AI systems can handle multi-step, quantitative reasoning tasks, providing
a critical measure for the development of future AI assistants in scientific and engineering fields.

GSM8K. GSM8K (Cobbe et al., 2021a) is a benchmark designed to evaluate the ability of language
models to perform multi-step mathematical reasoning at the grade school level. It consists of 8.5K high-
quality, linguistically diverse math word problems that cover a wide range of topics. Despite the simplicity
of the underlying math concepts, the dataset poses significant challenges due to its high linguistic diversity,
requiring models to demonstrate strong reasoning abilities in both interpreting natural language and
solving mathematical problems. GSM8K provides a valuable resource for advancing the development of
models capable of tackling elementary yet challenging quantitative reasoning tasks, serving as a key tool
for testing the reasoning and problem-solving abilities of AI systems.

MATH. The MATH dataset (Hendrycks et al., 2021) presents a challenging benchmark specifically
designed to evaluate the mathematical problem-solving abilities of machine learning models. Comprising
12,500 competition-level math problems from high school math competitions, MATH covers a broad range



of topics including algebra, geometry, combinatorics, and number theory. Each problem is accompanied
by a full step-by-step solution, enabling models to learn both the correct final answer and the reasoning
process behind it. The dataset is particularly valuable for testing models’ abilities to perform multi-step
reasoning and generate coherent explanations. MATH’s complexity, even for human experts, combined
with its large scale and focus on structured problem-solving, makes it an essential benchmark for pushing
the boundaries of AI’s reasoning capabilities, particularly in the realm of mathematics.

AIME. The American Invitational Mathematics Examination (AIME) (AI-MO, 2025) serves as a
prestigious benchmark for evaluating mathematical reasoning abilities, particularly for high school-level
problem-solving. It is originally a selective 15-question, 3-hour exam that is open to students who perform
in the top 5% of the AMC 12 exam (or top 2.5% of the AMC 10). The problems tested in the AIME
primarily focus on algebra, geometry, trigonometry, number theory, probability, and combinatorics, and
often require advanced problem-solving techniques not typically covered in standard high school curricula.
For large models, the AIME dataset serves as an important benchmark for evaluating their capabilities in
multi-step mathematical reasoning.

Codeforces. Codeforces (Mirzayanov, 2025) is a platform hosts regular programming contests, known
as "Codeforces Rounds," which challenge participants to solve algorithmic problems under time pressure.
The problems typically span a variety of topics in computer science, including graph theory, dynamic
programming, data structures, and number theory, requiring strong analytical and computational reasoning
skills. The Codeforces rating system, similar to the Elo system, evaluates contestants based on their
performance across these contests. With divisions for different skill levels (Div. 1, Div. 2, Div. 3, and
Div. 4), Codeforces offers a wide range of problems suitable for evaluating AI systems at various levels
of difficulty. This makes Codeforces an excellent resource for assessing the ability of large models to
solve algorithmic and coding problems, particularly those requiring multi-step, logical reasoning and
optimization strategies.

8 Analysis of Reasoning LLMs

This section analyzes the reasoning capabilities of large language models (LLMs) through a review of
recent studies that investigate this topic from multiple perspectives. It examines factors such as token
biases, reasoning step length, and the faithfulness of chain-of-thought (CoT) explanations, providing a
comprehensive evaluation of how reasoning impacts model alignment, safety, and generalization.

8.1 Reasoning Enables Safer Language Models

Guan et al. (2024) introduce deliberative alignment, a novel training paradigm that leverages LLMs’
reasoning capabilities to improve their safety. This approach trains models to explicitly recall and reason
through safety specifications before generating responses. When applied to OpenAI’s o-series models,
deliberative alignment enables the use of CoT reasoning to analyze user prompts, reference relevant policy
guidelines, and produce safer outputs. Experimental results demonstrate that o-series models aligned
through deliberative alignment achieve precise compliance with OpenAI’s safety policies without relying
on human-authored chain-of-thoughts or answers. Additionally, deliberative alignment advances the
Pareto frontier by strengthening resistance to jailbreak attempts, lowering overrefusal rates, and enhancing
generalization to out-of-distribution contexts. These outcomes underscore that reasoning over clearly
defined policies fosters more scalable, reliable, and transparent model alignment.

8.2 Run-Time Strategies for Enhancing o1

Nori et al. (2024) explore the efficacy of various classic run-time prompt strategies applied to OpenAI’s
o1, the reasoning-native model. Their study focuses on medical challenge problem benchmarks and
incorporates MedPrompt (Nori et al., 2023), a structured, multi-step prompting framework designed to
enhance the performance of LLMs on these benchmarks. Through systematic experiments, the authors
assess the o1-preview model across multiple medical benchmarks, both with and without the use of
MedPrompt. The findings are as follows. First, o1-preview significantly outperforms the GPT-4 series



with MedPrompt, even in the absence of advanced prompting techniques. Second, few-shot prompting
adversely impacts o1’s performance, suggesting that in-context learning may no longer be a viable
approach for reasoning-native models. Third, ensembling remains a feasible strategy but imposes high
resource demands, underscoring the need for careful cost-performance optimization. Finally, their
analysis identifies a Pareto frontier for run-time strategies: GPT-4o offers a cost-effective solution,
while o1-preview achieves state-of-the-art performance at a higher cost. Despite o1-preview’s superior
performance, GPT-4o retains its value in specific scenarios, especially when combined with strategies like
MedPrompt. These findings offer critical guidance for optimizing run-time strategies for reasoning models
in medical applications, emphasizing the trade-offs between performance, cost, and resource utilization.

8.3 CoT’s Primary Benefits in Mathematics and Symbolic Reasoning
Sprague et al. (2024) investigate the types of tasks where prompt-based CoT reasoning is most effective.
Through a quantitative meta-analysis of existing literature and their own experiments across various
models, datasets, and prompts, they find that CoT yields significant performance benefits primarily in tasks
involving math or logic, with only marginal improvements in other task types (see Figure 39). To further
understand CoT’s behavior, the authors decouple planning from execution and compare its performance
with that of tool-augmented LLMs. Their findings suggest that much of CoT’s advantage arises from
enhancing symbolic execution, yet it still falls short when compared to dedicated symbolic solvers. These
results highlight CoT as a powerful technique, but they also suggest that broader improvements in NLP
tasks will require moving beyond prompt-based CoT. Future research directions may include exploring
paradigms such as search-based approaches, interacting agent systems, or more effectively fine-tuned
models.
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ABSTRACT

Chain-of-thought (CoT) via prompting is the de facto method for eliciting reason-
ing capabilities from large language models (LLMs). But for what kinds of tasks
is this extra “thinking” really helpful? To analyze this, we conducted a quantitative
meta-analysis covering over 100 papers using CoT and ran our own evaluations of
20 datasets across 14 models. Our results show that CoT gives strong performance
benefits primarily on tasks involving math or logic, with much smaller gains on
other types of tasks. On MMLU, directly generating the answer without CoT leads
to almost identical accuracy as CoT unless the question or model’s response con-
tains an equals sign, indicating symbolic operations and reasoning. Following this
finding, we analyze the behavior of CoT on these problems by separating plan-
ning and execution and comparing against tool-augmented LLMs. Much of CoT’s
gain comes from improving symbolic execution, but it underperforms relative to
using a symbolic solver. Our results indicate that CoT can be applied selectively,
maintaining performance while saving inference costs. Furthermore, they suggest
a need to move beyond prompt-based CoT to new paradigms that better leverage
intermediate computation across the whole range of LLM applications1.

Figure 1: Left: meta-analysis of CoT literature; each point is a reported delta of CoT over direct
answering for some (LLM, task) pair. Right: average performance of using zero-shot CoT v.s. di-
rect answer prompts across five general reasoning categories, covering 20 datasets with 14 LLMs
evaluated on each. In both sets of results, math and other kinds of symbolic reasoning are the do-
mains that consistently see substantial improvements from CoT (red dotted line indicates the mean
improvement from CoT across experiments).

1Our code can be found at https://github.com/Zayne-sprague/To-CoT-or-not-to-CoT.
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Figure 39: Main results of Sprague et al. (2024). Left: A meta-analysis of Chain-of-Thought (CoT) literature
shows the reported performance improvement (delta) of CoT over direct answering for various (LLM, task) pairs.
Right: Average performance comparison between zero-shot CoT and direct answer prompts across five reasoning
categories, covering 20 datasets and 14 LLMs. Results indicate that math and symbolic reasoning consistently
benefit the most from CoT, with the red dotted line representing the average improvement across experiments. The
figure is adapted from Sprague et al. (2024).

8.4 Unveiling Token Bias: The Limits of Reasoning in LLMs
Jiang et al. (2024) introduce the concept of token bias: an LLM exhibits token bias in a reasoning task if
changes to some or all tokens in the task description (while maintaining the underlying logic) predictably
alter the model’s output (see Figure 40). To determine whether LLMs are capable of genuine reasoning
or if their performance is primarily driven by token biases, the authors propose a hypothesis-testing
framework. This framework outlines a set of hypotheses where token biases are readily identifiable,
with all null hypotheses assuming the genuine reasoning capabilities of LLMs. The authors conduct



experiments with a variety of commercial and open-sourced LLMs, and their statistical analysis suggests
that, while LLMs may perform well on classic problems, their success is largely driven by recognizing
superficial patterns influenced by strong token bias. This raises concerns about their true reasoning
and generalization capabilities. These findings suggest that chain-of-thought prompting and in-context
learning may not invoke genuine reasoning in LLMs. Instead, they may lead to semantic shortcuts
that superficially mimic the desired behavior. This highlights the need for further investigation into the
underlying mechanisms and limitations of LLMs, particularly with respect to their reasoning abilities.
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Abstract

This study introduces a hypothesis-testing
framework to assess whether large language
models (LLMs) possess genuine reasoning
abilities or primarily depend on token bias.
We go beyond evaluating LLMs on accuracy;
rather, we aim to investigate their token bias
in solving logical reasoning tasks. Specifi-
cally, we develop carefully controlled synthetic
datasets, featuring conjunction fallacy and syl-
logistic problems. Our framework outlines a
list of hypotheses where token biases are read-
ily identifiable, with all null hypotheses assum-
ing genuine reasoning capabilities of LLMs.
The findings in this study suggest, with sta-
tistical guarantee, that most LLMs still strug-
gle with logical reasoning. While they may
perform well on classic problems, their suc-
cess largely depends on recognizing superfi-
cial patterns with strong token bias, thereby
raising concerns about their actual reasoning
and generalization abilities. Codes and data
are open-sourced at https://github.com/bowen-
upenn/llm_token_bias.

1 Introduction

Large language models (LLMs) have achieved re-
markable progress in understanding and generating
human-like text, triggering growing interest in the
LLMs’ theory of minds (Kosinski, 2023; Jamali
et al., 2023; Bubeck et al., 2023) and decision-
making abilities (Lyu et al., 2023; Prasad et al.,
2023; Jiang et al., 2024a,b; Xie et al., 2024). How-
ever, there is ongoing debate about whether LLMs
possess genuine reasoning capabilities, as evidence
suggests that the performance of LLMs on reason-
ing tasks is correlated with how much the input’s se-
mantic content supports a correct logical inference
(Dasgupta et al., 2022; Li et al., 2023). Should valid
reasoning be applied, such a correlation would not
exist, since a genuine reasoner should be able to de-
rive the correct inference regardless of the context.

Figure 1: We illustrate token bias using the classic
"twenty-five horses" problem in graph theory. The top
two sub-figures, generated by GPT-4o for illustration
purposes only1, demonstrate the concept by altering
the name "horses" to "bunnies", irrelevant to the prob-
lem’s underlying logic. The bottom two sub-figures
show experimental results in GPT-4 and Claude, where
performance significantly drops due to perturbations in
animal names and numbers. In these plots, "Original"
refers to the unaltered "twenty-five horses" problem,
"random_animals" alters only the animal names, and
"random" alters both names and numbers. We observe
n12 > n21 with statistical significance, meaning that
there are more instances where the original problem is
solved correctly while the perturbed problem is solved
incorrectly, compared to the reverse. As a result, our
hypothesis testing confirms token bias in this scenario.

In this paper, we formalize this observation and
say that an LLM is subject to token bias in a reason-
ing task if systematic changes to some or all tokens
in the task descriptions - while keeping the under-
lying logic intact - allow us to predict the direction
of the shift in the model’s output. A strong token
bias suggests that the model is relying on su-
perficial patterns in the input rather than truly
understanding the underlying reasoning task.
This could lead to brittle performance that fails to
generalize well to novel examples and phrasings
encountered in the wild, which could differ from
the spurious patterns the model may have overfitted
to during training.
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Figure 40: Examples of the concept of token bias proposed in Jiang et al. (2024). The concept of token bias is
illustrated using the classic “twenty-five horses” problem in graph theory. The top sub-figures, generated by GPT-4o
for illustrative purposes, modify the term “horses” to “bunnies” to demonstrate that such changes do not impact the
problem’s underlying logic. The bottom sub-figures present experimental results from GPT-4 and Claude, revealing
a significant drop in performance when animal names or numbers are altered. “Original” refers to the unmodified
problem, while “random_animals” alters only the animal names, and “random” modifies both names and numbers.
Statistical analysis shows that n12 > n21, meaning there are more cases where the original problem is solved
correctly while the perturbed version is solved incorrectly, compared to the reverse. These findings confirm the
presence of token bias in this scenario. The figure is adapted from Jiang et al. (2024).

8.5 Latent Multi-Hop Reasoning in LLMs

Yang et al. (2024b) study the latent multi-hop reasoning abilities of LLMs using complex prompts such as
"The mother of the singer of ‘Superstition’ is." Latent multi-hop reasoning refers to an LLM’s ability to
implicitly connect multiple pieces of information across reasoning steps. For example, the model might
(1) internally identify a bridge entity (e.g., recognizing "the singer of ‘Superstition’" as Stevie Wonder)
and (2) leverage related knowledge (e.g., about Stevie Wonder’s mother) to complete the task, without
explicitly breaking down these intermediate steps. The authors analyze latent multi-hop reasoning by
testing two hops: (1) whether modifying the prompt to indirectly mention the bridge entity improves the
LLM’s recall of it, and (2) whether increased recall enhances the LLM’s ability to utilize knowledge about
the bridge entity. Their experiments with LLaMA-2 (Touvron et al., 2023) 7B, 13B, and 70B models
reveal compelling evidence of latent multi-hop reasoning for certain relation types, with the reasoning
pathway utilized in more than 80% of relevant prompts. However, the effectiveness varies by context.
Substantial evidence is found for the first hop, but the second hop and full multi-hop traversal show
moderate results. Additionally, larger models demonstrate improved performance on the first hop, but not
the second. These findings emphasize the need for further research to enhance latent multi-hop reasoning,
which is crucial for improving parameter efficiency, generalization, and controllability in LLMs.



8.6 The Impact of Reasoning Step Length
Jin et al. (2024) explore the correlation between the effectiveness of CoT and the length of reasoning
steps in prompts. The authors design several empirical experiments that manipulate the length of rationale
reasoning steps within CoT demonstrations, either expanding or compressing them, while keeping all
other factors constant (see Figure 41). They experiment with models such as GPT-3, GPT-3.5, and GPT-4,
and present the following key insights. First, lengthening reasoning steps in CoT prompts, even without
adding new information, improves LLM reasoning, while shortening them leads to reduced performance.
Second, even incorrect rationales can enhance outcomes if they maintain a sufficient inference length.
This suggests that the length of the reasoning chain is more crucial than its factual accuracy for effective
problem-solving. Third, the benefits of longer reasoning steps depend on task complexity, with more
complex tasks benefiting more from extended inference. These results offer actionable guidance for
optimizing CoT strategies, underscoring the importance of reasoning step length in tackling intricate NLP
challenges.

Think of word Read the question again Repeat State Self-Verification Make Equation

Q: A coin is heads up. Jeff does not flip the coin. Jen flips the coin. Giselle flips the coin. Noel does not flip the coin. Is the
coin still heads up? Note that ?flip? here means ?reverse?.

Based on this question, 
the stem of the sentence 
is coin, heads up, flip. 
Think coin: The coin is 
a ... Answer: Yes

The question is: Given 
that a coin is initially 
heads up and only Jen 
and Giselle flip it, is the 
coin ... Answer: Yes

The state of the coin 
from the beginning is 
heads up. Rachel does 
not flip the coin, this 
means ... Answer: Yes

The coin is a double 
sides coin. So the 
answer can only be 
''yes'' or ''no'' ... Answer: 
Yes

Let's represent Heads 
up = 1. Tails up = -1. 
We start with the coin 
as heads up, so we start 
with 1 ... Answer: 1

Reasoning Steps Expansion of CoT Rationales

Reasoning Steps Compression of CoT Rationales

Think coin: The coin is 
a ... Answer: Yes

Coin is initially heads 
up ... Answer: Yes

The state of the coin 
from the ... Answer: No

The answer are ''yes'' or 
''no'' ... Answer: Yes

Heads up = 1. Tails up 
= -1 ... Answer: -1

Figure 2: Increase the length of the thinking chain through the method in the figure, and compress the thinking
chain without losing information as much as possible.

This change was implemented because, unlike the
Few-shot CoT context, we cannot introduce addi-
tional reasoning steps in the example. By alter-
ing the initial prompt, we guide the LLM to en-
gage in more extensive thinking. This approach is
crucial as it enhances the model’s accuracy with-
out the need for incremental training or additional
example-driven adjustments typical in few-shot
CoT scenarios. This refined strategy ensures a
more comprehensive and detailed reasoning pro-
cess, thereby significantly improving the model’s
performance in zero-shot settings.

3.3 Analyzing Few-shot CoT

In this section, we aim to modify the reasoning
chains within CoT rationales, either by adding or
compressing reasoning steps. The goal is to exam-
ine how changes in reasoning structure influence
LLM decision-making. During rationale expansion,
we will avoid introducing any new task-relevant in-
formation. This isolates reasoning steps as the only
variable under study.

To this end, we plan to investigate the following
strategies to expand the reasoning steps for dif-
ferent LLM applications. There are usually fixed
patterns in the way people think about a problem,
for example, by repeating the question over and

over again to gain a deeper understanding, by cre-
ating mathematical equations to reduce the burden
on memory, by analyzing the meaning of words
in the question to help understand the topic, by
summarizing the current state to simplify the de-
scription of the topic. Based on the inspiration of
Zero-Shot-CoT and Auto-CoT, we expected the
process of CoT to become a standardized pattern,
and lead to the right result by restriction on the di-
rection of CoT thinking in the prompt section. The
core of our approach is to simulate the process of
human thinking and reshape the chain of thought.
We give five general prompt strategies in Table 6
in the Appendix.

• Think About The Word: This strategy is to ask
the model to interpret the word and rebuild the
knowledge base. Typically a word has multiple
different meanings, and the effect of this is to get
the model to think outside the box and reinterpret
the words in the problem based on the generated
interpretations. This process does not introduce
new information. In the prompt, we give exam-
ples of the words that the model is thinking about,
and the model automatically picks words for this
process based on the new question.

• Read the question again: Read the questions
repeatedly to reduce the interference of other

Figure 41: Different methods used to extend or compress the reasoning length in Jin et al. (2024). Use the approach
shown in the figure to extend the reasoning chain, and compress it to the greatest extent possible while retaining all
information. The figure is adapted from Jin et al. (2024).

8.7 Faithfulness of CoT Reasoning
Lanham et al. (2023) examine whether the reasoning presented in CoT explanations accurately reflects
the actual reasoning processes of LLMs. First, they evaluate post-hoc reasoning, where reasoning is
generated after the conclusion has already been determined, by truncating or introducing errors into
the CoT before the final answer. Their findings reveal significant variation in LLMs’ reliance on CoT
across tasks: some tasks exhibit no dependence on CoT, while others rely on it heavily. Interestingly,
post-hoc reasoning tends to worsen with more capable models, indicating that smaller models may be
more reliable for tasks requiring faithful reasoning. Second, they investigate whether CoT’s performance
gains stem from increased test-time computation. By replacing CoT with uninformative filler text, they
find no accuracy improvements, suggesting that test-time computation alone does not account for CoT’s
effectiveness. Third, they explore whether CoT encodes task-relevant information in ways inaccessible
to human interpretation. By substituting CoT with paraphrased versions, they observe no performance
degradation, indicating that the specific phrasing of CoT is not crucial to its success. In summary, these
findings highlight key challenges in CoT faithfulness and offer valuable methodologies for improving CoT
explanations, contributing to the development of systems with more transparent and reliable reasoning



processes.

Jordan is a hockey goalie. in the first period
of a garne, he blocked four shots. in the
second period, he blocked twice as many
shots. in the third peried, he blocked three
fewer than in the second period. When the
game ended after the fourth period, he had
blocked 21 sh ots in all. How man y did
J ord a n b l oc k i n t h e fo u r t h p e r io d ?

Question (𝑞)
Verbosity Identification

𝒗𝒆𝒓𝒃𝒐𝒔𝒊𝒕𝒚 𝒚𝒈 ≥ 𝟎

VARR

𝒗𝒆𝒓𝒃𝒐𝒔𝒊𝒕𝒚 𝒚𝒈 > 𝒗𝒆𝒓𝒃𝒐𝒔𝒊𝒕𝒚(𝒚𝒘)

VARR+

step 1. Candidate Sentence Selection step 2. Verbosity Evaluation

step 4. Supervised Fine-tuning w/o Redundant Reasoning Sentence

step 3. Delete Redundant Reasoning Sentence

Reasoning(𝑅)

Let F be the number of shots Jordan blocked in 
the fourth period. 

In the second period, he blocked 2 * 4 = 8<<24-
8>>8 shots. 
In the third period, he blocked 8 - 3=<<8-
3=5>>5 shots. 
In the whole game, he blocked 4 * 8 + 5 + F =
17 + F = 21 shots.
…

Candidate Redundant

Reasoning removed (𝑅′)

Reasoning(𝑅)

Let F be the number of shots Jordan blocked in 
the fourth period. 

In the second period, he blocked 2 * 4 = 8<<24-
8>>8 shots. 
In the third period, he blocked 8 - 3=<<8-
3=5>>5 shots. 
In the whole game, he blocked 4 * 8 + 5 + F =
17 + F = 21 shots.
…

Candidate Redundant

Reasoning removed (𝑅′)

Jordan is a hockey goalie. in the first period
of a garne, he blocked four shots. in the
second period, he blocked twice as many
shots. in the third peried, he blocked three
fewer than in the second period. When the
game ended after the fourth period, he had
blocked 21 sh ots in all. How man y did
J ord a n b l oc k i n t h e fo u r t h p e r io d ?

Question (𝑞)

24
Incorrect answer(𝒚𝒘)

4
Correct answer(𝒚𝒈)

4
Correct answer(𝒚𝒈)

𝒗𝒆𝒓𝒃𝒐𝒔𝒊𝒕𝒚 𝒚 = 𝐥𝐨𝐠
𝒑𝜽 𝒚 𝑹′, 𝒒)
𝒑𝜽 𝒚 𝑹, 𝒒)

Figure 2: Overview of our VARR/VARR+ framework. Initially, we select a candidate sentence from the beginning
of the rationale (Section 3). After removing the candidate sentence, we evaluate verbosity(yg) and verbosity(yw)
using Equations (5) and (9). If the candidate sentence meets the verbosity evaluation criteria, it is excluded in
subsequent training steps. The model then proceeds with training, where the redundant sentence is excluded from
the rationale.

tifying redundant reasoning sentences. Section 4.2
describes the integration of verbosity in the reduc-
tion process during CoT training. Subsequently,
Section 4.3 presents additional verbosity term by
incorporating the wrong answer to improve robust-
ness. Finally, Section 4.4 illustrates the overall
VARR framework.

4.1 Verbosity

To quantify the redundancy of the sentences for
removal, we first introduce a foundational concept
‘verbosity’. Given an input x, full rationale R, and
a reduced rationale R→ = {rj}j↑I\{i}, we measure
the verbosity of a sentence ri on y by measuring
the difference in Kullback–Leibler divergence (KL-
divergence) as follows:

verbosity(y) = DKL(q(y|x) → pω(y|R, x))

↑DKL(q(y|x) → pω(y|R→, x)),

(2)

where q(y|x) is the ground truth distribution. The
verbosity(y) highlights the informational contribu-
tion or redundancy of a rationale sentence ri on
answer y. Since q(y|x) is the form of the one-hot
vector (i.e., Dirac delta function), the verbosity(y)
can be computed as the log-likelihood ratio be-
tween R and R→ as follows:

verbosity(yg) = [Hq(pω(y|R, x))↑H(q(y|x))]

↑
[
Hq(pω(y|R→, x))↑H(q(y|x))

]

= Eq[↑ log P (y|R, x)]

+ Eq[log P (y|R→, x)]

= log

(
P (yg|R→, x)

P (yg|R, x)

)
,

(3)

where yg is the ground truth answer (i.e., q(yg|x) =
1). Hq(·) and H(·) denote the cross-entropy and
the entropy, respectively. Intuitvely, a higher value
of verbosity(yg) implies that the likelihood of the
model generating the ground truth answer increases
after removing ri, indicating that its removal is
beneficial.

4.2 Verbosity Identification in CoT Training
Given an input sequence, the CoT training (Nye
et al., 2021) aims to train LLMs to generate full
rationale, followed by the ground truth answer with
the following loss:

↑ log pω(yg, R|x). (4)

In each training step t, each sentence ri within R
is assessed with the following the equation:

verbosity(yg) ↓ 0. (5)

4

Figure 42: Overview of the VARR/VARR+ framework proposed in Jang et al. (2024). Initially, a candidate sentence
is selected from the beginning of the rationale. After removing the candidate sentence, verbosity is evaluated
for both verbosity(yg) and verbosity(yw). If the candidate sentence meets the verbosity evaluation criteria, it is
excluded from subsequent training steps. The model then continues training with the redundant sentence removed
from the rationale. The figure is adapted from Jang et al. (2024).

8.8 Controlling Reasoning Length in LLMs

Recent studies have highlighted the need for controlling reasoning length in LLMs, as issues like
overthinking, redundant computations, and excessive token usage contribute to inefficient resource
allocation and increased costs.

Chen et al. (2024d) tackle the problem of overthinking in reasoning-focused LLMs, where excessive
computational resources are allocated to simple tasks without proportional benefits. To address this,
the authors introduce efficiency metrics that assess resource usage from both outcome and process
perspectives. By leveraging a self-training framework (Zelikman et al., 2022; Ho et al., 2022), where
the model generates its own training data, they propose strategies such as length preference optimization
and response simplification to optimize reasoning processes. These strategies successfully balance
computational demands with performance, demonstrating significant reductions in computational overhead
while maintaining accuracy across various benchmarks, including GSM8K, MATH500, GPQA, and AIME.
This work offers promising solutions for intelligent resource scaling in reasoning tasks.

Jang et al. (2024) focus on reducing inference costs in LLM reasoning by eliminating redundant
intermediate reasoning sentences. The authors propose VARR, a sentence-level rationale reduction
framework based on a principled verbosity criterion (see Figure 42). VARR utilizes a likelihood-based
approach to identify and remove unnecessary reasoning sentences during training, retaining only essential
steps. This framework maintains reasoning integrity while minimizing the likelihood of generating
incorrect answers, effectively balancing efficiency and accuracy. In contrast to token-level methods,
VARR significantly reduces generation costs while preserving reasoning quality. Experimental results
show a substantial average cost reduction of 17.15% without sacrificing performance, highlighting the
importance of sentence-level rationale reduction for efficient reasoning.

Han et al. (2024) address inefficiencies in CoT reasoning caused by excessive token usage, which
increases computational costs. They propose TALE, a token-budget-aware reasoning framework that dy-
namically estimates token budgets based on task complexity. This approach guides the reasoning process,
effectively compressing unnecessary reasoning length while preserving performance. Experimental results
demonstrate that TALE reduces token redundancy by an average of 68.9%, with only a 5% reduction in
accuracy, offering a better balance between efficiency and performance across a range of LLMs.



9 Multi-modal Reasoning LLMs

Model or Framework Base Model Input Modality Pretraining
Data Scale

Fine-tuning
Data Scale Open-source

Insight-V (Dong et al., 2024) Qwen-2.5-7B Text/Image 558K 4M images ✓1

LLaVA-CoT-11B (Xu et al., 2024) Llama-3.2-11B-Vision-Instruct Text/Image - 99K ✓2

Sketchpad (Hu et al., 2024) GPT-4o Text/Image - - ✓3

ChartPaLI-5B (Carbune et al., 2024) PaLI-3 Text/Image(chart) 2.37M 544.9K ✗

SpatialVLM (Chen et al., 2024a) PaLM 2-E Text/Image(3d) - - ✓4

Chain-of-Table (Wang et al., 2024f) PaLM 2-S, Llama-2-17B-chat Text(table) - - ✓5

QVQ-72B-Preview (Team, 2024a) Qwen2-VL-72B Text/Image - - ✓6

1 https://github.com/dongyh20/Insight-V
2 https://github.com/PKU-YuanGroup/LLaVA-CoT
3 https://github.com/Yushi-Hu/VisualSketchpad

4 https://github.com/remyxai/VQASynth
5 https://github.com/google-research/chain-of-table
6 https://huggingface.co/Qwen/QVQ-72B-Preview

Table 7: An overview of emerging LLMs designed for multi-modal reasoning.

While current O1 models do not yet support multi-modal functions, future iterations hold significant
potential for integrating them. Therefore, in this section, we explore the emerging class of LLMs designed
for multi-modal reasoning, which can process and integrate information from various data modalities,
such as text, images, and audio. These models extend the capabilities of traditional LLMs by bridging the
gap between language understanding and sensory perception, enabling more advanced reasoning across
different forms of data. By incorporating the ability to process sensory inputs like images and audio
alongside text, these models could greatly enhance holistic reasoning, offering users a richer and more
comprehensive experience. An overview of these models is shown in Table 7.

(a) The data generation pipeline of Insight-V (Dong et al.,
2024). The reasoning data is created progressively using a
reasoning generator and is subsequently evaluated by a multi-
level assessment system to guarantee high-quality reasoning
data. The figure is borrowed from Dong et al. (2024).

(b) The multi-agent system of Insight-V (Dong et al., 2024).
The multi-agent system is based on the same underlying
model. Through task decomposition and personalized train-
ing, the reasoning process becomes better and the answers
become more rational. The figure is borrowed from Dong
et al. (2024).

Figure 43: The data generation pipeline and multi-agent system of Insight-V (Dong et al., 2024).

9.1 Insight-V

Insight-V (Dong et al., 2024) is a framework designed to enhance the multi-step visual reasoning
capabilities of MLLMs by constructing reliable multi-step reasoning data and developing a refined
training process. The authors propose the following techniques: (1) a flexible strategy for generating multi-
step reasoning data for complex multi-modal tasks, (2) a multi-agent system that divides task handling
processes into reasoning and summarization parts to enhance response quality, and (3) a two-stage training
process to better cultivate agents’ abilities. As shown in Figure 43a, the data generation pipeline utilizes
a progressive method to create formatted multi-step reasoning data with various reasoning paths and a
multi-level assessment system to evaluate the quality of the generated reasoning data and divide them

https://github.com/dongyh20/Insight-V
https://github.com/PKU-YuanGroup/LLaVA-CoT
https://github.com/Yushi-Hu/VisualSketchpad
https://github.com/remyxai/VQASynth
https://github.com/google-research/chain-of-table
https://huggingface.co/Qwen/QVQ-72B-Preview


into different datasets. As illustrated in Figure 43b, the multi-agent system employs a reasoning agent to
generate detailed reasoning steps and a summarization agent to extract core logic and generate concise
response. The two-stage training pipeline involves SFT of a base MLLM to develop the reasoning and
summarization agents, followed by iterative DPO to align the reasoning agent with human preferences.
The proposed techniques lead to significantly improved performance on complex multi-modal visual
reasoning benchmarks and effortlessly retains or elevates its performance on multi-modal perception
tasks.

Figure 44: The optimized inference process of LLaVA-CoT (Xu et al., 2024). The base model Llama-3.2-11B-
Vision-Instruct produces multiple errors during inference. In contrast, LLaVA-CoT ensures a strong logical chain
through a clearly defined, progressive inference process. The figure and caption are borrowed from Xu et al. (2024).

9.2 LLaVA-CoT-11B

LLaVA-CoT-11B (Xu et al., 2024) is a visual language model (VLM) designed for rigorous and accurate
visual reasoning. This work addresses the reasoning challenges faced by current VLMs, particularly
when dealing with complex visual question-answering tasks. The authors enhance progressive reasoning
in the model through SFT, enabling the generation of four distinct reasoning stages: summarization,
interpretation, reasoning, and conclusion. This enables VLMs to significantly improve precision in
tasks requiring rigorous reasoning. As shown in Figure 44, each stage is tagged (e.g., <SUMMARY>)
to ensure clarity and structure, promoting organized thinking as opposed to traditional freeform CoT
reasoning. The authors construct the LLaVA-CoT-100k dataset, which includes visual question-answering
data from various sources, with structured inference tags. Furthermore, they introduce inference-time
stage-level beam search, as shown in Figure 45. This method optimizes reasoning quality and scalability
by selecting the best candidate at each stage, facilitating efficient time scaling during inference. It is
noteworthy that with only 100k training samples and a straightforward but powerful method for inference
scaling, LLaVA-CoT-11B achieves a 7.4% performance improvement over its base model across a range
of multi-modal reasoning benchmarks. It also outperforms larger models, including closed-source ones
like Gemini-1.5-pro (Team et al., 2024a), and Llama-3.2-90B-Vision-Instruct (Grattafiori et al., 2024).

9.3 Sketchpad

Sketchpad (Hu et al., 2024) is a framework designed to enhance the multi-step multi-modality reasoning
process by inserting image processing behaviors in the inference phase. The authors introduce this
technique to remedy the shortcomings of current CoT and tool-use paradigms, which rely solely on
text during intermediate reasoning stages. Unlike prior works where language models (LMs) generate



Figure 45: Stage-level beam search method in LLaVA-CoT (Xu et al., 2024). The Best-of-N search is applied
at the response level, while the Sentence-level Beam Search operates at the sentence level. The newly proposed
Stage-level Beam Search is executed at each reasoning phase, such as summary and reasoning, choosing a more
rational granularity and achieving the best performance. The figure is borrowed from Xu et al. (2024).

Figure 46: Example of applying Sketchpad (Hu et al., 2024). The agent generates a sketching plan based on a
multi-modal query (Thought), and then activates a program to generate intermediate sketches (Action). Through the
analysis of the sketches (Observation), the model crafts a comprehensive and final response to the query. The figure
is borrowed from Hu et al. (2024).

images via text-to-image models, the authors equip LMs with the ability to draw lines, boxes, marks,
etc., mimicking human sketching and thus improving the reasoning process. An example of applying
Sketchpad is shown in Figure 46. Additionally, to improve visual perception and reasoning, Sketchpad
leverages specialized vision models to optimize its sketching process (e.g., using object detection models
to draw bounding boxes and segmentation models to create masks). Evaluation experiments for this work
were conducted on several kinds of benchmark datasets, covering topics such as geometry, functions,
graphs, chess, and challenging visual reasoning tasks. Compared to powerful baseline models without
applying proposed technique, Sketchpad significantly boosts performance across all tasks. Specifically, it
improves average performance on math tasks by 12.7% and visual tasks by 8.6%. Using the proposed
technique, GPT-4o achieves the best performance across all benchmarks, such as V*Bench (Wu and Xie,
2023) with a score of 80.3%, and visual correspondence at 80.8%.

9.4 ChartPaLI-5B

ChartPaLI-5B (Carbune et al., 2024) is a MLLM based on PaLI3-5B (Chen et al., 2023b) designed to
improve the chart-related reasoning abilities of VLMs. To narrow the reasoning ability gap between
smaller VLMs and LLMs, the authors propose a method to transfer knowledge from LLMs. First, they
adopt the improved chart-to-table conversion (Liu et al., 2023) and use this refined chart representation to
undergo pre-training. Then, they construct a dataset that is 20 times larger than the original training set.
Following that, the authors design reasoning steps with table representations of charts to strengthen both
reasoning and numerical capabilities. Finally, they fine-tune the model using a multitask loss (Hsieh et al.,
2023) on the constructed datasets. These datasets contains reasoning steps generated by more powerful



LLMs, enabling the transfer of reasoning abilities. ChartPaLI-5B achieves state-of-the-art performance on
ChartQA and significantly improves performance on PlotQA and FigureQA. Moreover, even without an
upstream OCR system, ChartPaLI-5B surpasses much larger models like PaLIX-55B while maintaining
similar inference times as its base model PaLI3-5B. Additionally, by adopting a straightforward program-
of-thought prompt (Chen et al., 2023a) to refine the logic chain, ChartPaLI-5B even outperforms the
recently released Gemini Ultra and GPT-4V.

Figure 47: The data synthesis pipeline in SpatialVLM (Chen et al., 2024a). The authors leverage CLIP (Radford
et al., 2021) to eliminate irrelevant images, keeping only scene-level photos. Pre-trained expert models are applied
to large-scale internet images for object-centric segmentation, depth estimation, and caption generation. They
convert 2D images into 3D point clouds, enabling the extraction of properties like 3D bounding boxes through
shape analysis. To reduce ambiguity, object captions are clustered based on CLIP similarity scores. Finally, millions
of spatial queries and their corresponding answers are generated by combining object descriptions with extracted
spatial attributes. The figure is borrowed from Chen et al. (2024a).

9.5 SpatialVLM

SpatialVLM (Chen et al., 2024a) is a framework designed to enhance the spatial understanding and
reasoning capabilities of VLMs by leveraging out-of-the-box vision models to generate spatial annotations
on the training data. This work tackles the difficulties encountered by VLMs in spatial comprehension and
reasoning, particularly in tasks involving the interpretation of numerical relationships between physical
entities, such as variations in size and spatial distance. The authors suggest that this limitation arises from
the lack of annotation of spatial information in the training data. The proposed solution is to enhance
VLMs by training them on a large-scale spatial reasoning dataset. First, they develop an automated
framework for generating visual question answering (VQA) data with rich spatial information annotations.
As shown in Figure 47, by integrating techniques such as region captioning and segmentation, this
framework annotates real-world data at scale and formats it for training VLMs on diverse tasks. With
this framework and 10 million real-world images, they finally gain 2 billion VQA examples. Next, they
explore several key factors in the training process, such as model architecture and data quality, trying
to develop an optimized training mechanism. The natural language interface of a powerful VLM using
SpatialVLM can support complex spatial reasoning by facilitating a CoT process, making it efficient
for tackling sophisticated spatial problems. It also enables the model to serve as an open-vocabulary
reward annotator for tasks involving rearrangement. Training a VLM on the dataset created using the
proposed techniques improves the model’s qualitative and quantitative spatial understanding and reasoning
capabilities, enabling it to achieve significant performance improvements on related tasks. VLMs applying
this technique can further carry out more complex spatial perception applications , thanks to their abilities
to make quantitative estimations.



Figure 48: Overview of Chain-of-Table (Wang et al., 2024f). When faced with a complex table where a cyclist’s
name and nationality share a single cell, (a) fails to provide the correct answer due to complexity, while (b) uses
programmatic approaches like SQL queries but struggles to accurately parse the information. In contrast, (c)
employs a step-by-step process to transform the table into a simplified, question-specific format, enabling the LLM
to deduce the correct answer effectively. The figure is borrowed from Wang et al. (2024f).

9.6 Chain-of-Table

Chain-of-Table (Wang et al., 2024f) is a framework designed to improve the reasoning abilities of LLMs
when working with table-based data. While CoT and similar methods integrate reasoning processes
as textual context, effectively incorporating tabular data into this reasoning chain remains a challenge.
Table-based reasoning involves extracting semantics from unstructured questions and partially structured
tabular information, which differs from conventional reasoning tasks. The authors propose a method that
directly utilizes tabular data in the intermediate steps of the reasoning chain, carrying out progressive
reasoning through tabular operations, thereby forming a chain of intermediate tables. Figure 48 illustrates
the difference between Chain-of-Table and traditional reasoning methods. The authors employ in-context
learning to teach the model to use table operations (e.g., adding columns, filtering rows, or grouping) step
by step to refine or simplify the table. This enables LLMs to dynamically plan each subsequent action
based on the intermediary tables in the operation history. Such a process better utilizes the semantics
of the table that is continuously optimized during reasoning. Chain-of-Table sets a new benchmark in
performance on the WikiTQ (Pasupat and Liang, 2015), FeTaQA (Nan et al., 2022), and TabFact (Chen
et al., 2020) datasets.

9.7 QVQ-72B-Preview

QVQ-72B-Preview (Team, 2024a) is a MLLM built upon Qwen2-VL-72B (Wang et al., 2024c), designed
to enhance visual reasoning capabilities through step-by-step reasoning. It aims to improve LLMs’
cognitive abilities by incorporating visual understanding. However, few technical details are currently
available. The team mainly presents evaluation results and discusses the model’s limitations. QVQ-72B-
Preview has achieved impressive results across several benchmarks, including an outstanding 70.3% on the
MMMU benchmark, demonstrating QVQ’s strong ability in multi-domain reasoning and comprehension.
The model’s substantial improvements on MathVision (Wang et al., 2024a) highlight its advancements
in mathematical problem-solving. OlympiadBench (He et al., 2024b) further showcases its enhanced



capability to address complex challenges. Despite these achievements, the model has several limitations.
For instance, it may mix languages or enter recursive reasoning loops, affecting response clarity and
conciseness. Although it has made advancements in visual reasoning, it struggles with multi-step
reasoning, occasionally hallucinating or losing focus, and does not outperform Qwen2-VL-72B in basic
recognition tasks. Additionally, the model is limited to single-round dialogues and image outputs, with no
support for video inputs.

10 Conclusion

In this survey, we presented a view of reasoning LLMs by focusing on dataset construction, supervised
fine-tuning, reinforcement learning, and advanced inference strategies (chain-of-thought and automated
critiques) through the lens of OpenAI’s o1 model. Despite the progress, several challenges exist. Formal
verification and robust error detection are necessary to improve the interpretability and trustworthiness
of reasoning trace. Reliance on purely text-based logic necessitates neuro-symbolic frameworks that
combine continuous embeddings with external symbolic manipulators for advanced mathematics, proofs,
or legal argumentation. Beyond the targeted fine-tuning in math or coding, real-world applications demand
broader domain adaptation and multi-modal reasoning, integrating signals from text, vision, audio, and
beyond. The transition of LLMs from mere next-token predictors to structured reasoners is under way,
and while o1 showcases the promise of today’s solutions, forging robust, trustworthy, and multi-modal
reasoning engines necessitates substantial future works.
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