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Abstract

Growing evidence suggests that synaptic weights in the brain follow heavy-tailed
distributions, yet most theoretical analyses of recurrent neural networks (RNNs)
assume Gaussian connectivity. We systematically study the activity of RNNs with
random weights drawn from biologically plausible Lévy alpha-stable distributions.
While mean-field theory for the infinite system predicts that the quiescent state is
always unstable—implying ubiquitous chaos—our finite-size analysis reveals a
sharp transition between quiescent and chaotic dynamics. We theoretically predict
the gain at which the finite system transitions from quiescent to chaotic dynamics,
and validate it through simulations. Compared to Gaussian networks, finite heavy-
tailed RNNs exhibit a broader gain regime near the edge of chaos, namely, a slow
transition to chaos. However, this robustness comes with a tradeoff: heavier tails
reduce the Lyapunov dimension of the attractor, indicating lower effective dimen-
sionality. Our results reveal a biologically aligned tradeoff between the robustness
of dynamics near the edge of chaos and the richness of high-dimensional neural
activity. By analytically characterizing the transition point in finite-size networks—
where mean-field theory breaks down—we provide a tractable framework for
understanding dynamics in realistically sized, heavy-tailed neural circuits.*

1 Introduction

Advances in connectomics yield increasingly detailed wiring diagrams of neural circuits across
species and brain regions [Dorkenwald et al., 2024, The MICrONS Consortium, 2025]. This progress
raises fundamental questions: what structural principles govern neural circuits, and how do they
support the brain’s remarkable computational power? One such prominent structural feature is the
presence of heavy-tailed [Foss et al., 2011] synaptic weight distributions, consistently observed across
the mammalian cortex [Song et al., 2005, Lefort et al., 2009, Dorkenwald et al., 2022], mammalian
hippocampus [Ikegaya et al., 2013], and even in the Drosophila central brain [Scheffer et al., 2020].
Notably, this feature stands in sharp contrast to the Gaussian weight assumptions that dominate
theoretical neuroscience studies and light-tailed distributions utilized in the standard initialization
schemes in modern artificial neural networks [LeCun et al., 2002, Glorot and Bengio, 2010, He et al.,
2015]. One way to formally model heavy tails is with the family of Lévy α-stable distributions
[Feller, 1971, Borak et al., 2005], which emerges as a natural generalization of the familiar Gaussian
distribution (α = 2) via the generalized central limit theorem. The family is parameterized by a
stability index α, where smaller values of α correspond to heavier tails. For α < 2, these distributions
feature heavy, power-law tails. Similarly to experimentally measured synaptic weights, samples
generated from such distributions consistently contain large outliers that dominate many sample
statistics. As we show in this paper, this can strongly affect neural dynamics.

*The codebase is publicly available at https://github.com/AllenInstitute/HeavyRNN_public.
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One key phenomenon studied in theoretical neuroscience and machine learning is the transition to
chaos, which has long been hypothesized to support optimal information flow and computational
capacity at the so-called edge of chaos in a wide variety of randomly initialized neural networks.
This encompasses recurrent neural networks (RNNs) [Bertschinger et al., 2004, Legenstein and
Maass, 2007, Toyoizumi and Abbott, 2011, Schuecker et al., 2018] and feedforward neural networks
[Schoenholz et al., 2016, Poole et al., 2016]. In particular, Schoenholz et al. [2016] shows that the
trainability of deep networks depends on initializing near the edge of chaos: the farther from this
critical regime, the shallower a network must be to remain trainable. Similarly, Bertschinger et al.
[2004] shows that only near the edge of chaos can RNNs perform complex computations on time
series.

In the context of feedforward networks, this effect can be understood in terms of the neural network
Gaussian process kernel [Neal, 1996]: outside of the critical point, analogous to the edge of chaos
in RNNs, a trivial fixed point with kernel constant almost everywhere is approached exponentially
fast, limiting the effective depth of information propagation and network trainability [Schoenholz
et al., 2016, Lee et al., 2017]. The transition between chaotic and non-chaotic dynamics in RNNs is
often discussed in terms of eigenvalues of the weight matrix [Rajan and Abbott, 2006, Aljadeff et al.,
2015]. According to the circular law [Girko, 1985, Tao et al., 2010], its eigenvalues are bounded in
a circle of radius proportional to the standard deviation of the distribution of weight entries. If the
standard deviation is large enough, some eigenvalues fall outside of the unit circle and the quiescent
state becomes unstable, paving the way for chaos to emerge. In contrast to random matrices with
light-tailed elements, random matrices with α-stable entries feature an unbounded limiting density
of eigenvalues [Bordenave et al., 2011]. In infinite networks, this can lead to the lack of transition
between quiescent and chaotic states, with any perturbation ultimately expanding in a chaotic manner
[Kuśmierz et al., 2020].

Understanding the computational implications of heavy-tailed recurrent connectivity is especially
timely as RNNs have become central to neuroscience modeling. They are used to reproduce latent
trajectories from neural recordings [Sussillo and Abbott, 2009, Rajan et al., 2016, Pandarinath et al.,
2018, Keshtkaran et al., 2022], to simulate circuit mechanisms of cognitive tasks [Yang et al., 2019,
Driscoll et al., 2024], and to complement experiments through hypothesis generation [Pinto et al.,
2019, Pagan et al., 2025]. In NeuroAI, RNNs have been embedded into deep reinforcement learning
agents to recapitulate biological navigation codes of grid cells [Banino et al., 2018]. Yet, despite
their prevalence, theoretical understanding of RNNs with biologically realistic, heavy-tailed weights
remains limited.

To that end, the contribution of this paper is four-fold:

• We reveal that finite-size heavy-tailed RNNs exhibit a sharp transition from quiescence to
chaos, in contrast to the mean-field prediction of ubiquitous chaos in infinite networks with
tanh-like activation functions [Kuśmierz et al., 2020].

• We derive theoretical predictions for the critical gain at which this transition occurs as a
function of network size, and validate them through simulations.

• We show numerically that heavier-tailed RNNs exhibit a slower transition to chaos, sustain-
ing edge-of-chaos dynamics over a broader gain regime and offering greater robustness to
gain variation; we show this can translate to improved information processing, as evidenced
by the superior performance of heavy-tailed RNNs on a simple reservoir-computing task.

• We quantify attractor dimensionality as a function of tail heaviness, uncovering a tradeoff
between robustness and dynamical complexity: heavier tails compress activity onto lower-
dimensional manifolds.

2 Related Works

In his seminal work, Neal [1996] examined Bayesian inference in neural networks and demonstrated
that, in the infinite-width limit, shallow feedforward networks with standard Gaussian weight initial-
izations converge to Gaussian processes. He noted that this convergence breaks down when weights
are drawn from Lévy α-stable distributions, hypothesizing that such heavy-tailed initializations give
rise to a richer class of priors beyond the representational capacity of Gaussian process kernels. This
insight has since been extended and formalized by a recent series of theoretical works that rigorously
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characterize the infinite-width limit of feedforward networks, showing convergence to α-stable pro-
cesses [Favaro et al., 2020, Jung et al., 2021, Bordino et al., 2023, Favaro et al., 2023]. Additionally,
in [Favaro et al., 2024], the training dynamics of shallow feedforward networks with heavy-tailed
distributions of weights are characterized through the neural tangent kernel [Jacot et al., 2018]. While
these studies focus on feedforward architectures, our work complements them by uncovering and
characterizing a distinct transition in heavy-tailed feedforward networks via an annealed analysis, an
effect not previously reported. We then extend this investigation to recurrent networks.

The critical behavior of heavy-tailed networks has also been examined in both RNNs and feedforward
settings. Wardak and Gong [2022] report an extended critical regime in heavy-tailed RNNs, while Qu
et al. [2022] demonstrate that a similar extended critical regime emerges in heavy-tailed feedforward
neural networks, with training via stochastic gradient descent being most efficient in the region of
the parameter space corresponding to the critical regime. Our findings are consistent with these
observations and advance them by: (a) explaining the extended critical regime in terms of the
behavior of the maximal Lyapunov exponent, (b) showing that the location of the transition depends
on the network size, and (c) identifying a tradeoff between the size of the critical regime and the
dimensionality of the neural manifold in the critical regime.

Additionally, a mean-field theory of Cauchy RNNs (i.e., with weights following a Lévy α-stable
distribution where α = 1), is presented in Kuśmierz et al. [2020]. Specifically, they show that Cauchy
RNNs with a binary activation function exhibit transition to chaos and generate scale-free avalanches,
similarly observed in biological neural recordings [Beggs and Plenz, 2003] and often presented as
evidence supporting the critical brain hypothesis [Muñoz, 2018]. Notably, Kuśmierz et al. [2020]
note that Cauchy networks with a wide class of activation functions, including tanh studied in our
work, are always chaotic in the infinite-size limit, and, as such, do not exhibit a transition to chaos. In
contrast, our results reveal that this observation is no longer true in the finite networks, highlighting
the importance of finite-size effects.

Finally, our work complements recent studies on brain-like learning with exponentiated gradients
[Cornford et al., 2024], which showed that such updates naturally give rise to log-normal connectivity
distributions. Within this broader context, our results offer a theoretical perspective that elucidates
the dynamical consequences of these heavy-tailed structures.

3 Methods

3.1 Setup of recurrent neural network

We study recurrent neural networks that evolve in discrete time according to the update rule

xi(t+ 1) = ϕ

 N∑
j=1

Wijxj(t) + Ii(t)

 , (1)

where ϕ = tanh is the activation function, Ii(t) is the external input to neuron i at time t, and N is
the number of neurons. The synaptic weights Wij are independently drawn from a symmetric Lévy
α-stable distribution [Feller, 1971, Borak et al., 2005], i.e. Wij ∼ Lα(σ) with characteristic function

ϕLα(σ)(k) = exp (−|σk|α) , (2)

and with scale parameter σ = g/N1/α, where the gain g acts as the control parameter in our analysis.
The stability parameter α ∈ (0, 2] affects the tails of the distribution. For α < 2, the corresponding
density function features heavy, power-law tails, i.e. ρLα(σ)(x) ∝ |x|−1−α when |x| ≫ 1. The
remaining case of α = 2 corresponds to the familiar Gaussian distribution with light tails.

We perform analyses on both autonomous (zero-input) and stimulus-driven RNNs. In the latter case
(see Appendix E), inputs at each time step are sampled i.i.d. from a Gaussian distribution with zero
mean and variance 0.01. This enables us to study how stochastic drive interacts with heavy-tailed
synaptic weight distributions to modulate network stability.

3.2 Setup of feedforward networks

Although the weight matrix remains fixed during RNN evolution, in our mathematical analysis, we
assume that Wij is redrawn at each time step. With such an annealed approximation [Derrida and
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Pomeau, 1986], evolving the RNN for T steps effectively corresponds to passing an input (initial
condition) through a feedforward network of T layers. In this case, we can reformulate the update
equation (1) as

x
(t+1)
i = ϕ

 Nt∑
j=1

W
(t)
ij x

(t)
j + I

(t)
i

 , (3)

where W
(t)
ij is the Nt+1 × Nt weight matrix at layer t. In this case, the initial condition x

(0)
i is

interpreted as the input, and activity at t = T as the output of a T -layer network. Additional inputs
could also be passed directly to each layer via I

(t)
i . Note that we assumed that each layer may have a

different width Nt. The case when ∀tNt = N corresponds to the annealed approximation of (1). We
use ⟨·⟩X to denote the expected value with respect to a random variable X .

3.3 Computation of Lyapunov exponents

To quantify the dynamical stability of RNNs, we compute their Lyapunov exponents across a range of
weight scales (gains) g. This also provides an estimate of the maximum Lyapunov exponent (MLE,
λmax), which measures the average exponential rate at which nearby trajectories diverge in phase
space. A positive λmax indicates chaotic dynamics, while a negative value implies convergence to a
stable fixed point or limit cycle. When λmax ≈ 0, the system operates at the edge of chaos, a critical
regime where perturbations neither grow nor decay rapidly.

We adopt the standard QR-based algorithm [Von Bremen et al., 1997] described in Vogt et al. [2022]
(detailed in Appendix C) to compute the Lyapunov spectrum. For each input sequence, we track
how infinitesimal perturbations evolve under the hidden-state Jacobians. These perturbations are
orthonormalized via QR decomposition at each step, and the logarithms of the diagonal entries of the
R matrix are accumulated to estimate the exponents. To avoid transient effects, we include a short
warmup period during which the network state evolves but Lyapunov exponents are not accumulated.
The MLE is then averaged over multiple random input sequences to obtain a robust estimate.

3.4 Participation ratio and Lyapunov dimension

Two notions of dimensionality We analyze the dimensionality of RNN dynamics from two
complementary perspectives. The first, based on Lyapunov exponents, quantifies how many directions
exhibit local expansion under small perturbations; this is captured by the Lyapunov (Kaplan–Yorke)
dimension DKY, derived from the leading part of the Lyapunov spectrum. The second, based on
the participation ratio (PR), measures how many orthogonal directions the network activity spans
at steady state, using second-order statistics of the hidden states. Intuitively, PR is a linear method
that approximates the manifold by an ellipsoid, and as such it may significantly overestimate the
dimensionality of a highly nonlinear manifold. In contrast, DKY is a nonlinear measure that, for
typical systems, correctly estimates the information (fractal) dimension of a chaotic attractor [Ott,
2002].

Lyapunov dimension To measure intrinsic dynamical complexity, we compute the full Lyapunov
spectrum using the standard QR method (see Section 3.3). Let λ1 ≥ λ2 ≥ · · · ≥ λN be the ordered
Lyapunov exponents. Define k as the largest index such that

∑k
i=1 λi ≥ 0. Then the Lyapunov

dimension [Frederickson et al., 1983, Farmer et al., 1983, Ott, 2002] is defined as:

DKY := k +

∑k
i=1 λi

|λk+1|
. (4)

Near the edge of chaos, all positive Lyapunov exponents are close to 0 and perturbations along the
corresponding directions expand with slow timescales. As a result, in this regime, a higher DKY

indicates that the system evolves on a higher-dimensional slow manifold [Krishnamurthy et al.,
2022], with more modes contributing to long-term variability and slow divergence–implying a greater
capacity to support rich, temporally extended computations. We track all orthogonal directions and
update them with QR decomposition at each step after a fixed warmup. We examine how DKY

evolves with gain g across all dynamical regimes.
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Participation ratio Let x(t)∈RN be the hidden state of the RNN at time t, recorded over the final
K steps of a length-T trajectory at fixed gain g with K > N , after discarding the initial T − K

warmup steps. We compute the empirical covariance matrix S = 1
T−1

∑T
t=1

(
x(t) − x̄

)(
x(t) − x̄

)⊤
,

where x̄ = 1
T

∑T
t=1 x

(t). Let λ̃ denote the eigenvalues of S. The participation ratio is defined as
[Kramer and MacKinnon, 1993, Gao et al., 2017, Recanatesi et al., 2022]:

PR :=

(∑
i λ̃i

)2

∑
i λ̃

2
i

. (5)

PR ranges from 1 (all variance in one mode) to N (uniform variance), and quantifies how many
orthogonal directions carry substantial variance regardless of stability. It has been widely used to
characterize neural dimensionality in biological and artificial circuits [Gao et al., 2017, Recanatesi
et al., 2022]. We compute PR across all types of regimes for the post-warmup steady-state trajectories.

4 Results

4.1 Finite heavy-tailed networks exhibit a predictable quiescent-to-chaotic transition

4.1.1 Information propagation in feedforward networks

We study networks without external inputs (I(t) = 0). Since ϕ(0) = 0, the quiescent state is a fixed
point of both (1) and (3). In our mathematical derivation, we focus on the simpler case of annealed
dynamics. To study the stability of the quiescent state, we expand (3) around x(t) = 0 and obtain a
linear equation

ε(t+1) = W (t)ε(t) (6)

where we used ϕ′(0) = 1. Since sequences of weights at successive layers are generated i.i.d., (6)
corresponds to the Kesten process [Kesten, 1973]. When t→∞, the Kesten process may either
converge to a limiting distribution or diverge. In our case, the width of the distribution of entries of
W (t) acts as a parameter that controls the transition between these two qualitatively distinct behaviors.

A detailed analysis in Appendix A shows that the critical width of the distribution is given by

g∗ = exp (−⟨ΞN,α⟩) (7a)

ΞN,α =
1

α
ln

 1

N

N∑
j=1

|zj |α
 (7b)

with zj ∼ Lα(1). Let us first show that this formula is consistent with the known results in the
Gaussian case. Noting that in our notation for α = 2 we have ⟨z2⟩ = 2, we can take the limit
N → ∞ and obtain ΞN→∞,2 = ln

√
2. This leads to g∗ = 1/

√
2 and L2(g

∗) ∼ N (0, 1). Hence,
we recover the well-known transition at ⟨W 2

ij⟩ = 1/N [Sompolinsky et al., 1988, Molgedey et al.,
1992, Toyoizumi and Abbott, 2011]. Our formula, however, is more general and applies to any finite
width of the network. It predicts that g∗, for any fixed α, is a decreasing function of N (Fig. 1A). In
the Gaussian case, it quickly reaches its asymptotic value consistent with the mean-field prediction.
In heavy-tailed networks, however, the decay is slow and is clearly visible across four orders of
magnitude shown in Fig. 1A. Our theory predicts that this decay is logarithmic with an α-dependent
exponent, i.e., g∗ ∝ 1/(lnN)1/α for α < 2, see Appendix B for the derivation.

We also confirm our theoretical predictions in simulations, by passing a random initial vector through
T = 100 steps (layers) of a linearized network with weights redrawn at each step from a fixed
distribution. We fix α = 1 and vary g. Below (above) the transition, we expect the components of
the final state to be close to (far from) zero with high probability. Thus, we construct a simple order
parameter f<ϵ defined as the number of components of the final state ε(T ) that are within ϵ from
0. As shown in Fig. 1B, the network goes through a sharp transition between f<ϵ = 1 and f<ϵ = 0,
and the location of the transition is consistent with our theoretical prediction. The transition is rather
sharp even for small networks (Fig. 1C, N = 100), and is expected to become even sharper with
increasing number of steps T . Our theoretical result becomes exact in the limit of T →∞.
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Figure 1: (A): Transition point g∗ predicted by our theory as a function of network size for various
α. The transition point of Gaussian networks rapidly converges to the mean-field limit (dashed
line). In contrast, the transition point of heavy-tailed networks decays slowly towards zero. (B): The
fraction of small (ϵ = 0.1) final state components in linear networks with α = 1 and N = 3000
evolved for T = 100 steps from random initial conditions as a function of g. In the annealed case,
we observe a sharp transition at the location predicted by the theory. In the quenched case, each
individual realization exhibits a sharp transition (thin blue lines), but its location varies between
different realizations of the weight matrix. Thus, when averaged over the realizations (thick blue
line and dots; shaded region shows the ±3 standard error), the transition looks smoother than in the
annealed case. Nonetheless, its location is approximately predicted by the theory. (C): Same as B but
with N = 100. As predicted by the theory, the transition point shifts to the right with decreasing N .
Moreover, the location of the transition in the quenched case varies more in smaller networks.

4.1.2 Quenched disorder and recurrent neural networks

In contrast to our annealed analysis of feedforward networks, the weights of the RNN remain constant
throughout the evolution. Since we are interested in finite-sized networks, we can expect the location
of the transition to vary between the realizations of the weight matrix. A mathematical analysis of this
phenomenon is beyond the scope of this work. We expect, however, that the random fluctuations of
g∗ in networks with quenched random weights should be concentrated around the annealed prediction
and should decrease with N . Moreover, the typical values of g∗ should decrease with N as predicted
by the annealed theory.

To test this hypothesis, we simulate a quenched version of (6) in which ∀tW (t) = W . In order to
observe the transition, we first fix the random seed (i.e., draw random components of the weight
matrix from Lα(1/N

1/α)) and then rescale its components by various values of g. We focus on α = 1
as a representative example. As shown in Fig. 1B, evolution of each realization of the weight matrix
goes through a very sharp transition, but the location of this transition varies significantly between
the realizations. Nonetheless, they are concentrated around the point predicted by the annealed
theory. Moreover, the location of the transition shifts to the right and fluctuations increase with
decreasing N and (Fig. 1C). These results suggest that the location of the transition in the quenched
case approaches the annealed prediction with increasing N . We provide further analysis on the
behavior of the quanched transition point as a function of network size N in Appendix J.

Note that our theoretical analysis does not specify the nature of the dynamics above the transition.
Our simulations indicate that the network hovers around the edge of chaos in a significant range of
values of g and, for α ≥ 1, ultimately enters chaotic regime (see Fig. 2). In contrast, the dynamics
of networks with α < 1 show a non-monotonic behavior of the MLE: after staying near the edge
of chaos at intermediate values of g, the dynamics seem to ultimately settle in a stable, non-chaotic
regime at larger values of g (see Appendix D). Thus, for α ≥ 1, our annealed prediction g∗ gives
the approximate location of the transition to chaos in RNNs. Although our analysis focused on
autonomous dynamics, similar to the Gaussian case, we expect noise to shift, but not completely
remove, the transition [Molgedey et al., 1992, Rajan et al., 2010].

While our analysis focuses on the tanh activation, it generalizes to any function satisfying ϕ(0) = 0
and admitting a local expansion ϕ(x) = ax + o(x). In this regime, the existence of the transition
follows directly from the linear stability of the quiescent fixed point. For unbounded activations such
as ReLU, however, bounded dynamics are no longer guaranteed, and divergence may occur at large g.
Although the transition itself persists for a broad class of activations, the qualitative behavior above
it can differ substantially. Beyond the transition, the ensuing dynamics depend sensitively on the
nonlinearity: linear or ReLU activations typically diverge for large g, whereas sublinear, saturating
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nonlinearities constrain activity and preserve stability. We therefore expect our results to hold for
any smooth, saturating activation function, while unbounded ones likely produce more complex,
divergent dynamics. The framework can also be extended to cases with ϕ(0) ̸= 0 by expanding
around the corresponding non-quiescent fixed point. Here, the fixed point’s location may vary with
the order parameter g, but the overall nature of the transition should remain unchanged.

4.2 Heavier-tailed RNNs exhibit a slower, more robust transition to chaos

Having established the existence of a finite-size transition between quiescent and chaotic dynamics
in RNNs with heavy-tailed synaptic weights (Section 4.1), we next examine how the nature of this
transition differs across tail indices α. Our simulations of autonomous RNNs (Fig. 2; similar results
for noisy stimulus-driven RNNs shown in Fig. 5) reveal that although networks with α ≥ 1 exhibit a
transition to chaos as predicted, the sharpness and location of the transition vary substantially with α,
in which a lower value corresponds to a heavier-tailed distribution.

In networks with Gaussian connectivity (α = 2.0), the maximal Lyapunov exponent (MLE) increases
steeply with gain g, indicating a rapid onset of chaos. In contrast, RNNs with heavier-tailed weights
(lower α) exhibit a slower rise in the MLE as g increases near the transition (when the MLE is
near zero). This gradual transition implies that these networks remain closer to the edge of chaos
over a wider range of gain values, consistent with previous observations of an extended, critical-like
region [Wardak and Gong, 2022, Qu et al., 2022]. Such extended critical-like behavior can offer
a form of robustness with respect to changes in network parameters, which can be an important
property that benefits biological networks in non-stationary environments, allowing the network
to maintain sensitive high-capacity dynamics [Bertschinger et al., 2004, Legenstein and Maass,
2007, Toyoizumi and Abbott, 2011] without the requirement of precise parameter adjustment. In
our analysis of reservoir-computing networks on a delayed XOR task (Appendix L), heavy-tailed
networks maintained strong task performance across a broader gain regime than Gaussian networks.
This provides a concrete proof-of-concept that the extended critical regime enhances robustness
and performance without fine-tuning, which may benefit both machine learning applications and
neural computation. Future studies could extend this analysis to trained recurrent networks and
more complex temporal tasks to further elucidate how heavy-tailed connectivity shapes information
processing and learning dynamics.

Moreover, as shown in Fig. 2 (with N increases from left to right panels), the locations of the
transition (MLE≥ 0) shift to the left (lower g) as N increases. Notably, this shift is more pronounced
in heavier-tailed networks. This finding echoes our theoretical prediction that the critical gain g∗

slowly decreases with increasing N in the heavy-tailed regime due to the finite-size effect (Fig. 1A).

Together, these simulation results provide empirical evidence that while infinite-width mean-field
theory predicts ubiquitous chaos for Lévy RNNs, finite-size networks can operate near a well-defined,
robust transition point whose properties depend systematically on the tail index α and network size N .
This behavior may be particularly relevant in biological systems, where recent experimental evidence
suggests synaptic weights follow heavy-tailed statistics, and where robustness to parameter variation
is essential. Our findings imply that heavy-tailed connectivity may naturally support computations at
the edge of chaos in finite-size neural circuits without requiring fine-tuning.

4.3 Heavy-tailed RNNs compress the chaotic attractor into a lower-dimensional slow manifold

The robustness of transition to chaos in heavy-tailed RNNs raises a natural question: does the structure
of the underlying dynamical landscape also vary systematically with respect to the tail index α?

To address this, we first examine the full Lyapunov spectrum of networks near the transition to
chaos, then we further characterize the effective dimensionality of the network’s dynamics using
two complementary metrics: the Lyapunov dimension (DKY), which estimates how many directions
in phase space are locally expanding or marginally stable [Frederickson et al., 1983, Farmer et al.,
1983, Ott, 2002], and the participation ratio (PR), which captures how variance is distributed across
neural population activity and is commonly used in neuroscience [Kramer and MacKinnon, 1993,
Gao et al., 2017, Recanatesi et al., 2022]. We find that although heavy-tailed networks benefit from
robustness near the edge of chaos, this comes with a key tradeoff: the dynamics are compressed into
a lower-dimensional slow manifold.
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Figure 2: Maximum Lyapunov exponent (λmax) as a function of gain g for autonomous recurrent
networks with different tail indices α, shown for: (A) N = 1000, (B) N = 3000, and (C)
N = 10000. Curves show mean across 10 trials; shaded regions denote ±1 SD. We let the networks
evolve for T = 3000 steps, among which the Lyapunov exponents are accumulated over the last
K = 100 steps. See results under noisy stimulus and ablation studies in Appendices E, G. Heavier-
tailed networks (lower α) exhibit a slower, more gradual increase in λmax near the transition (where
λmax = 0), resulting in a broader edge-of-chaos regime with respect to g. Dashed lines and legend
mark the average critical gain g∗ at which λmax first crosses zero. As N increases, this transition
shifts leftward, especially for lower α, in line with our theoretical predictions on finite-size effects.

4.3.1 Lyapunov spectrum shows compressed slow manifold in heavy-tailed RNNs

To probe the structure of the dynamical landscape near the transition to chaos, we examine the full
Lyapunov spectrum of the networks. The spectrum provides a detailed view of local stability across
phase space, with each Lyapunov exponent characterizing the growth or decay of perturbations along
a particular direction in the network’s state space. In particular, the density of the exponents near
zero reflects the presence of a slow activity manifold where the network evolves in the steady state.
The slow manifold contains marginally stable modes along which input-driven perturbations expand
or shrink slowly. Thus, in the absence of other memory mechanisms, slow modes endow RNNs with
a crucial capacity to integrate information across long timescales [Krishnamurthy et al., 2022].

In Fig. 3A, we show the Lyapunov spectra for Gaussian and heavy-tailed networks near their
respective estimated critical gain when the MLE first exceeds zero. The average critical gain ⟨g∗⟩
is estimated through ten realizations in Fig. 2A and the histograms are averaged across runs with
the same ⟨g∗⟩, hence they contain positive Lyapunov exponents (see Appendix F for individual
realizations across input conditions, and additional discussion on the overestimation of ⟨g∗⟩). The
distribution of Lyapunov exponents differs markedly between these two types of network connectivity.
Gaussian networks show a dense band of exponents concentrated near zero, indicating a broad, slow
manifold. In contrast, as α decreases (i.e., the heaviness of the tail increases), the number of Lyapunov
exponents near zero decreases, revealing a compression of the slow manifold.

This suggests a tradeoff between the robustness of the edge of chaos and the dimensionality of
the slow manifold. Following this observation, we next quantitatively characterize the attractor
dimensionality.

4.3.2 Lyapunov dimensions and participation ratio further characterize low attractor
dimensionality in heavy-tailed RNNs

To further characterize the tradeoff introduced by heavy-tailed connectivity, we quantify the dimen-
sionality of the dynamical attractor using two complementary metrics (detailed in Section 3.4).

First, we compute the Lyapunov dimension (DKY), which estimates the effective number of directions
in phase space that exhibit local expansion [Frederickson et al., 1983, Farmer et al., 1983, Ott, 2002].
This measure reflects the intrinsic complexity of the system’s attractor. As shown in Fig. 3B, recurrent
networks with heavier-tailed synaptic weights (lower α) exhibit a significantly lower DKY than their
Gaussian counterparts across the near-chaotic regime (characterized in Fig. 2). This confirms that
despite their robustness to chaos, heavy-tailed networks operate on lower-dimensional attractors.

Second, we evaluate the participation ratio (PR), a widely used metric for gauging the effective
dimensionality of neural population activity. It has been leveraged to quantify task-relevant low-
dimensional subspaces and other properties of multi-unit neuronal recordings in behaving animals
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[Gao et al., 2017], and summarize the collective modes visited by recurrent spiking networks and
reveal how these modes depend on local connectivity motifs [Recanatesi et al., 2019]. PR measures
how variance in population activity is distributed across the eigenmodes of the covariance matrix,
providing a compact read-out of the number of degrees of freedom the network explores [Kramer and
MacKinnon, 1993]. As shown in Fig. 3C, PR declines as α decreases, although the drop is shallower
than that of DKY. This difference is expected: PR is a second-order statistic that is sensitive to how
variance is spread across modes, whereas DKY is a quantity set by local expansion rates of the flow.
Consequently, PR can remain relatively high even when only a few directions in phase space are truly
unstable, highlighting complementary information provided by these two dimensionality measures.

We hypothesize that the large disparity in Lyapunov dimensions between Gaussian and heavy-tailed
networks arises from the broader dispersion of Lyapunov exponents in the latter as shown in Fig. 3A.
Intuitively, only a small subset of leading exponents becomes positive near the edge of chaos in
heavy-tailed networks, resulting in a lower overall Lyapunov dimension. This effect likely reflects
the more heterogeneous eigenvalue distribution of the underlying weight matrix. However, the
precise mapping between the weight matrix spectrum and the Jacobian’s Lyapunov spectrum remains
nontrivial and warrants further analysis.

Together, these metrics reveal that the slow manifold in heavy-tailed RNNs is both more contractive
(lower DKY) and narrower (lower PR), supporting the view that these networks “prioritize” robustness
over dynamical richness. This tradeoff is biologically aligned with observations in animal studies,
where low-dimensional neural representations are often found relative to the high-dimensional
ambient space of neural recordings, even in complex behaviors [Nieh et al., 2021, Cueva et al., 2020,
Chaudhuri et al., 2019, Yoon et al., 2013]. We return to this point in the Discussion.
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Figure 3: Heavy-tailed networks exhibit lower-dimensional attractors near the edge of chaos.
Curves show mean across 10 trials for networks of size N = 1000; shaded regions denote ±1 SD.
See Appendix E for results under noisy stimuli. The implementation details and ablation studies are
provided in Appendices H, I. (A) Distributions of top 100 Lyapunov exponents for varying α show
fewer exponents near zero in heavier-tailed networks at estimated ⟨g∗⟩ obtained in Fig 2A, indicating
a lower-dimensional slow manifold. x-axis truncated at the left to omit near-zero tails for clarity. (B)
The Lyapunov dimension is smaller for heavier-tailed networks near the regime of edge of chaos,
reflecting fewer directions of local expansion in phase space. (C) The participation ratio dimension is
similarly smaller with lower α near the edge of chaos, showing reduced variance homogeneity across
neural modes. Together, these results indicate that while heavy-tailed networks maintain robustness
to neural gain near chaos, they compress dynamics into a lower-dimensional attractor.

5 Discussion

Critically, our findings are with respect to finite-size networks and depend on network size. In the
infinite-width limit, mean-field theory predicts that Lévy networks are always chaotic (Section 4.1.1).
However, our results show that finite-size networks exhibit a clear quiescent-to-chaotic transition,
with the critical gain g∗ shifting systematically with both network size N and tail index α (Eqn. 7
and Fig. 2). This highlights that mean-field approximations may miss important structure in biologi-
cally sized circuits, and that finite-size corrections offer a more accurate theoretical framework for
understanding real neural systems that are finite in size.

Further, as demonstrated in Fig. 2, heavy-tailed weight distributions make RNNs more robust to
changes in gain, a parameter that may correspond biologically to either the width of synaptic weight
distributions or to neural gain modulated by neuromodulatory systems [Waterhouse et al., 1988, Shine
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et al., 2018]. Specifically, we observe that networks with heavier-tailed synaptic weights remain near
the edge of chaos over a much wider range of gain values than those with Gaussian connectivity,
which is commonly assumed in theoretical studies. This property may be especially valuable for
biological systems that operate across multiple states (e.g., sleep and waking [Chaudhuri et al.,
2019]) or in non-stationary environments. Such robustness could help explain empirical findings
that similar neural activity patterns can arise from vastly different underlying circuit parameters
in healthy brains [Prinz et al., 2004, Marder, 2011]. Meanwhile, as shown in Fig. 3, heavier tails
reduce both the Lyapunov dimension and the participation ratio, indicating that the slow manifold
supporting long-lasting activity becomes lower-dimensional. Our further analysis show that a handful
of “mega-synapses” drives the dynamics, implying the robustness and low-dimensionality largely
stem from extreme outliers (Appendix K). Together, these effects imply a tradeoff: heavy-tailed
networks are more stable to perturbations but require more neurons to achieve the same computational
capacity, such as memory or temporal integration, compared to Gaussian networks.

Notably, a common empirical observation in neuroscience is that neural population activity tends
to evolve within a low-dimensional manifold relative to the large number of neurons recorded.
This phenomenon has been observed across cortical and subcortical regions, and is often behav-
iorally meaningful [Nieh et al., 2021, Bondanelli et al., 2021]. Theoretical work suggests that
low-dimensionality can arise from constraints imposed by circuit connectivity [Mastrogiuseppe
and Ostojic, 2018] or task demands [Gao et al., 2017]. Our finding that heavier-tailed RNNs yield
lower-dimensional attractors biologically aligns with this widespread phenomenon and provides
evidence that anatomical connectivity might constrain the expressive capacity of population activity.

The observed robustness-dimensionality tradeoff also offers predictions for which tasks heavy-tailed
circuits can be best suited. Tasks requiring only low-rank dynamics for reliable integration or pattern
generation (e.g., binary decision-making [Brunton et al., 2013] or working memory [Panichello and
Buschman, 2021]) may benefit from the extended edge-of-chaos regime provided by heavy-tailed
weights. In contrast, tasks that rely on high-dimensional dynamics—such as representing multiple
independent memories or generating complex trajectories (e.g., virtual reality navigation [Busch
et al., 2024])—may require larger networks or connectivity distributions closer to Gaussian. These
predictions can be tested using emerging connectomic [Dorkenwald et al., 2024, The MICrONS
Consortium, 2025] and large-scale recording datasets [Bondy et al., 2024, Manley et al., 2024], which
can jointly measure synaptic weight distributions and task-related activity dimensionality.

Our framework can be naturally extended to a mixture setting, improving biological plausibility. For
instance, neurons could be homogeneous and each draw weights randomly from one of multiple
heavy-tailed distributions or form interacting subpopulations with distinct α values and connectivity
motifs. Such extensions may capture diversity across neuronal cell types [Jin et al., 2025, Zeng, 2022]
and offer a promising direction for future work.

We acknowledge several limitations: our study used untrained rate-based networks with homogeneous
units. Including more biologically realistic features such as spiking dynamics [Kim et al., 2019],
Dale’s law [Dale, 1935], cell-type diversity [Zeng, 2022, Yao et al., 2023], and synaptic plasticity
[Citri and Malenka, 2008] could modify or refine the observed effects. Furthermore, while our results
focused on untrained dynamics, a key next step is to study how learning algorithms interact with the
broad critical regime and how trained or reservoir computing heavy-tailed networks perform across a
range of tasks [Yang et al., 2019, Driscoll et al., 2024]. Such a study would help us to understand
and predict, based on connectivity alone, what kinds of computations a brain-like circuit is suited to
perform—an important goal as we seek to interpret rich new connectomic datasets and understand
how synaptic connectivity ties to function [Garner et al., 2024, Seung, 2024]. Another valuable next
step is to extend this work toward direct comparison with neural recordings. For example, future
studies could estimate Lyapunov spectra or related dynamical signatures from long, high-resolution
neural activity trajectories. While such analyses are technically challenging and require stable,
extended recordings, they would offer a powerful bridge between theory and experiment.

In summary, finite-size recurrent networks with previously understudied Lévy-distributed weights
reveal a clear rule: heavier-tailed synaptic connectivity widens the regime of stable, edge-of-chaos
dynamics but reduces the dimensionality of the resulting activity. This tradeoff links connectivity
statistics, network size, and functional capacity, offering a principled, biologically plausible frame-
work for interpreting both biological data and designing more parameter-robust artificial systems.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: It is accurately reflected, with the flow of the paper corresponds to the main
claims made in the abstract and introduction mostly in order if not all of them.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are elaborated in the Discussion section. We additionally
demonstrate robustness of results in the main text by providing ablation studies in the
appendix (which maintain the same conclusion). The assumptions made with regard to the
theoretical results are addressed in its corresponding sections (Section 4.1, Appendices A,
B).
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The full set of assumptions and a complete (and correct) proofs are included in
Sections 3, 4.1 and Appendices A, B, adhering all guidelines below.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Method section includes all the details comprehensively, with additional results
and implementation details (e.g., hyperparameters) in the Appendix. The code is provided
with corresponding commands to reproduce in the supplementary material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The code is provided in the supplementary material with the exact commands
and environment needed to reproduce; no dataset is involved.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: While we don’t train models, we have included all the details for the implemen-
tation and statistical practice (e.g., number of trials) in both Results and Appendix sections,
as well as captions of figures. We also provide the full codebase in the supplementary
material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We run each figure with at least three trials and plot error bars whenever
applicable. We also provide visualizations of individual realizations whenever informa-
tive/appropriate in the appendix.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes, we provide details of how compute costs scale with relevant hyperparame-
ters in the appendices when discussing the robustness of each figure and the overall compute
resources in Appendix M.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our submission conform with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
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Justification: Our paper is foundational research and does not tie to particular applications
or deployments in the near future. However, we discuss relevant research impacts in
neuroscience in Section 5.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We listed all packages we used, which are all open-sourced, in Appendix M,
with details of the licenses, original papers, URLs, whenever available.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We include our code as part of our submission, which includes a documentation
on how to install the environment and reproduce the results in this paper. We do not use any
assets from others other than the open-sourced packages, which are appropriately credited
in Appendix M.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
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Justification: This paper does not involve corwsoucing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Mathematical analysis of the transition in annealed networks

Our goal is to show that networks with α-stable weight distributions exhibit a transition between two
regimes, and to find the location of this transition which we denote as g∗. As in Gaussian networks,
the quiescent state is stable and any small perturbation around it shrinks if weights are generated from
a narrow enough distribution (i.e., g < g∗). Similarly, the quiescent state is unstable if the underlying
distribution is wide enough (g > g∗). In contrast to Gaussian networks, however, this effect can only
be observed through the analysis of finite-size effects.

As described in the main text, we study linear stability of the quiescent fixed point of (6). Since
weights are randomly redrawn at each step, the evolution ε(t) is a stochastic process. To quantify
its behavior we focus our attention on the conditional distribution ε(t+1) given ε(t). Components
of this vector are independent due to the assumed independence of rows of the weight matrix. The
conditional distribution of a single component can be characterized in the Fourier space as〈

exp
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where we used W
(t)
ij ∼ Lα
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g/N

1/α
t

)
. Thus, for t > 1 the perturbation, when conditioned

on the previous step, is an α-stable random variable. More specifically, it can be written as
ε
(t+1)
i |ε(t) ∼ Lα

(
γ(t+1)

)
, where the conditional scale at step t+ 1
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is a deterministic function of state at time t, which itself is a random variable. We can unpack this
relation one step backwards by conditioning on ε(t−1) instead, with ε

(t)
i |ε(t−1) ∼ Lα

(
γ(t)

)
. We

utilize the fact that this can also be expressed as

ε
(t)
i |ε

(t−1) = γ(t)z
(t)
i (10)

where γ(t) depends on the perturbation at time t− 1, and z
(t)
i are i.i.d. α-stable variables. This leads

to the recursive formula for scalar γ(t)

γ(t+1) = γ(t)ξ(t) (11)

where
(
ξ(t)

)∞
t=1

is a sequence of independent random variables distributed as

ξ(t) = g
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Nt

Nt∑
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with i.i.d. z(l)j ∼ Lα(1). If layers have the same width Nt = N , ξ(t) are i.i.d. and (11) is a scalar
multiplicative process with i.i.d. entries. Thus, we have reduced our problem to a simpler special
case of purely multiplicative scalar Kesten process. We can easily solve this recursion and rewrite the
solution as a sum

ln γ(t+1) = ln γ(t) +

t∑
i=1

ln ξ(i) (13)

where γ(1) is deterministically specified by the input perturbation ε(0). It is known [Kesten, 1973,
Statman et al., 2014] that this sum diverges to −∞ almost surely if ⟨ln ξ⟩ < 0 and diverges to∞
almost surely if ⟨ln ξ⟩ > 0. Accordingly, the sequence

(
γ(t)

)∞
t=1

either converges to 0 or diverges.
Therefore, the critical width of the synaptic weight distribution is given by

g∗ = exp (−⟨ΞN,α⟩) (14)
where

ΞN,α =
1

α
ln

 1

N

N∑
j=1

|zj |α
 (15)

with zj ∼ Lα(1).
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B Derivation of the logarithmic decay of g∗(N)

Here, we estimate the expected value of

ΞN,α =
1

α
ln

 1

N

N∑
j=1

|zj |α
 , (16)

where zj ∼ Lα(1), for large N . We define YN,α = 1
N

∑N
j=1 |zj |

α and note that the Laplace
transform of YN,α can be calculated as

FN,α(s) =
〈
e−sYN,α

〉
=

(
F1,α

( s

N

))N

(17)

where
F1,α(s) =

〈
e−s|z|α

〉
z∼Lα(1)

(18)

According to (17), the large N asymptotic of ΞN,α is dominated by the behavior of F1,α(s) around
s = 0. This behavior should be similar for all symmetric distributions with the same stability index.
For example, take ρz(x) = α

2 |x|
−1−α for |x| > 1 and ρz(x) = 0 otherwise. The resulting expansion

can be found as〈
e−s|x|α

〉
z∼ρz

= s

∞∫
s

duu−2e−u = sΓ(−1, s) ≈ 1− s (1− γ − ln s) +O(s2) (19)

where Γ(a, s) is the upper incomplete gamma function and γ is the Euler-Mascheroni constant. Thus,
the asymptotic expansion of F1,α(s) must take the form

F1,α(s) = 1−Aαs (Bα − ln s) +O(s2) (20)

for some irrelevant constants Aα, Bα. We plug (20) into (17) and arrive at

lnFN,α(s) = −Aαs (Bα − ln s+ lnN) +O
(
N−1

)
(21)

For N ≫ 1, (21) corresponds to a random variable XN that can be constructed as

XN = X1 +Aα lnN, (22)

where
⟨exp(−sX1)⟩ = exp(−Aαs (Bα − ln s)) (23)

We can rewrite the desired expected value as

⟨ΞN,α⟩ ≈
1

α
⟨ln (X1 +Aα lnN)⟩X1

(24)

The distribution of X1 is fixed and does not change with N . Thus, for large N the second term
dominates, and we arrive at

g∗ = exp(−⟨ΞN,α⟩) ≍
1

(lnN)
1/α

(25)
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C Algorithm to compute Lyapunov exponents for RNNs

We leverage the algorithm proposed in Vogt et al. [2022] to study the dynamics of RNNs, adapted to
our setting where we process a single input sequence at a time (i.e., batch size = 1). Then, running
multiple realizations simply means running the same algorithm but with a different seed set in the
beginning; this is equivalent to having a batch of inputs shown in the original algorithm in Vogt et al.
[2022].

To reduce the influence of transient dynamics, we include a warmup period during which the RNN is
evolved forward but Lyapunov exponents are not yet accumulated.

In this procedure, xt is the input at time step t, h is the hidden state of the RNN, Q is an orthogonal
matrix that evolves to track an orthonormal basis in tangent space, J = df

dh is the Jacobian of
the RNN dynamics with respect to the hidden state, R is the upper-triangular matrix from the QR
decomposition, and γi accumulates the log-magnitudes of the diagonal entries Rii. The accumulation
begins only after the warmup steps, and the final Lyapunov exponent λi is computed by normalizing
γi by the number of post-warmup accumulation steps, which is K = T − warmup.

Algorithm 1: Lyapunov Exponents Calculation
1 Initialize h, Q;
2 for t = 1 to T do
3 h← f(h, xt);
4 if t > warmup then
5 J ← df

dh ;
6 Q← J ·Q;
7 Q,R← qr(Q);
8 γi += log(Rii);

9 λi = γi/(T − warmup)
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D Lack of transition to chaos for α = 0.5

A shown in Fig. 4, networks with α = 0.5 do not seem to transition to chaos. For small values of
g, the MLE increases with g as expected from the stability analysis. Moreover, similarly to other
heavy-tailed networks, they hover close to the edge of chaos for a wide range of values of g. However,
for larger values of g the MLE starts decreasing with g again and, as a result, usually stays negative
for all values of g. This effect seems to persist for noisy inputs (Fig. 5) and other changes in the
parameters of the simulations (Figs. 9 and 10). More work is required to explain the source of this
interesting phenomenon. However, since in this study we focus our attention on transition to chaos,
for clarity we exclude α < 1 from most figures.
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Figure 4: Same as Fig. 2, but with an addition of α = 0.5.
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E Additional results under small noisy input

We replicate our main results under a small i.i.d. Gaussian noise drive (variance = 0.01) sampled
at each time step to test the robustness of the quiescent-to-chaotic transition and attractor geometry
in more biologically realistic, stimulus-driven settings. Despite the added input variability, which
quenches chaos as expected Molgedey et al. [1992], the trends largely mirror the autonomous case.

Figure 5 shows the maximum Lyapunov exponent (MLE) as a function of gain g across network sizes
(N = 1000, 3000, 10000) and tail indices α. Heavier-tailed networks (α < 2) exhibit a more gradual
increase in MLE and an extended edge-of-chaos regime, consistent with Fig. 2. The transition point
shifts leftward with increasing N , in line with our mathematical finite-size predictions.

Figure 6 characterizes the attractor dimensionality using Lyapunov spectra, Lyapunov dimension
(DKY), and participation ratio (PR). While DKY and the spectrum remain consistent with the
autonomous case, PR displays a U-shaped profile (Fig. 6C), unlike the monotonic rise seen in
Fig. 3B. This dip likely reflects a shift in the dominant dynamics: at low g, noise drives weak,
independent fluctuations across neurons; near the transition, recurrent dynamics compress activity
into an elongated low-dimensional manifold; at higher g, chaotic expansion increases PR. Thus,
while the robustness-dimensionality tradeoff holds under noisy input, noise modulates how variance
is distributed across neural modes.
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Figure 5: Effect of network size under small i.i.d. noisy input. Maximum Lyapunov exponent
(λmax) as a function of gain g in noisy stimulus-driven recurrent networks with Lévy α-stable
weight distributions. Curves show mean across 10 trials; shaded regions denote ±1 SD. Each panel
corresponds to a different network size: (A) N = 1000, (B) N = 3000, and (C) N = 10000.
Curves show mean across 3 trials; shaded regions denote ±1 SD. As in the autonomous case, if a
transition exists, then heavier-tailed networks exhibit a slower transition and wider critical regime
near λmax = 0. The critical gain g∗ (dashed line) shifts leftward with increasing N , consistent with
finite-size theory.
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Figure 6: Attractor geometry under noisy input (N = 1000). Curves show mean across 10
trials; shaded regions denote ±1 SD. (A) Lyapunov exponent distributions at the estimated transition
point g∗. Heavier-tailed networks exhibit fewer near-zero exponents, indicating a compressed slow
manifold. x-axis truncated at the left to omit near-zero tails for clarity. (B) Lyapunov dimension
declines with heavier tails, confirming lower attractor dimensionality as found in the autonomous
networks. (C) Participation ratio shows a distinct dip near transition to chaos before rising, unlike
the monotonic profile observed in the autonomous case, but it is consistently lower in heavier-tailed
networks otherwise.
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F Visualizations of multiple realizations of Lyapunov spectrum

To assess the variability across realizations of network connectivity, we visualize the full Lyapunov
spectrum from three independent trials (different seeds) for networks with N = 1000, across both
autonomous and noisy stimulus-driven settings. These spectra are computed near the estimated
critical gain g∗ (obtained in Figs. 2 and 5), where the maximum Lyapunov exponent λmax first
crosses zero in each condition. The same value of ⟨g∗⟩, computed by averaging g∗ of multiple runs,
is used across different seeds in these figures. The actual transition point can vary in each realization.
Moreover, due to the finite resolution of the grid of g values used in simulations, g∗ is overestimated
in each seed. Thus, in some realizations, the right edge of the histogram may exceed 0, and the
average histograms presented in Figs. 3A and 6A can feature some positive Lyapunov exponents. A
more precise estimate could be obtained through a finer-grained or binary search over gain values
near the transition point. However, this additional numerical precision would unlikely affect our
overall conclusions.

In both autonomous (Fig. 7) and noisy stimulus-driven cases (Fig. 8), Gaussian networks exhibit a
dense cluster of exponents near zero, indicative of a broad slow manifold. In contrast, heavier-tailed
networks (lower α) show more widely dispersed exponents with fewer near-zero values, consistent
with the compression of the slow manifold described in Section 4.3.1. Despite random initialization,
the qualitative trend—greater spectrum spread and fewer marginal directions as α decreases—remains
consistent across seeds. Notably, in the noisy stimulus-driven case (Fig. 8), the exponents tend to
shift downward, and their distributions become more skewed, particularly for heavier-tailed networks.
These effects likely reflect interactions between stochastic input and the network’s intrinsic dynamics,
where the noise quenches the chaos.

Together, these visualizations reinforce our claim that heavy-tailed connectivity leads to systematically
lower-dimensional attractors, regardless of input conditions or initializations.
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Figure 7: Full Lyapunov spectra across random initializations in autonomous networks
(N = 1000). Each panel shows the Lyapunov exponent distributions near estimated g∗ for an
independent seed. Across seeds, heavier-tailed networks (lower α) exhibit a broader spectrum with
fewer exponents near zero, indicating reduced slow-manifold dimensionality compared to Gaussian
networks.
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Figure 8: Full Lyapunov spectra across random initializations in noisy stimulus-driven networks
(N = 1000). Each panel shows the Lyapunov exponent distributions at the estimated critical gain g∗

for an independent seed. Spectra under noise remain qualitatively similar to the autonomous case.
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G Robustness of results shown in Fig. 2

Since we only examine the maximum (top-1) Lyapunov exponent in Fig. 2, the number of top
exponents computed (denoted k_LE in the codebase) is irrelevant as long as k_LE > 1. Throughout
Fig. 2 and this appendix, we use the default k_LE = 100. Additionally, we exclude an initial warmup
period before accumulating exponents to avoid contamination from transients (Appendix C). In Fig. 2,
the network is run for T = 3000 steps, and Lyapunov exponents are accumulated over the final
K = 100 steps.

Note that computational cost increases with network size N , number of exponents k_LE, accumulation
duration K, and total time steps T . Here, we verify that our results in Figs. 2 and 5 are robust to
these choices by comparing the default configuration against two more computationally demanding
variants, keeping all else fixed:

1. Accumulating exponents over a longer period (K = T − warmup = 150);
2. Running the network for longer total time (T = 4000 with warmup of 3900, fixing K =

100).

The results are shown in Fig. 9 (autonomous) and Fig. 10 (noisy). All curves remain nearly identical
across conditions, demonstrating that our findings are not sensitive to the specific accumulation
duration or simulation length. In practice, using T = 3000 and K = 100 strikes a good balance
between computational efficiency and accuracy, especially for large N . These findings validate that
the trends reported in Figs. 2 and 5 are robust, and additional compute is not necessary. Note that the
effect of network size N has been evaluated in Figs. 2 and 5, in which the critical transition g∗ shifts
to the left as N increases due to the finite-size effect.
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Figure 9: Robustness of MLE to time horizon and accumulation duration (autonomous,
N = 1000). Curves show mean across 3 trials; shaded regions denote ±1 SD. (A) Default configu-
ration: T = 3000, K = 100; (B) Longer accumulation: K = 150; (C) Longer sequence: T = 4000
with K = 100. Results are nearly identical, confirming that the choice of T and K does not affect
the reported trends.
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Figure 10: Robustness of MLE to time horizon and accumulation duration (noisy stimulus-
driven, N = 1000). Curves show mean across 3 trials; shaded regions denote ±1 SD. (A) Default
configuration: T = 3000, K = 100; (B) Longer accumulation: K = 150; (C) Longer sequence:
T = 4000 with K = 100. Results remain stable, indicating that stochastic input does not impact the
robustness of MLE computation.
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H Robustness of results shown in Fig. 3A

We showed the representative top 100 Lyapunov exponents (k_LE = 100) in Fig. 3A using networks
of size N = 1000. As we are primarily interested in the region near λ = 0, this choice of k_LE is
sufficient and larger values do not change the results.

In both Fig. 3A and the visualizations in Appendix F, networks were evolved for T = 3000 time steps,
with the exponents accumulated over the final K = 100 steps, after an initial warmup. As with all
our experiments, computation becomes more expensive as the network size N , number of exponents
k_LE, accumulation duration K, and total time steps T increase. Here we test the robustness of our
findings in Fig. 3A by varying these computational parameters, holding all else fixed:

1. Increasing network size to N = 3000 (panels A);
2. Accumulating over a longer time window K = 150 (panels B);
3. Increasing the total simulation length to T = 4000 while maintaining K = 100 (using a

longer warmup of 3900, panels C).

The resulting spectra, shown below in both autonomous (Fig. 11) and noisy stimulus-driven networks
(Fig. 12), are qualitatively the same as the original results. The shape of the Lyapunov spectrum
remains consistent: Gaussian networks show a dense band near zero, and heavier-tailed networks
exhibit broader spectra with fewer exponents near zero. These results confirm that our main finding—
compression of the slow manifold with decreasing α—is robust across a range of network sizes and
simulation settings. For large-scale experiments, using N = 1000, T = 3000, and K = 100 provides
a reliable and computationally efficient default.
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Figure 11: Robustness of Lyapunov spectra to simulation and accumulation parameters (au-
tonomous). Curves show mean across 3 trials; shaded regions denote ±1 SD. Mean Lyapunov
spectra near g∗ under three conditions: (A) larger network size (N = 3000); (B) longer accumulation
period (K = 150); (C) longer total simulation length (T = 4000). Both (B) and (C) use N = 1000.
The compressed spectrum in heavier-tailed networks remains consistent across all conditions.
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Figure 12: Robustness of Lyapunov spectra to simulation and accumulation parameters (noisy
input). Same conditions as Fig. 11, but for noisy stimulus-driven networks. Despite stochastic input,
heavier-tailed networks continue to exhibit a wider Lyapunov spectrum with fewer marginally stable
directions as indicated by the Lyapunov exponents being zero.
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I Robustness of results shown in Fig. 3B,C

Lyapunov dimension We use the full Lyapunov spectrum to compute the results shown in Fig. 3B
due to the definition of Lyapunov dimension (Eqn. 4), hence k_LE = N = 1000 in Fig. 3B. We
simulate the dynamics over a total number of T = 2950 steps, and use the last K = 50 steps to
compute the Lyapunov dimension.

Participation ratio To ensure a well-defined participation ratio (PR, Eqn. 5), we require K > N ,
where N is the network size and K = T − warmup denotes the number of time steps used for
computing PR after the network has evolved for a number of warmup steps. This condition guarantees
that the empirical covariance matrix S, computed from K samples of N -dimensional hidden states,
is full-rank and not rank-deficient. When K ≤ N , S becomes singular or ill-conditioned, leading to
unreliable estimates of its eigenvalue spectrum and thus of the participation ratio. In Fig. 3C, we use
T = 2900+N + 50 = 3950, meaning 2900 warmup steps with an accumulation period over the last
1050 steps.

Note that the computation cost increases as N , k_LE, K, and T increase.

Here we show our results in Fig. 2 is robust, meaning it is consistent with the more computationally
demanding case(s) with all else fixed:

1. Bigger network size N = 3000 (panels A);

2. Longer accumulation period K = 100 for computing Lyapunov dimension, and longer
K = 1100 for computing participation ratio (panels B);

3. Longer time trajectory T = 3950 for computing Lyapunov dimension and T = 4950 for
computing participation ratio (panels C).
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Figure 13: Robustness of Lyapunov dimension to simulation parameters (autonomous). (A)
Larger network size N = 3000; (B) Longer accumulation period K = 100; (C) Longer total sequence
T = 3950 with K = 50. All trends remain consistent with those in Fig. 3B.

10 1 100 101

g

0

200

400

600

800

Ly
ap

un
ov

 D
im

en
sio

n

Larger N=3000, fixed K, T
=1.0
=1.5
=2.0

A

10 1 100 101

g

0

100

200

Ly
ap

un
ov

 D
im

en
sio

n

Longer K=100, fixed T=2950
=1.0
=1.5
=2.0

B

10 1 100 101

g

0

100

200

Ly
ap

un
ov

 D
im

en
sio

n

Fixed K=50, longer T=3950
=1.0
=1.5
=2.0

C

Figure 14: Robustness of Lyapunov dimension to simulation parameters (noisy). Same settings
as Fig. 13, but with i.i.d. Gaussian input. Results are stable across conditions, confirming robustness
of DKY in noisy networks, consistent with those in Fig. 6B.
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Figure 15: Robustness of participation ratio to simulation parameters (autonomous). (A) Larger
network size N = 3000, K = 3050; (B) Longer accumulation period K = 1100; (C) Longer
sequence T = 4950, K = 1050. All curves are consistent with Fig. 3C, confirming stability of PR
under varying conditions.
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Figure 16: Robustness of participation ratio to simulation parameters (noisy). Same configura-
tions as Fig. 15, but under i.i.d. Gaussian input. The non-monotonic profile and overall trends in PR
are preserved across all tested conditions, consistent with those in Fig. 6C.

33



J Behavior of the quenched transition point as a function of N

In finite-sized quenched networks, the location of the transition point fluctuates between realizations
of the weight matrix. Since our annealed theory does not offer any insight into the nature of these
fluctuations, we resorted to numerical simulations to study how the statistics of g∗ scale with N .
The results for the representative case of α = 1 are shown in Fig. 17. The mean location of the
transition point scales like 1/ lnN , in line with our theoretical predictions (Fig. 17A). The annealed
prediction seems to underestimate the true mean over quenched realizations. The standard deviation
of g∗ decreases with N at a comparable rate as the mean (Fig. 17B). The coefficient of variation of
g∗ falls off slowly in the studied range of N (Fig. 17C), suggesting that the location of the transition
may be (weakly) self-averaging [Wiseman and Domany, 1998] in this system.

102 103

N

3

4

5

6

7

1/
g

*

quenched
theory

102 103

N

0.05

0.10

0.15

SD
(g

* )

102 103

N

0.30

0.35

0.40

0.45

0.50

CV
(g

* )

A B C

Figure 17: Statistics of g∗ in quenched networks as functions of N . Note the logarithmic scale on
the x-axis. Each point corresponds to the statistics estimated using 100 independent realizations of
the weight matrix. For each value of N , we included three data points that correspond to independent
estimates calculated based on different random seeds. (A) Reciprocal of the mean. (B) Standard
deviation. (C) Coefficient of variation.
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K The effect of mega-synapses on dynamics

To test whether robustness and low dimensionality arise from global heavy-tailed statistics or a few
extreme “mega-synapses,” we pruned recurrent weights in a network of size N = 1000 by absolute
magnitude (bottom 95%, top 1%, top 3%) and report the results averaged across three trials. The
slow transition vanished when top outliers were removed, shifting the critical gain g∗ to larger values,
whereas pruning the weakest 95% had little effect (Fig. 18).

Similarly, removing the bottom percentage of weights has very little effect on the general trend of
attractor dimensionality. However, when top outliers are removed, the changes are more nuanced: the
attractor dimensionality for heavy-tailed weights increases in the chaotic regime, while the transition
to chaos is pushed to a larger g∗ when more top outlier weights are pruned as mentioned above
(Figs. 19, 20). The general ranking of dimensionality by α is largely consistent with the main paper
for both dimension measures, though the max dimensionality of α = 1.5 is comparable to that of
α = 2 over a range of g when top outliers are pruned.
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Figure 18: Effect of pruning on critical gain g∗. (A) bottom 95% removed. (B) top 1% removed.
(C) top 3% removed.
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Figure 19: Effect of pruning on Lyapunov dimension. (A) bottom 95% removed. (B) top 1%
removed. (C) top 3% (LD) removed.
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Figure 20: Effect of pruning on participation ratio (PR). (A) bottom 95% removed. (B) top 1%
removed. (C) top 3% removed.
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L Information processing in heavy-tailed recurrent neural networks

To examine whether our results extend to structured external inputs (and toward learned settings), we
provide a proof-of-concept through a reservoir-computing experiment on the delayed-memory XOR
task (a similar task is used in [Huh and Sejnowski, 2018]). We use networks of size N = 1000 and
report average performance across three trials. Specifically, in the XOR task, each trial presents two
binary stimulus vectors s1, s2 separated by silent delays; after the second delay, the readout must
report XOR(s1, s2), requiring short-term maintenance of both stimuli and a nonlinear decision rule.

Across gains g, heavy-tailed reservoirs exhibited a broader and more stable operating regime than
Gaussian reservoirs: the transition to chaos was slower and more robust (Fig. 21A), and task
performance remained high over a wider range of g (Fig. 21B). These observations suggest that the
extended critical regime of heavy-tailed networks can enhance robustness and performance without
fine-tuning, with potential benefits for machine learning applications.
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Figure 21: Delayed-memory XOR with heavy-tailed reservoirs. (A) Dynamics across gain g as
measured by maximum Lyapunov exponent for Gaussian (pink) vs. heavy-tailed reservoirs (blue),
showing a slower, more robust transition to chaos in the latter. (B) Task accuracy of a linear readout
on the same reservoirs, with heavy-tailed networks maintaining strong performance over a broader
range of g.
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M Additional details

M.1 Experiments compute resources

All experiments reported in this paper can be reproduced using CPUs only; no GPUs are required.
The only exception is Fig. 1, for which we strongly recommend using a single GPU to avoid potential
compatibility issues with the JAX package. Jobs were executed on a compute cluster using a
maximum of 4 CPU cores and 20 GB of memory per task (which is a very conservative allocation;
for networks of size N = 1000, for example, 5 GB is likely sufficient). Each experimental run was
allocated up to 24 hours of wall-clock time. Most runs completed well within this limit, with small
networks N = 1000 usually completed within 5 hours running serially over a grid of 50 gain g values,
three tail indices α, and over 3 trials. Storage requirements were modest and standard across all runs.
While additional preliminary experiments were conducted during development, they did not require
significantly more compute and are not reported in the final results.

M.2 Licenses for existing assets

This project makes use of several open-source Python packages. While the main paper does not
formally cite each package, we acknowledge their use here and ensure full transparency by providing
all code and dependencies in the released repository. Below we list each core package, its version,
license, and citation if applicable:

Package Version License URL Citation

jax, jaxlib v0.4.38 Apache 2.0 https://github.
com/google/jax

[Bradbury et al.,
2018]

numpy v1.26.4 Modified BSD https://numpy.
org/

[Harris et al., 2020]

scipy v1.15.2 BSD https://scipy.
org/

[Virtanen et al., 2020]

torch v2.7.0 Modified BSD https://pytorch.
org/

[Paszke et al., 2019]

tensorflow, keras v2.19.0, v3.9.2 Apache 2.0 https://www.
tensorflow.org/

[Martín et al., 2015]

matplotlib v3.10.1 PSF https://
matplotlib.org/

[Hunter, 2007]

tqdm v4.67.1 MIT https://github.
com/tqdm/tqdm

–

Table 1: Third-party Python packages used in this paper, with version numbers, licenses, source
URLs, and citations where applicable.

Python versions >=3.10 and <3.13 are recommended. All software dependencies are installable via
pip using the provided requirements.txt. No proprietary assets were used in this study.
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