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ABSTRACT

Pretrained Transformers excel at in-context learning (ICL), inferring new tasks
from only a handful of examples. Yet, their ICL performance can degrade sharply
under distribution shift between pretraining and test data—a regime increasingly
common in real-world deployments. While recent empirical work hints that ad-
justing the attention temperature in the softmax can enhance Transformer perfor-
mance, the attention temperature’s role in ICL under distribution shift remains
unexplored. This paper provides the first theoretical and empirical study of at-
tention temperature for ICL under distribution shift. Using a simplified but ex-
pressive “linearized softmax” framework, we derive closed-form generalization
error expressions and prove that shifts in input covariance or label noise substan-
tially impair ICL, but that an optimal attention temperature exists which minimizes
this error. We then validate our predictions through extensive simulations on lin-
ear regression tasks and large-scale experiments with GPT-2 and LLaMA2-7B
on question-answering benchmarks. Our results establish attention temperature
as a principled and powerful mechanism for improving the robustness of ICL in
pretrained Transformers—advancing theoretical understanding and providing ac-
tionable guidance for selecting attention temperature in practice.

1 INTRODUCTION

Transformers (Vaswani et al.,2017) have emerged as the foundational architecture of contemporary
Al systems, underpinning state-of-the-art models such as ChatGPT, Gemini, and DeepSeek. Central
to their remarkable success is in-context learning (ICL)—the capability to adapt to novel tasks di-
rectly from prompts without any gradient-based weight updates (Brown et al., [2020). This property,
often described as emergent, has catalyzed a surge of research aimed at uncovering the underly-
ing mechanisms of ICL (Akyiirek et al., [2023; Von Oswald et al., 2023)) and at characterizing how
factors such as task diversity and model scale shape its performance (Wei et al., [2022; Wu et al.
2024).

Yet, despite its transformative potential, ICL exhibits pronounced sensitivity to distributional shifts
between pretraining and downstream tasks. Both empirical and theoretical investigations demon-
strate that even mild shifts can substantially degrade performance (Zhang et al., 2024)), underscor-
ing unresolved questions about the robustness, generalization, and adaptability of pretrained Trans-
former models. Addressing these limitations is crucial for realizing the full promise of ICL in
reliable, deployable Al systems.

At the core of the Transformer architecture is the self-attention mechanism, defined as

(KZ)T(QZ)) | 0

Attention(Z) :=V Z - softmax<
-

where Z denotes the input representation and @, K, and V are the query, key, and value weight
matrices, respectively. The parameter 7 > 0, referred to as the attention temperature, controls
the variance of the softmax outputs and hence the selectivity of attention weights. This quantity
is distinct from the “sampling temperature” commonly used to adjust the output distribution of
generative models such as large language models (LLMs) (Renze & Guven,[2024). Throughout this
work, we exclusively focus on the attention temperature as an intrinsic component of the attention
mechanism.
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While the original Transformer fixes 7 = 1/d, (Vaswani et al.,[2017), where d}, is the key dimension,
subsequent empirical studies have demonstrated that adjusting the attention temperature can enhance
performance across diverse NLP and computer vision benchmarks (Lin et al., 2018} [Zhang et al.|
2022; [Peng et al.l 2024} [Lee et al.l 2021; (Chen et al., 2023} Zou et al., |2024). Yet, to the best of
our knowledge, its role within in-context learning (ICL) remains unexplored. Because the attention
temperature directly governs how sharply the model concentrates on specific inputs, it is poised to
critically influence ICL behavior under distributional shift—a setting of central practical relevance,
where mismatches between training and inference distributions are ubiquitous.

This work — In this paper, we present a unified theoretical and empirical study of the attention
temperature in the context of in-context learning (ICL). We focus on how adjusting this parameter
can systematically improve the ICL performance of pretrained Transformers under distributional
shift. We address this question in the setting of linear regression tasks, which offer a well-controlled
yet expressive framework for dissecting the mechanisms of ICL (Garg et al., 2022; [Zhang et al.,
2024). Departing from prior work restricted to linear attention, we analyze a Transformer with
linearized softmax attention—an architecture that preserves the essential temperature-dependent be-
havior of standard attention while remaining mathematically tractable.

Our analysis yields a closed-form characterization of the optimal temperature—the value of 7 that
minimizes generalization error during inference. We show that this optimal temperature depends
explicitly on the nature of the distribution shift and that setting it appropriately can recover or even
surpass baseline ICL performance. We validate our theoretical predictions through extensive exper-
iments on both synthetic (linear regression) and real-world (question answering with LLMs) tasks,
demonstrating that temperature selection constitutes a simple yet powerful mechanism for improv-
ing robustness.

Contributions — Our work makes the following key contributions:

1. We provide, to our knowledge, the first theoretical characterization of the optimal attention
temperature for pretrained Transformers with linearized softmax attention in ICL tasks.

2. We analyze the generalization behavior of such models under a broad spectrum of distributional
shifts, employing weaker assumptions than prior studies.

3. We establish a clear theoretical and empirical link between distribution shift and attention tem-
perature, showing that principled temperature selection can substantially enhance ICL perfor-
mance across diverse tasks.

Taken together, these results offer new insights into the interplay between temperature, distribution
shift, and generalization in in-context learning, and highlight a practical avenue for improving the
robustness of pretrained Transformers.

2 RELATED WORK

Theory of in-context learning — Simplified Transformer variants—particularly those using lin-
ear attention—have proven useful for gaining analytical insights about ICL (Garg et al.,2022;Zhang
et al., 2024} Raventos et al., 2023). Notably, [Zhang et al.| (2024) showed that linear Transformers
approximate Bayes-optimal inference in linear regression tasks, even under distribution shift. We
build on this line of research but focus explicitly on the role of the attention temperature. In contrast
to/Zhang et al.[(2024), we (i) employ linearized softmax attention to isolate the effect of temperature,
(i1) study how temperature adjustments can mitigate the impact of distribution shifts, and (iii) derive
and empirically evaluate the optimal temperature for improving ICL performance. These advances
extend prior analyses and yield a deeper theoretical and empirical understanding of how principled
temperature selection enhances the robustness of Transformers under distributional shift

Linear vs. softmax attention — Although linear attention has gained traction for its compu-
tational efficiency, it typically lags behind softmax-based counterparts in predictive performance,
spurring efforts to narrow this gap (Choromanski et al.,[2021}|Qin et al.,[2022). A pivotal advance in
this direction is due to [Han et al.| (2024), who showed that a linearized variant of softmax attention
can closely approximate the performance of standard softmax attention. Building on this insight,
we adopt the linearized softmax formulation, which preserves the essential temperature-dependent
behavior of standard attention while enabling tractable theoretical analysis. This choice provides a

'Due to space limitations, additional related work is discussed in Appendix
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principled framework for investigating how attention-temperature selection shapes ICL performance
in pretrained Transformers.

Attention temperature — Research on attention temperature remains limited. [Velickovic et al.
(2025)) recently proposed an adaptive temperature scheme to sharpen softmax outputs, and several
empirical studies in natural language processing and computer vision (Lin et al., 2018} Zhang et al.,
2022;Peng et al.|[2024; Lee et al.,[2021;|Chen et al.,2023;[Zou et al | 2024) suggest that adjusting the
attention temperature can enhance Transformer performance. However, these works do not examine
ICL under distributional shift. To our knowledge, no prior study has systematically analyzed how
attention temperature influences ICL in such settings—a gap our work directly addresses.

3  SETTING

We describe the setup for analyzing ICL in linear regression using pretrained Transformers, covering
the data model, linearized attention with reparameterization, evaluation metrics, and the Bayes-
optimal benchmark.

Notation — We follow standard notation from |Goodfellow et al.| (2016). The spectral norm of
matrix M is denoted by || M|, and the trace by Tr(M ). Matrix entries and slices are denoted as
Mi,j’ M:J', and Mi,;.

3.1 PROBLEM SETUP: IN-CONTEXT LEARNING FOR LINEAR REGRESSION

We study the ICL abilities of pretrained Transformers on linear regression tasks. Given a sequence of
tokens, i.e., input-label pairs, {(x1,y1), (®2,y2), ..., (®i—1,¥1-1), (x;,?)} where each input vec-
tor ; € R? and corresponding label y; € R are independently sampled from an unknown joint
distribution, the model must predict y; using only the context {(z;, ;) }._1 and the query @;, where
I — 1 is referred as the “context length”. Each (x;, y;) pair is sampled i.i.d. from a joint distribution
defined by:

i~ N, B2), yi=w xi+e, €~N00?), 2

where the task vector w ~ N (., X,,) is fixed within a context but varies across tasks.

Assumption 3.1 (Well-Behaved Data Distributions). There exist constants ¢y, co, c3 > 0 such that:

||u’:r||7 HNwH S C1, Amin(zx)y)\min(zw) 2 C2, )\max(zx)7)\max(2w> S C3.

This assumption ensures that the input and task distributions have bounded means and covariances,
offering greater flexibility than the more restrictive setup of Zhang et al.[(2024)).

Assumption 3.2 (High-Dimensional Regime). The context length [ and input dimension d diverge
jointly: I, d — co.

This assumption reflects realistic settings where both context length and input dimension grow si-
multaneously, aligning with modern ML trends and enabling analysis of generalization in high-
dimensional regimes.

Under this set of assumptions, we define ICL for linear regression tasks as follows:

Definition 3.3 (In-Context Learning (ICL)). A model succeeds at ICL for linear regression if its
generalization error nearly matches that of the Bayes-optimal linear model (defined in Section [3.6).

3.2 MODELING ATTENTION WITH TRANSFORMERS

Following the convention established by |Zhang et al.|(2024), we represent the input sequence by an
embedding matrix:

U B W7 S R 7] (d+1)x1
= R 3
vy g1 0 < ’ ©)

where the last column corresponds to the query input with no label.
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Given this embedding, the softmax self-attention output is

(KZ)T(QZ)) | "

T

S :=Z + V Z - softmax <

where K, Q, and V are the key, query, and value matrices, respectively, and 7 is the temperature.

Here, we denote the model’s prediction as Sg1,; — the last element in the final row.

3.3 LINEARIZED ATTENTION APPROXIMATION

To analytically characterize the effect of temperature on ICL, we employ a linearized approximation
of softmax attention (see Appendix [B|for the derivation and formal definition):

l
bz vy (K210 | 13- (KZ,)(@2)
l T l = T

; &)

where § := 41 represents the predicted label. In contrast to linear attention (Zhang et al., 2024)),

Z + %VZ(KZ)T(QZ), (6)
our formulation in (3)) explicitly preserves normalization, which is essential for both interpretability
and robustness. This difference is described in the following remark.

Remark 3.4 (Linear vs. linearized attention). Linearized attention maintains row-wise normaliza-
tion, making it inherently more robust to shifts in input means — a critical failure mode of linear
attention in ICL. Appendix [C|provides an illustrative comparison.

Another key distinction between linear case and linearized softmax case is that linear (with temper-
ature scaling) fails to capture the temperature behavior of softmax. However, while this may not
be immediately apparent, linearized softmax closely mirrors the behavior of softmax with respect
to temperature variation. A detailed explanation together with an illustrative example is provided in

Appendix [D]
3.4 REPARAMETRIZATION OF LINEARIZED ATTENTION

To streamline analysis, we reparametrize the matrices V and M := K7 Q as:

* * M11 *
V= M = 7
|:’U%1 ’U22:| ) |:mg“1 *:| 9 ( )

where only va1, v22, M1, and My, influence the prediction §(Z; V', M). The remaining terms
are denoted by * as they are not relevant for predicting y; in this context. The prediction from the
Transformer model can thus be expressed as a function of M and V, ie., 4(Z;V,M) :=
E441,. This form parallels the approach by Zhang et al.| (2024), allowing for tractable theoretical
analysis.

By analyzing this reparameterization, we gain a deeper understanding of how the model parameters
interact with the data to address the ICL problem effectively. This foundational insight will provide
the necessary basis for discussing the pretraining of these parameters in Section

3.5 EVALUATING GENERALIZATION PERFORMANCE

We focus on evaluating the performance of our attention model by assessing its generalization error,
measuring the ICL performance. For a given set of parameters (V', M), the model’s generalization
(ICL) error is defined as:

N 2
Gv.M)= B |-z v. M) ®)
where D5t denotes the distribution of the test set, which includes input-output pairs generated
with tasks that the model has not encountered during training. Since the task vectors in the test set
differ from those encountered during training, the model is required to infer these new vectors based
solely on the provided context. Therefore, the ICL/generalization error (8)) assesses the genuine ICL
capabilities of the model.
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3.6 BAYES-OPTIMAL RIDGE ESTIMATOR

The Bayes-optimal ridge estimator provides a principled framework for estimating the task vector
w given a prior distribution and a set of [ — 1 samples. It is defined as:

) XTX _ N\ ' /XTg
WBayes = ( s + Ewl) < U2y + zwlﬂw) , )]

where X is the centered input matrix and y is the centered label vector. This estimator combines
information from observed data with prior knowledge of the distribution of w, thereby balancing
bias and variance. It serves as the gold standard against which we benchmark model predictions.
The terms involving 3! introduce a regularization effect, which is particularly advantageous in
high-dimensional regimes.

The derivation, provided in Appendix [Al illustrates how Bayesian principles inform regression by
integrating data evidence with prior distributions to yield more reliable predictions. In our setting,
the inputs and labels are derived from the prompt matrix Z, and the Bayes-optimal linear model
predicts any input x as wgayesx.

4 THEORETICAL RESULTS

In this section, we present our main theoretical results on the ICL under distribution shifts for the
Transformer with a linearized attention without MLP layers, denoted by (5). We begin by showing
how to pretrain the model to approximate the Bayes-optimal linear predictor, thereby grounding its
predictive performance. We then identify specific conditions under which the model fails to gener-
alize under distribution shifts at test time, revealing key limitations of the model in ICL. Following
this, we provide a detailed characterization of its generalization error, offering a principled frame-
work for analyzing performance. Finally, we investigate the role of the temperature parameter and
demonstrate that adjusting it appropriately can substantially improve generalization—especially in
cases where the model initially fails to perform effective in-context learning.

4.1 MODEL PRETRAINING

We begin our pretraining analysis by observing that the prediction generated by the Transformer (5)
can be reduced to the following form (see Appendix [E] for the derivation):

. 1.
ZJ(Z§ Vv, M) = Ed+1,l = ;wAtt(Cxxa ny, ny% M, V)Tﬂ?l + bAtt(Sxa Sy V), (10)

where W at(Cia, Cuyy Cyy; M, V') € R% and bay(s,,5,; V) € R. s, and s, denote the sample
means of the input « and the label y, respectively, and C,, and C,, are the sample covariances
corresponding to Cov(x) and Cov(x, y). These statistics are computed from the prompt matrix Z.

For pretraining, we optimize the parameters V' and M using m samples of (Z,y;) drawn from
the distribution D", where each Z contains [ — 1 (z,y) pairs intended for ICL. Building upon
prior work that connects ICL in linear regression to the Bayes-optimal ridge estimator (Zhang et al.|
2024} Raventos et al., 2023), we configure M and V' to emulate Bayes-optimal ridge regression.
Specifically, we aim for Wy (Clry, Coy; M, V) = Waayes and bay(Sg, 543 V) = 0.

Lemma 4.1 (Pretrained Parameters). When the temperature parameter is set to T = 1 during pre-
training, the following parameter configuration approximates the Bayes-optimal estimator in ([9):

P -1
XTxX o2
My, =d ( — + lel) , Mg =0, (11)
A —1
= Cﬁ XX »-1 _ 1
V21 = dl mi w Mw, V22 = d’

where X € R™>*4 g the centered input matrix formed from ml samples of x. This configura-
tion aligns the our model with Bayes-optimal ridge regression. The quantities ., and 3., can be
estimated from the pretraining data. A detailed derivation is provided in Appendix|[F]
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This lemma establishes a theoretical connection between the pretrained parameters and the Bayes-
optimal estimator, reinforcing the foundation of our approach.

Moreover, specific instances of Lemma 4.1 recover settings explored in prior studies. For example,
under the assumptions ¥, = 3, = I, u,, = 0, and ¢ = 0, |Von Oswald et al.| (2023) employ
My, = Cov(a:)_1 and v9; = 0 within a linear attention framework. Our formulation generalizes
this by allowing vo; # 0, which reflects our assumption that p,, # 0—a departure from earlier
works. Indeed, our analysis reveals that vs; encodes information related to task vector bias fi,,.
Additionally, our choice of M explicitly accounts for label noise (c2), thereby enhancing the
model’s adaptability and maintaining a Bayesian interpretation.

We conclude this section with two remarks on task diversity and parameter optimality:

Remark 4.2. A high degree of task diversity (i.e., the number of distinct tasks) is essential for en-
abling effective in-context learning (Wu et al., 2024)). Within our framework, task diversity directly
impacts the accuracy of estimating g, and 3, during pretraining.

Remark 4.3. While the pretrained parameters specified in Lemma [.1] are not guaranteed to be
optimal in all settings, they are analytically useful for examining the effects of distribution shifts and
the role of the temperature parameter in ICL. Importantly, our characterization of ICL performance
and temperature optimality does not depend on these particular parameter choices.

Based on Lemma[4.1] we arrive at the following corollary:

Corollary 4.4. Suppose there is no distribution shift between training and inference. Then, under
the parameter configuration of Lemma the Transformer model ({5) emulates the Bayes-optimal
linear model, implying that it is capable of in-context learning according to Definition

Since the pretrained model succeeds in ICL for D's! = D! %" we next investigate how distribution
shifts affect its ICL performance.

4.2 EFFECT OF DISTRIBUTION SHIFT

In this section, we explore scenarios where D% £ D" indicating a shift in the input, task,
or noise distribution after pretraining the model. We consider three cases: (1) a shift in the input
distribution (altered mean or covariance), (2) a shift in the task distribution, and (3) a change in the
noise levels.

To evaluate the impact of these distribution shifts on ICL performance, we assess whether adjust-
ments to M and/or V' are necessary to match the Bayes-optimal linear model under the new distri-
bution. If so, the model is considered sensitive to the shift. Otherwise, it is deemed robust.

Case I: Shift in input distribution — Recall that inputs are drawn as x; ~ N (pz,3;), as
defined in (2). Let plrein, Strain and plest stest denote the input means and covariances for

pretraining and testing, respectively. We consider two subcases:

(i) Mean shift (ui"*" = ptest). Centering renders the linearized model invariant to mean shifts,
but the uncentered linear attention model remains sensitive, as noted in Remark 3.4}

(i) Covariance shift (E;’“‘”" =+ E;eSt): Since M7, is fitted to the pretraining covariance, a mismatch
drives the estimator away from Bayes-optimality, echoing prior results on linear attention (Zhang

et al., 2024).

Case II: Shift in Task Distribution — The task vectors follow w ~ N(p,,%,). Let
plrain yitrain gng gtest 3itest pe the mean and covariance of the task distribution during pre-
training and testing, respectively. The Transformer model can incorporate pt’7*" and X" via the
pretrained parameters M;q and vo; (see Lemma[d.T). However, as the context length [ increases,
the model’s dependence on the task distribution diminishes. Thus, shifts in the task distribution
primarily affect ICL performance for small /.

Case I1I: Shift in noise distribution — Finally, consider a change in the noise distribution: €; ~
N(0,0?), with o7, ,;,, and o7, ; denoting pretraining and testing noise variances. If o7, ,;,, # 07,
the parameters M1 and vy become suboptimal relative to the Bayes-optimal linear model. How-
ever, as with the task distribution, the impact of noise shift diminishes as [ — oc.

Summary — The Transformer model is robust to shifts in input mean but sensitive to input co-
variance changes. Shifts in task or noise distribution reduce ICL performance at small [, though
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Figure 1: Experiments with Transformer on ICL under distribution shifts. Parameters are set
using while the optimal temperature is calculated by Theorem Here, d = 50, m = 5000
(with a new task per sample), o = 0.1, pl"*" = y!rein = Q, and X" = Bhran =

increasing [ mitigates these effects. In Section |4.4] we explore optimal temperature selection as a
way to enhance robustness. Before that, we analyze the generalization error of the model in the next
section.

4.3 IN-CONTEXT LEARNING PERFORMANCE

We analyze the in-context learning (ICL) performance of the Transformer model (5) by evaluating
the generalization error defined in (8). To establish a general setting for the subsequent results, we
impose the following assumption on the pretrained parameters:

Assumption 4.5. There exists a constant ¢ > 0 such that

C C
M| <cd, [ma] =0, |vul < L [vaa| < 7

Note that the pretrained parameters obtained in Lemma .| satisfy Assumption .5 with high prob-
ability under Assumptions [3.1H3.2] However, the generalization error result stated below holds for
any parameters M,V that satisfy Assumption {.3]

Theorem 4.6 (Generalization error for ICL). Suppose Assumptions [3.1H3.2] and B3| hold. At test
time, assume the input, task, and noise distributions are given by N (p;, 2.), N (pw, X)), and
N(0,0?), respectively. Define

A=3,+ Mz“f; B:=%, + Nwﬂ£~

Then, the generalization error is
1 1
G(V,M) = — Tr (AM}\ FiMy;) — — Tr (A (M + M\ FY)) + Tc (AB) + 0%, (12)
where

~ 1 ~
F o= (EIB +7 (v§202 n Tr(Bzm)) I) Yo, Foi= (povd + v B)S,,  (13)

B = voa 1,03 + V2021 il + v3, B. (14)

Proof. The generalization error is derived using Isserlis’ theorem (Isserlis, 1918) to compute higher-
order moments. See Appendix |G|for the full derivation. O

Theorem @ illustrates how the parameters M, V', and the test-time data distribution affect the
generalization error. Notably, the temperature parameter 7 plays a critical role.

Although temperature can be implicitly encoded in M during pretraining, it becomes especially
important under distribution shifts that the model is not equipped to handle. In such cases, one
can optimize generalization performance by choosing the temperature Topima that minimizes the
generalization error, as discussed next.
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Figure 2: Effect of noise shift on Transformer . The pretraining noise is ¢rqin, = 0.1, While o4e gt
varies across plots. The optimal temperature is set by Theorem[.7] This setting matches Figure|[Th,
except for changes in test-time noise ;-

4.4 OPTIMAL ATTENTION TEMPERATURE IMPROVES PERFORMANCE

To address distribution shifts, we define the optimal attention temperature as follows:

Theorem 4.7 (Optimal attention temperature). Suppose Assumptions 3.1) [3.2} and 3] hold. To

minimize the generalization error, the optimal attention temperature for inference is given by
2Tr (AMﬂFlMll)

Toptimal = Tr (A (F2M11 T MEFZT))7 (15)

provided that Tr (A (F2M11 + MﬂFQT)) > 0 and Tr (AMlTlFlMH) > 0.

Proof. We minimize the generalization error from Theorem .6 with respect to 7 (Appendix[l). [

Consider the optimal temperature Topimal from Theorem When Topimal 7 1, using an unadjusted
temperature leads to suboptimal generalization error. Thus, incorporating the optimal temperature
improves generalization in in-context learning under distribution shift.

A natural question is whether the optimal temperature can completely mitigate the adverse effects
of distribution shifts. This depends on both the pretraining and test distributions. In some settings,
the adjustment can entirely compensate for the shift. For example, if the task distribution is fixed as
w ~ N(0, I), the noise variance is o = 0, and the input distribution changes from @y, ~ N(0, I)
t0 st ~ N (0, cI), then the optimal temperature Toptimal = ¢ fully counteracts the shift. In more
complex scenarios, it may only partially mitigate the impact, yet still yields improved ICL. See
Appendix M for an extended discussion of the closed-form optimal temperature (T3)).

5 EXPERIMENTAL RESULTS

In this section, we empirically validate our theory and show that optimal attention temperature con-
sistently enhances generalization. We begin with controlled linear regression experiments using (i)
the simplified Transformer model with linearized attention @) and (ii) GPT-2 (Radford et al.,[2019),
which combines multi-head softmax attention with MLP layerﬂ These experiments confirm that
our theoretical insights transfer from simplified to expressive architectures. Finally, we evaluate
Llama2-7B (Touvron et al.,2023)) on SCIQ in-context learning tasks (Welbl et al., 2017), demon-
strating that temperature selection is a principled and effective lever for improving robustness in
large language models.

5.1 EXPERIMENTS ON LINEAR REGRESSION TASKS

We consider a Transformer architecture with linearized attention and no MLP layers, as analyzed in
our theoretical development. Figures [T] and 2] illustrate its behavior on linear regression tasks (2)).
Theoretical predictions closely match empirical performance across a range of conditions, confirm-
ing the robustness of our analysis. In Figure [T} we compare the ICL performance of the model with
and without applying the optimal temperature. As context length [ increases (Figure[Th), the model’s

2GPT-2 results are in Appendix@
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Figure 3: Effect of attention temperature on the ICL performance of LLaMA-2-7B (Touvron et al.,
2023) on the SCIQ dataset (Welbl et al., |2017). Distribution shift is induced by injecting noisy
yet “relevant” labels into in-context demonstrations following |Gao et al.| (2024). Panel (a) fixes the
noisy ratio at 0.6; panel (b) fixes the number of in-context examples at 6. Results (averaged over
12 Monte Carlo runs) include error bars showing one standard deviation. Attention temperature
of all the layers is set to 7+/d;, for dimension independence, where dj, denotes the key dimension
of the corresponding layer. Furthermore, the dashed black line marks the “optimal temperature”
computed from the variance-to-mean ratio of pre-softmax scores, which is an insight derived from
Theorem as explained in Appendix E} Full experimental details appear in Appendix@

predictions converge to those of the Bayes-optimal linear model, validating its ICL capability. Fig-
ure [Ip shows that under an input covariance shift, model performance degrades—but applying the
optimal temperature restores alignment with the Bayes-optimal solution. Additionally, Figure [T
shows that the influence of task distribution shift decreases as [ increases.

We further evaluate robustness to label noise in Figure[2] In Figure[Zh, we observe that noise effects
diminish as the context length increases, consistent with our theoretical predictions. However, at
small [, temperature adjustment becomes critical. In Figure (for | = d), the Transformer increas-
ingly diverges from the Bayes-optimal model as noise grows, yet optimal temperature correction
closes this gap. Figure 2k shows that the optimal temperature increases with noise level, indicating
a principled relationship between noise and temperature under limited context.

5.2 EXPERIMENTS WITH LLMS FOR IN-CONTEXT QUESTION ANSWERING TASKS

To assess the practical relevance of our theoretical framework, we investigate how attention tem-
perature impacts the ICL behavior of LLMs. Since the optimal temperature in Theorem is not
directly applicable here due to setting differences, we derive insights regarding temperature choice
in other settings based on the optimal temperature in Theorem Specifically, the insight is that
the temperature choice should be proportional to the ratio of the variance of pre-softmax scores to
the mean of those, which is described in Appendix [J]in detail.

Following |Gao et al.| (2024), we generate SCIQ-based (Welbl et al., 2017) ICL tasks that intro-
duce distribution shift via noisy labels, with prompt examples and label construction detailed in
Appendix [K] We evaluate Llama2-7B (Touvron et al.l 2023) using exact-match score.

Figure [3] shows the results. In (a) and (b), optimal attention temperature enhances the ICL perfor-
mance for various context lengths and noisy ratios (analogous to Figures 2h and [2b). Furthermore,
in (b), higher noise ratios push the optimal temperature upward, matching our theoretical prediction
(cf. Figure k). Together, these experiments demonstrate that the optimal temperature is not only
theoretically motivated but also an effective tool for improving ICL robustness in real-world LLMs.

6 CONCLUSION

This work provides a unified theoretical and empirical account of how attention temperature governs
the in-context learning (ICL) performance of pretrained Transformers under distribution shift. Using
a simplified yet expressive framework based on linearized softmax attention, we analytically show
how shifts in input covariance and label noise degrade ICL and derive an optimal temperature that
provably minimizes generalization error. Extensive experiments on synthetic regression tasks, GPT-
2, and LLaMA-2 validate our predictions, demonstrating that temperature selection is not a mere
heuristic but a principled mechanism for improving robustness. Taken together, our results advance
the theoretical understanding of Transformer behavior under distribution shift and establish attention
temperature as a powerful, practical lever for building more adaptive and generalizable foundation
models.
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ETHICS STATEMENT

Our research, as presented in the paper, conforms with the Code of Ethics. As the work is mostly of
a theoretical nature, it does not involve any component that can be subject to ethical concerns.

REPRODUCIBILITY STATEMENT

All results and settings are explained in detail to streamline reproducibility. Derivations of the theo-
retical results can be found in the appendix. The settings used to generate the figures are explained in
Section 3, in the corresponding captions, and in the appendix. Finally, the code for the experimental
results will be released with the camera-ready version of this work.

THE USE OF LARGE LANGUAGE MODELS (LLMS)

During the writing of the paper, we utilize LLMs in order to sharpen the presentation language. In
doing so, we provide a sentence or a paragraph that we wrote before, instruct an LLM model to
rewrite it in a better tone, and use the produced sentence/paragraph whenever it clearly describes
what we aim to describe. This approach has been repeatedly applied to multiple parts of the paper
to refine the writing. Overall, we take full responsibility for the contents written.
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A DERIVATION OF BAYES-OPTIMAL RIDGE ESTIMATOR FOR w

We derive the Bayes-optimal ridge estimator for w given a set of context samples. We place a
Gaussian prior on w, assumed to be a random vector w ~ N (g, Xo) with prior mean o and
covariance . Let the observed (centered) inputs and labels be

X =[z1,...,214]", =[G, 51]",

and assume i.i.d. Gaussian noise ¢; ~ N (0, 02). The likelihood of g given w is

(§] X, w)= ﬁ _1 _M (16)
POTS = anss &P 207
1 _ _
@GXP{—M(’Q—XU’)T(@—XW)] ; (17)

where o< denotes proportionality.
By Bayes’ rule, the posterior of w is proportional to the product of likelihood and prior:
p(w | g, X) o< p(y | X, w) p(w). (18)

Substituting the Gaussian prior yields

%(g — Xw)T (g — X'w)} exp{ - %(w — 120) 75 H(w — po)|. (19)

5 X [_
p(w |y, X) o exp 5

To determine the form of the posterior distribution, we complete the square in the exponent by
collecting all terms involving w. Expanding the exponent in the joint expression from above, we
obtain:
1, o~ TS — T 1 _ _ _
—53 (9"y— 29" Xw+w" X" Xw) - 3 (w'Eg w —2pd T w + pd B o) . (20)
Grouping the quadratic and linear terms in w, we arrive at:
T

1 XTX XTy
_in ( = + 251) w4 w” < U2y + Ealu()) + terms independent of w. 2n
Defining the posterior precision and linear coefficient terms as El_l = X;X + 3 Vand b, =
X;f Zg + 35 ! I, the exponent can be rewritten as
1 1
—inEl_lw +wTy = —i(w - MZ)TEl_l(w — ;) + const, (22)
where p; = 3;b; denotes the posterior mean. Expanding this expression gives:
XTXx L\ XTy _
m:( -~ +201) < 5 +201u0). (23)
o o
Hence, the posterior distribution of w given the observed data is Gaussian:
w| g, X ~N(w, %), 24)

where p; is the posterior mean and ¥; is the posterior covariance matrix.

Under squared-error loss, the Bayes-optimal estimator coincides with the posterior mean, yielding
the Bayes-optimal ridge estimator:
S

. - XX N1/ X B
WRidge = E[w | y7X] = M = ( o2 + 2Q 1) ( O.Zy + E0 1”0)- (25)

This expression provides the Bayes-optimal ridge estimate of w under a Gaussian prior and additive
Gaussian noise—minimizing expected squared error with respect to the posterior.

13



Under review as a conference paper at ICLR 2026

B DERIVATION OF LINEARIZED SOFTMAX

The function softmax : R' — R/ is defined component-wise as

e

softmax(z); == ——— Vi€ {l,...,1}. (26)
dj—1€%
To obtain a linear approximation, we expand around the origin z = 0 using a first-order Taylor
series:
softmax(z) = softmax(0) + Jofimax(0)2, 27

where Jyofimax (0) is the Jacobian matrix of the softmax function evaluated at z = 0.

We first compute the zeroth-order term:

0
1
softmax(0) = _° q1-:1 (28)

Zé:l e? !

Next, we evaluate the Jacobian entries at z = 0:

-1 .
Jsoftmax (0)i; = softmax(0); (1 — softmax(0);) = R Vi, (29)
1 L.
Jsoftmax (0);; = —softmax(0), - softmax(0),; = EL Vi # j. (30)
This yields the compact matrix form:
1 1
Jeoftmax (0) = =T — =117, 31
ot (0) = 11 = (1)
Substituting back, we obtain the linearized softmax:
1 1 1
softmax(z) =~ 71 + (lI — 1211T> z, (32)
1 1< 1
=l EXu |t 9
j=1
=: linearized_softmax(z). (34)

This derivation yields the linearized attention formulation in (5). From a practical standpoint, lin-
earized attention mechanisms have been empirically evaluated and shown to achieve performance
comparable to standard softmax attention (Han et al., 2024)).

C LINEAR VS. LINEARIZED ATTENTION FOR IN-CONTEXT LEARNING

Here, we highlight the distinction between linear attention and linearized attention in the context of
the linear regression problem defined in (2). Analytically, the key difference lies in the fact that the
linearized attention model operates on centered input data, whereas the linear attention model uses
raw data without centering. Apart from this centering step, both mechanisms are equivalent, except
that linearized attention includes an additional bias term (b4 in (I0)). However, this bias term is
inconsequential in our linear regression setting and does not affect the predictive outcome.

Thus, the data-centering operation is the principal differentiator in our analysis. Specifically, linear
attention’s omission of centering makes it sensitive to shifts in the input mean, whereas linearized
attention remains robust under such transformations. We illustrate this phenomenon in Figure [4]
where we simulate a shift in the input mean at test time. The results demonstrate that linear attention
fails to recover Bayes-optimal performance under mean shift, indicating its limitations for in-context
learning in this setting. In contrast, linearized attention successfully compensates for the mean shift
and achieves Bayes-optimal performance as the number of context points / increases.

Therefore, in the presence of possible distributional shifts—particularly in the input
mean—linearized attention offers a more robust and theoretically grounded alternative to linear
attention for in-context learning.
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Figure 4: Comparison of linear and linearized attention under a shift in input mean. The plot il-
lustrates the impact of a test-time shift in input mean on the performance of linear attention and
linearized attention. While linear attention degrades under the distribution shift and fails to recover
the Bayes-optimal performance, linearized attention remains robust and asymptotically matches the
Bayes-optimal predictor as the number of context length [ increases.

D TEMPERATURE EFFECTS FOR SOFTMAX AND LINEARIZED SOFTMAX

The temperature parameter in softmax directly controls the variance of the output distribution. At
higher temperatures, the variance across components decreases, and in the limit 7 — oo, all elements
converge to 1/l with zero variance. Conversely, lower temperatures increase variance, and as 7 —
0, the output approaches a one-hot vector, achieving maximal variance.

In the linearized case, temperature similarly acts as an inverse scaling of the variance of the output
components, capturing the limit 7 — oo (all elements equal to 1/l). For 7 — 07, linearized
softmax also reflects the maximal variance, but it does not produce a true one-hot distribution. Thus,
linearized softmax closely mirrors the temperature behavior of softmax, except in the degenerate
limit 7 — O, which is not of practical relevance in this work.

To further illustrate these effects, Figure[5|compares softmax and linearized softmax across different
temperatures. The figure demonstrates that linearized softmax faithfully captures the variance effect
of temperature: the variance of the output components is inversely proportional to 7. Moreover, as
T — 00, both softmax and linearized softmax concentrate around 1/, whereas linear attention with
temperature scaling does not. Overall, the output distributions of softmax and linearized softmax
are highly similar, except at very small values of 7, where linearized softmax may yield negative
components while softmax tends toward sparsity with many zeros. By contrast, linear attention with
temperature scaling produces qualitatively different distributions. This comparison highlights the
advantage of linearized softmax as a faithful surrogate for analyzing temperature effects relevant to
softmax.

input 108 softmax 108 linearized softmax lOtl,inear (with temperature scaling)
i i i
-1/t (0| - =03 105
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104
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Figure 5: Comparison of temperature effects of softmax, linearized softmax, and linear (with
temperature scaling) cases. We consider an input vector € R! whose histogram is illustrated
on the left-most plot. Rest of the plots illustrates histograms of the elements of softmax(x/7),
linearized_softmax(x /7) defined in (34)) and a/(I7) from left to right, respectively.
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E EXPANDED FORM OF LINEARIZED ATTENTION

Using block matrix notation, the prediction from the linearized attention model can be expanded as:

9(Z;V,M) = Agi1,, (35)
1 KZ)'(QZ. 1~ (KZ.)T(QZ.
T = T
1 ZTMZ 1 Z VNTMZ.
- 7[1,; V92| Z L. TZ( 5) L I (37)
T =1 T
T 7T ! T .. T T
= %[U; va][ X y]” (X y]]\/-i[wz 0] _lz [z yz]]\;—_’[‘”z 0] +1, (38)
=1
_1op vl T My, | 1 g7
— ol eallX w7 (S (X1 y ] [ 2 |l 0 ). (9)
1 1 1
= 7[’“2T1 va2][ X y]” (T (X —1s]) Mo + - (y — syl)m3 z; + 1) , (40)
1 1
= (vngT + vy (T (X - lsf) Mz + . (y —s,1)mi z; + 1) ) 41)

Rl B

XTx rx
(val (l — swsf) + o9 (yl — sysg>) Mz,

1 XT T

1 1

= ; ('Uglcwz + Uggc;l;y) Mix; + ; (valey + vggny) mglscl + 'uglsx + U225y, 43)
1

= g ((’02T10M + UQQng) My, + ('UQTlCIy + UQQny) mQTl) x; + 'U2Tlsl. + V228, (44)

where the summary statistics are defined as:
l -1
1 1
Sg = 7 ;71 T, Sy 1= 7 ;71 Yis

l
1 1 1
Chrz: 7 ;:1 a:za:ZT — szsf, Cypy =~ E Yi®i — SySz, Cyy = 7 2 yf — sf/

Then, we define
wAtt(Cxa:; Ca:y» nyy Ma V) = Mlji (wa’UQI + U22Ca:y) + (’U2T101y + UQZny) mai, (45)
bAtt(sxy Sy V) = vglsm + U225y, (46)

which allows us to write

) 1.
y(Z; Vv, M) = ;wAtt (Caua Cwya Oyy; M, V)Txl + bAtt(sl‘a Sy V) (47)

F DERIVATION OF THE PRETRAINING FOR ICL BY MIMICKING THE
BAYES-OPTIMAL ESTIMATOR

Here, we derive the pretraining of the linearized attention model by mimicking the Bayes-optimal
ridge estimator (9). Recall that the prediction of the linearized attention model is

. 1.
y(Z; Vv, M) = ;'wAtt (Cmc; Czya ny? M, V)Tml + bAtt(sxa Sy;3 V)» (48)
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which is derived in Appendix[E] Furthermore, the Bayes-optimal ridge regression model’s prediction
is

?Bayes = ’ngayesiﬁl- (49)
Therefore, we select the parameters M and V' such that
wAtt(Cx;E; nya C’l}’l}y Ma V) ~ wBayesa bAtt<3wa Sy V) ~ 0; (50)

which makes the prediction of the linearized attention model approximately equal to that of the
Bayes-optimal regression. Furthermore, we consider 7 = 1 for the pretraining. Let’s first focus on
WAt (Crzy Cay, Cyy; M, V') as follows

wAtt(C:rma Ca:y7 ny? M, V)
= (M} (Cugva1 + v22C4y) + (03, Coy + v22Cyy) M21) 6D

XTx XTy XTy gLy
= <M1T1 (’021 + Vg2 y) + (’Ungy +U22y y> m21) . (52)

l l l l

To reach the last line, we use the fact that Cy, := XTX /)l —8,87 = XTX/I,Cyy = XTy/l -
sy8; = XTg/l and Cyy = g7y /I, where X := X — sI and y := y — s, denote centered input
matrix and centered label vector. Now, recall that the Bayes-optimal ridge estimator is

XTX X7y
wBayes - ( + 2;1) ( 0_2y + E;ly’w> 5 (53)

o2

as derived in Appendix [A] Looking at equations (53) and (52)) together, we can see that setting the
parameters as follows would make W 44y = Wpqyes hold

| (XTX ! o2 (XTX\ "
My, = ) ( + E_1> y Vo1 = — ( ) S, Mo =0, v =1

o2 w l l
54

However, while Bayes-optimal estimator W pqye.s is different for each sample, the attention model
should be pretrained and fixed. Thus, we replace XTX in 1} with X7 X /m as follows, where
X € R™*4 s the centred input matrix including all the (pre)training data consisting of ml samples.

N -1 N —1
l XTx o2 [ XTX
M, = — < + 2;1> y V21 = — ( S, Mo =0, vy =1

l ml

(55)

In practice, the variance of noise o2, the mean I, and covariance 3, of the task vectors are
unknown. Yet, we can use their estimates based on the (pre)training data.

Now, we can focus on making b4 (84, sy; V') = 0 hold as follows

bart(8z, 84 V) = 0318, + vaosy, (56)

where s, and s, are based on data so we have no control over them. Instead, by using Assumptions
and we can choose v and vao such that bay, — 0 as I, d — co. Note that Assumption [3.1]
makes v5, S, + v225, bounded with high probability for v9; and vao given in . Therefore, mul-
tiplying va1, v22 given in with 1/d would make b4, — 0 as d — oo. To fix the impact of the
multiplication for w 44, we can multiply M7; with d as well. So, by applying the mentioned mul-
tiplications, we reach the following pretrained parameters mimicking the Bayes-optimal regression
model

. 1 N —1
dl { XTX _ o? [ XTX _ 1
My=—=5|—F+ st , Vo =— | —— S, Mo =0, vy = .
o dl ml d

(57)
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G CHARACTERIZATION OF GENERALIZATION ERROR FOR ICL UNDER
DISTRIBUTION SHIFT

Here, we characterize the generalization error for in-context learning under distribution shift, given
that M and V are pretrained and fixed. So, the impact of pretraining distribution D*"*" is captured
by M and V. Suppose that D! denotes the test distribution. To avoid additional notations, here,
We again use [y, My, Digs Dy, o2 to denote means and covariances for input and task vectors and
noise variance for the inference (test). However, note that these can be different from those used for
pretraining. We begin studying the generalization error defined in (8] as follows

GV, M) i= Bz gy peeee (1 — 32V, M))’] (58)

2
1.
= E(Z,yl)w’D”eSt [(TwAtt(waa Cwya nya M7 V)Twl + bAtt(sazv Sy V) - yl) ‘| P (59)

2
1 T
=E(z,y,)~Drtest [(T (MY} (Cyova1 + v22Cyy)) @ — yl) 1 ) (60)

where we use the parameters from pretraining (57) together with Assumptions [3.1]and [3.2]to reach
the last line. Then,

2
1 T
G(V, M) =E(z y)~prest [(7 (MY} (Cuova1 +v22Chy)) @ — yl) ] ; (61)
r T
1 1 1
=K ; Mﬂ 72.’?}1\’?}?’021 +1)22? Z :I:l(icsz+el) x 7’wT.’Bl — € s
i<l i<l—1
) (62)
r T
1 1 1
=E = M 7 Z ii@iT'Um + V227 Z iz(fisz +€) x — wlax + o2
i<l i<l—1
) (63)

where &; == @; — s, = x; — +>_;., «; and we use ¢ ~ N(0,0?) to reach the final line. We
continue by defining

1 1 o 1 _
wdl—ff = ;Mlji 7 Z mim?vgl —+ ’1}227 Z :BZ(:B;T'LU =+ 61') —w, (64)
i<l—1 i<l—1

which allows us to write

G(V,M)=E {(wgiffwlﬂ + o2 (65)
= E [w;; Ba, [w12] Jwaigs] + 02, (66)
=E [w?i;ff (Hmuf + 21) wdiff] + 02, (67)

by the law of total expectation since wg; sy is independent of x;. Note that when writing (65)), we
safely ignore terms with (1/1)&;Z] v in (63) since they vanish as | — oo by Assumptions [3.1}{3.2

and Letting A := p,pul + 3., we write

G(V, M) = E [wg;;; Awaigs] + 0%, (68)
= E [Tr (wp Awaisg)| + 0, (69)
= E [Tr (Awaisfwgisg)] + 0%, (70)
= Tr (AE[waif jwg; pf]) + 0%, 1)
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where we first apply the cyclic property of trace and then use the linearity of expectation and trace to
reach the last line. Now, we need to calculate E[wg; s pw?; 1 ¢1» for which we first take the expectation
over w. To do so, we rewrite wg; f as

1 1 o 1 _ v 1 _
Wyiff = ;Mﬂ 7 Z .’137;.’1331’0214—11227 Z ;€ | + %Mﬂj Z azimiT—I w,

i<i-1 i<i—1 i<i—1
e D
(72)
=e+ Dw, (73)
where we define
1. (1 - 1 _
e:=—Mj, 7 T;T; V21 + U227 Z i€ |, (74)
T i<i—1 i<i-1
v 1 _
D= %Mﬂ7 zxl — 1. (75)
i<l—1
Since e and D are independent of w, we can easily calculate E,[wq; s pw?; 1¢] as follows
E [Ew[waisswiiss)] = E [Ew((e + Dw)(e + Dw)]] (76)
=E [ee”] +E [ep D”] + E [Dpye”| + E[D(p.pl +2,)D7], (717
—E[ee’] +E[Dpye”]" +E[Du,e’] +E[DBD"], (78)

where we first apply the law of total expectation, then take the expectation over w and finally, we
define B := p,pul + X, to reach the last line. Note that ., and B are fixed while e and D are
random in the last line. Therefore, we are required to calculate the three expectations that appeared

in (78).
Before getting into the calculations of the aforementioned expectations, we provide the following
lemma that is useful for the calculation of the expectations.

Lemma G.1. Let £ ~ N(0,X), where & € R Let &; be | — 1 independent samples of T for
i=1,...,1 — 1. Furthermore, let A be a fixed d x d matrix. Then, the following holds

1 _ 7 1 _ 7 -1 1 T 1
Ell _Z z,zl | A 7 .Z T, T = TzAz: + 7zA >+ 7Tr(AE)Z. (79)
i<l—1 i<l—1
Proof. This is proven by using Isserlis’ theorem (Isserlis, [1918) in Appendix [H] O

Note that our inputs &; are centered, i.e., T; = x; — % > i< i, so their distribution is A/(0, X)) as
| — co. Therefore, Lemma[G.1]is directly applicable in our setting.
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Next, we start the calculations of the expectations in (78) with E [ee” | as follows

1 1 1
E [ee’] = ﬁMlTlE 7 Z z;x] v + 27 Z Ti€;

i<i-1 i<i—1
1 T ~ =T 1 =T
7 Uy TiT; + Voo Z zie | | Mg,
i<i—1 i<l—1
1 1 o 1 _
= ﬁMlTl E 7 (IIﬁL‘?’Ug] 7 Z UQTlaslaziT
i<l—1 i<i—1
1 1
+ | v2g > @ie U227 > zfe M,
i<i—1 i<i—1
R 1 o 1 _— 5 02 o
:ﬁMH E 7 TiT; | vV | 7 Z T;,z; | + V22 73 ;T
i<l—1 i<l—1 i<l—1
1 1 a?(l—-1
= ﬁMlTl (2m921772T12x + 7Tf (’021”2T12m) 3.+ 1)52(12)2%) My,
1 o?
= ﬁMlTl (u§2l2r) M,

(80)

T
i T; My,

(82)

(83)

(84)

where we first use the independence of the random variables and ¢; ~ N(0,02) to simplify the
equation. Then, we apply Lemma and use the fact that E[z;£]] = 2, to get the penultimate
line. Finally, we drop the vanishing terms and simplify the result using Assumptions[3.1}{3.2]and [4.5]

in order to reach the last line.

We continue with the calculation of E [Dp,,e”] as

E [DuweT]
1 v 1 1 1
=-E EMITI, il_,'iii‘lr —TI |y | = Uglilj? + V9o —
T T l l l
L i<l—1 i<l—1 i<l—1
1 V22 1 o 1 _
= ;IE ?Mlle Z :L'i:ciT — I oy (l | v%mw?) M,
L i<l—1 i<l—1
1w 1 o 1 o
= - 22 MLE 7 Z 2! | pwva 7 z;x! | | My
i i<l—1 i<l—1
T 1 - =T
— BV E 7 z;x; | M,
| i<i-1
o 1 V22 T T 1 T 1 T
N ;?Mll Ezlj/w'quEa: + jzm’leluwzx + 7T1‘ (va212w) Yy )| M1
11-1
- ;Tﬂw’uglszn,
Vel BN R TS, ) My — ol S M
- ? 11 xuwvzl x + ZTI' (va21 x) x 11 — ;“wv21 x 11,

(87)

(88)

(89)

where we again first use the independence of the random variables and ¢; ~ N'(0,02). Then, we
apply basic algebraic manipulations. To reach the penultimate line, we utilize Lemma|[G.T|together
with the fact that E[Z;Z7] = X,.. Using Assumptions and4.5| we reach the last line.
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Finally, we calculate E [DBD7] as follows
E [DBD"]

_ V22 5 0 va2 1 —
=K Z ;T -3 42 zx My —1||, (90)
z<l 1 i<l—1

V22 1 _ vaa 1 _
=E ?Mﬂj Z zzl | B| == Z ;@] My,

i<i—1 i<i—1

V22 Tl — 1}221
~E || M Y zz] |B|-E|B Z zzl M, || +B, O

i<i—1 z<l 1
) B 1 o
= %MlTIE ; Z z;z] | B 7 z;x! || My,
i<i—1 i<i—1
1 1
- %MﬂE 7 S #al || B- ”TEBE 7 2! || Mu+B, (92
i<i—1 i<i—1
V39 A o 1 vl —1_ 1
!
-2l ips. M, 4 B, 93)
_ %y (s By + ti s s, ) M “22M ».B— ”2232 My, + B, (94
= 2 z w+7r( 2) Bz 1 — 11 - 11+ B, (94)

where we first do basic algebraic manipulations. Then, we use Lemma and E[z;z]] = £, to
get the penultimate line. For the final line, we utilize [ — co by Assumption

Putting the found expectation results into (78)), we get
E [Eq[waisrwl ;)] = E [e€”] + E [Dpye”]” +E[Duye’] +E[DBDT], (95
1 1 1
= ﬁMlTlFlMH — —FMy + ;MﬂFQT + B. (96)

where matrices F} and F5 are defined as

1
F, = 1)22 z z: + Vg9 <2xuwv§12x+lTr (Bwv3 22) zx) (97)

T
1 1
+ Va9 (zzxuwv;zz + 7Tr (Bwvi E2) 2m> + v2, (szzm + 7Tr (BX,) zm> ,
1 N
<2 B+ <v22 -+ Tr (BEm)> I) > (98)
Fy = pvl 3, + v BE, = (v, + v29B)3,, (99)

with B := ’U22/1,w'vgl + ’022’021/115 + ’U%2B.
Going back to generalization error in (71)), we have

G(V,M) =Tr (AE[waiswi ;) + 07, (100)

1 1 1
=Tr (A (TQMlTlFlMH — ;F2M11 + ;MlTlFQT + B)) + 02, (101)

where F) = (2 B+l <v§202 T (Bz )) I) S, and Fy = (oo} + v22B)%,. Further-

more, B is defined as B := ’UQQ/L“;'Uzl + ’U22’1)21/1,w + UQQB
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H PROOF OF LEMMA

‘We first restate the lemma as follows.

Let £ ~ N(0,X), where € R?. Let &; be [ independent samples of & fori = 1,...,1. Let A be
a fixed d x d matrix. Then, the following holds

1 1 1 1
El|{7) zal |A|) @z] || =ZAS+ SZATS + STr(AD)S. 102
li<1xml ZKZQ’?‘L’Z +l +lr( ) "

Proof. Let S, = ! %27 First, note that E[z,&7] = X since &; ~ N (0, ).

Thus, E[S,] = + Y1 E[7;27] = 1 )| & = 5. We have

l l
1
S,AS, = = S wix] Azjx] (103)
i=1 j=1

Taking the expectation, we get

E[S,AS,] = 1 > Elza] Az,z]] (104)

When i # j, €; and ; are independent, so

Ez;z] Az;z] ] = E[z;z] |AE[z;Z] | = TAX (105)
When ¢ = j,
Elz;z] Az;z]] = Elzz’ Azz”] (106)
Let & = [z1,x2, ..., xd]T. Then, from Isserlis’ theorem (Isserlis, |1918)), we have
Elzizjrrr)] = 320 + ZinXj + B2k (107)

Let A = [aj;]. Then, #" AZ =}, ; a;jz;x;. Thus, we reach

zx’ Azz” = xx" Y aymiz;, (108)
%,
E[z;2] Az;Z)] = Tr(AZ)Z + TAY + ZATS. (109)

There are /2 terms in the double sum. [ terms are of the form E[Z;#] Az;&!] and I?> — [ terms are
of the form X AX.. Therefore, we can write

E[S,AS,] = llz[l(Tr(AZ])E + AT + ZATE) +1(1 - 1)ZAX, (110)

= %(Tr(AE)E + AT +ZATE) + Z*leAz, (111)

=AY + %EATE + %Tr(AZ)E, (112)

which completes the proof. O]

I ANALYSIS OF OPTIMAL TEMPERATURE FOR ICL UNDER DISTRIBUTION
SHIFT

Here, we find the optimal temperature minimizing the generalization error. First, recall that we have
the following generalization error.

1 1
G(V,M) = - Tr (AM{,F i My,) — —Tr (A (FoMy + M FY)) + Tr (AB) + 0, (113)
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as specified in Theorem[4.6] So, we can express the generalization error as,

b
G(rV,M) == -2 4o (114)
T T

where a = Tr (AM{,FiM), b := Tr (A (F,M;, + M F]')), and ¢ = Tr(AB) + o2
Therefore, we have the following optimization problem

Toptimal = argmin G(m; V., M), (115)
b
:argmin{z——i—c}. (116)
- T T

To find the optimal value of 7 that minimizes the given function, we can take the derivative of the
expression with respect to 7 and set it to zero. From now on, we consider generalization error as a
function of 7, written as G(7).

Next, find the derivative of G(7) with respect to T as

G'(1) = —2a773 + br 2 (117)

To find the critical points, set G'(7) = 0 as follows

G'(1) = —2ar2 + b2 =0, (118)
Solving this equation for 7, we reach the following critical point
2a
= —. 119
=13 (119)

Now, we need to check if this is a minimum by taking the second derivative, which is

G" (1) = 6ar™* — 2b7 3. (120)

Evaluate G”(7) at 7 = 22 as follows

p(2a\ _ (20NN r2a\TE b N6 b
g (b)—6a<b) 2b 5 = 6a 16 2b 33 " a5 (121)
2a 2a

. 4 . . . .
Since a, b > 0, we reach G” ( > ) = 8”? > (, which means the function has a minimum at 7 = et
Therefore, Toptimal = 27‘1 is the solution minimizing the generalization error G(7). Writing a, b back

into the optimal solution, we get
2Tr (AMﬂFlMll)

| ) 122
Toptimal Tr (A (F2M11 + MﬁFQT)) ’ ( )

which concludes our derivation of the optimal temperature Top¢imai-

J AN INSIGHT DRIVEN FROM OPTIMAL TEMPERATURE FOR OTHER SETTINGS

In this section, we extract a mathematical heuristic from the optimal temperature in Theorem[4.7]that
can be applied to ICL settings beyond our existing setting involving linearized attention and regres-
sion tasks. Specifically, we consider Transformers employing standard softmax attention. Recall
that the attention temperature scales the pre-softmax scores (i.e., (K Z) " (QZ) in ), thereby con-
trolling the variance of the final scores. Since the optimal temperature depends on the distribution
of these scores, it can be naturally characterized by the moments of that distribution. Our central
intuition is that the optimal temperature identified in Theorem relates directly to the first two
moments of the pre-softmax scores. Although this optimal temperature was derived for linearized
softmax attention, the insight remains relevant for softmax attention because the two mechanisms
behave similarly in the regime considered (see Appendix [D).
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We now illustrate how the optimal temperature in Theorem [4.7| can be related to the first two mo-
ments of the pre-softmax scores. For simplicity, we consider the case p, = p,, = ms; = 0 and
3 = I, under which the optimal temperature reduces to

V22 Tr(EIMHErMﬂEz)
$Tr (2, (B, My + M\=]))

(123)

Toptimal =

We next show how this expression connects to the first two moments of (KZ)' (QZ). Let z;
denote the i-th column of Z from (3) and recall K 'Q = M. We therefore compute E[z,” M z;]
and E[(2;) M z;)?] fori,j € {1,...,1}. Starting with the first moment for i = j:

Elz] Mz;] = Tr(E[ziz] |M) = Tr(Z, M), (124)
where the block structure (and zero entries) of M is used in the last step. For i # j,

Elz Mz;] = Tr(ME[z;z] ]) =0, (125)

by independence of z; and z;. For the second moment with i # j:

E[(z;sz)Q] = E[ziTszijMTzi] (126)
=E[z; Myz;z] M)\ z;] (127)
= Eo, [®] M11Eq, [@;2] | M 2;] (128)
= Eq, [z] M1 2, M) ;] (129)
= Tr(M1 2, M\ E,, [z;z] ) (130)
=Tr(M\ 2, M| %,), (131)

where we again exploit the block structure of M and apply straightforward manipulations.

We observe a parallel between the numerator of and the computed second moment (for ¢ £ j),
and between the denominator and the first moment (for ¢ = 7). This motivates the heuristic that the
optimal temperature should be roughly proportional to the ratio of the second moment (for i # j)
to the first moment (for ¢ = j). Accordingly, in our LLM experiments (Figure [3), we select the
temperature proportional to this ratio while taking care to avoid numerical issues.

Finally, we note an important caveat: in order to obtain an insight of practical relevance, we inten-
tionally relaxed the rigor applied in our main theoretical results. Consequently, the heuristic derived
here—and the accompanying empirical findings—should be viewed as preliminary, intended to in-
spire future work on principled selection of attention temperature in practice.

K EXPERIMENTAL DETAILS AND GPT-2 EXPERIMENTS

This section describes our experimental setups for GPT-2 and large language models (LLMs), in-
cluding the motivation for our distribution-shift scenarios.

K.1 GPT-2: TRANSFORMER WITH MLP LAYERS

Building on the linearized-attention experiments, we investigate whether the optimal temperature
also benefits more complex Transformer models on linear regression tasks. We evaluate GPT-2 (Rad-
ford et al.,2019) under a shift in input covariance (Figure[6). Consistent with prior work (Garg et al.|
2022; Zhang et al.| 2024])), such shifts substantially degrade performance and can even induce non-
monotonic generalization error with respect to context length [. Remarkably, applying the optimal
temperature mitigates this nonmonotonicity and improves in-context generalization.
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—o— GPT-2
=@ = GPT-2 (Optimal Temperature)

Generalization Error

Figure 6: GPT-2 (Radford et al., [2019) under an input-covariance shift. GPT-2 exemplifies the
Transformer architecture (Vaswani et al.,2017), combining multi-layer perceptrons with multi-head
softmax self-attention. The model here is pretrained by |Garg et al.[(2022) on the linear regression
tasks defined in (2). We consider a shift from X" = I to 3 = 3. The attention temperature
at each layer is scaled as 7+/d}, (where dy, is the key dimension) to ensure dimension-independent 7
values.

K.2 DETAILS OF THE GPT-2 EXPERIMENTS IN FIGURE[6]

We use the standard GPT-2 architecture (Radford et al.,[2019)) as implemented in HuggingFace (Wolf
et al.| 2020), leveraging the pretrained model of (Garg et al.|(2022). Training data match ours, while
their training procedure differs slightly: the loss is auto-regressive, i.e., the average over the entire
context sequence of length [ = 40. We adopt the same embedding method as in |Garg et al.| (2022).
The input dimension is d = 20, with 12 layers and 8 heads. All GPT-2 experiments run on an
NVIDIA Tesla V100 GPU and complete in approximately 10 minutes.

K.3 DETAILS OF THE LLM EXPERIMENTS IN FIGURE[3]

For our large language model experiments, we employ LLaMA2-7B (Touvron et al., 2023)) and the
SCIQ dataset (Welbl et al., [2017), which contains science questions with supporting information.
We generate ICL problems following |Gao et al.| (2024)), selecting in-context demonstrations using
the TopK retrieval technique (Liu et al.| [2022) to ensure relevance. An example ICL sample from
SCIQ appears in Table To simulate distribution shift, we follow |Gao et al.| (2024) and introduce
noisy labels—incorrect but semantically related—to the in-context demonstrations (Appendix [K.4).
Table [2] gives an example. The noisy ratio denotes the fraction of demonstrations with noisy la-
bels (e.g., 0.6 means 60% noisy). We modify and use the codebase of |Gao et al.|(2024)), built on
HuggingFace (Wolf et al.| 2020) and OpenlCL (Wu et al [2023). All LLM experiments run on an
NVIDIA A40 GPU; a single Monte Carlo run per plot in Figure 3| takes a few hours.

K.4 WHY IN-CONTEXT DEMONSTRATIONS WITH NOISY LABELS AS AN EXAMPLE OF
DISTRIBUTION SHIFT?

The link between noisy labels in demonstrations and distribution shift may not be immediately ob-
vious. Quantifying pretraining—test shifts for pretrained LLMs is inherently difficult because their
pretraining data are complex mixtures of sources (Touvron et al., [2023). However, we hypoth-
esize—following |Gao et al.| (2024)—that high perplexity can serve as an empirical indicator of
distribution shift. Inputs aligned with the training distribution tend to yield low perplexity (high-
confidence generation), whereas contradictory or out-of-distribution inputs induce high perplexity.
Since noisy demonstrations are expected to contradict training-set patterns, they yield high perplex-
ity and thereby act as a proxy for distribution shift. Consequently, introducing noisy labels into
in-context demonstrations constitutes a principled way to test the robustness of in-context learning
under distribution shift.
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In-context demonstration 1

Support: Cells are organized into tissues, tissues are organized into organs.
Question: What is considered the smallest unit of the organ?
Answer: Cells

In-context demonstration 2

Support: ... four basic types of tissue: connective, muscle, nervous, and epithelial.
Question: The four basic types of tissue are epithelial, muscle, connective, and what?
Answer: nervous

Test example

Support: All forms of life are built of at least one cell. A cell is the basic unit of life.
Question: What are the smallest structural and functional units of all living organisms?
Output: 7

Table 1: A sample illustration of in-context learning on the SCIQ dataset.

Setting In-context demonstration

True Label ~ Support: Cells are organized into tissues, tissues are organized into organs.
Question: What is considered the smallest unit of the organ?
Label: Cells

Noisy Label ~ Support: Cells are organized into tissues, tissues are organized into organs.
Question: What is considered the smallest unit of the organ?
Label: tissues

Table 2: An example of a true label vs. a relevant but noisy label. A relevant label is related to the
question but is not necessarily true. Therefore, relevant labels can be considered noisy labels.

L REST OF THE RELATED WORK

ICL by Transformers — The ICL capability of Transformers was first brought to prominence by
Brown et al| (2020), leading to a surge of empirical and theoretical investigations. Several works
have demonstrated that ICL performance improves with model scale|Wei et al.| (2022); Olsson et al.
(2022); |Schaeffer et al.| (2023), underscoring its importance in modern Al systems. To better under-
stand this phenomenon, synthetic tasks such as linear regression have served as controlled testbeds
for analyzing ICL in Transformers (Garg et al., 2022; Zhang et al., [2024; Raventos et al., [2023)).
A prevailing hypothesis in recent theoretical work is that Transformers implicitly learn algorithms
during pretraining, which they subsequently execute during inference (Bai et al.| 2023} Li et al.,
2023} |Akyiirek et al., 2023; |Ahn et al., 2023; |Von Oswald et al., |2023; Mahankali et al., 2024; [Fu
et al., 2024; |Zhang et al., 2024; |Li et al.| [2024; |Park et al., [2024)). There remains ongoing debate
over the precise nature of these learned procedures. However, our work focuses on a fundamentally
different question, which is how attention temperature affects the ICL performance of pretrained
Transformers under distribution shifts.

M INTERPRETING THE CLOSED-FORM OPTIMAL TEMPERATURE:
ANALYTICAL REDUCTIONS AND EMPIRICAL VALIDATION

This section provides an expanded and more interpretable discussion of the optimal attention tem-
perature derived in Theorem Our goal is to illustrate how the closed-form expression behaves
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under concrete distribution shifts and to clarify its relationship to the moment-ratio heuristic intro-
duced in Appendix[I}

M.1 ANALYTICAL SPECIALIZATION OF THEOREM [4.7]

To obtain a simplified expression, we consider a simple but representative family of shifts as follows.
The training distributions are

(input) x; ~ N (0, 1), (task) w ~ N (0, I), (noise) ¢; ~ N(0,0.12).
We then introduce three independent shift parameters for the test distribution:

(input) ; ~ N(0,al), (task) w ~ N(0,bI), (noise) ¢; ~ N(0,0?),
where a > 0 controls the input variance shift, b > 0 controls the task-parameter variance shift, and
o > 0 controls the noise-variance shift. This setting preserves isotropy, which makes it possible to
derive a clean closed-form expression while still connecting directly to realistic distribution shifts.
Substituting these shifted distributions into the optimal-temperature expression in (I3)) yields

2Tr (aI MY (abI + 3 (0% + abd)I) al M)

Toptimal — Tr (aI (a,bI (Mll + Mﬂ))) ) (132)
_ 1 /02 Tr (MljiMll)

This concrete formula makes several effects fully explicit:

e Input shift — Increasing input variance a directly scales Topima upward. This aligns with our
earlier results (Figure [T) and the heuristic derived in Appendix J, which suggests that a greater
variance of pre-softmax scores requires a higher temperature to maintain robustness to input shifts.

* Noise shift — Increasing noise variance o2 also increases Toptimal, but only through the % term,
reflecting the diminishing effect of noise when more in-context examples are available.

» Task shift — Increasing task variance b reduces the effect of noise (via o2 /b), slightly lowering the
optimal temperature.

» Context length — As | — oo, the % term vanishes, giving a simplified asymptotic rule:
TI'(Ml—E Mll)

. . _) .
Toptimal a Tr ( Ml L )

Note that under the considered training distribution, we have Tr(M; | M)/ Tr(Mi;) =~ 1, which
implies that Toptimal — @ as [ — oo. Thus, even in this simplified scenario, the optimal temperature
explicitly tracks the magnitude and nature of the distribution shifts.

M.2 CONNECTION TO THE MOMENT-RATIO HEURISTIC

Recall that Appendix [J| proposed a practical heuristic based on the ratio of the second and first
moments of pre-softmax attention scores. The expression in (I33)) provides further theoretical justi-
fication for that heuristic.

Indeed, for some i # j,

Tr (M M}, 1 (/o2 Tr (M, M,
Toptimal = QM - (0 + ad) M, (134)
TI'(Mll) l b Tr(Mll)
Ef(z] Mz)2 2 Tr (M ML
_ Bl Meyf] 1 (” +a ) Tr (Mu M) (135)
E[z;eri] I\ b Tr (M;i1)

where we used the moments calculated in Appendix [J| to reach the final line. Here, since
Tr(M, M)/ Tr(Mi;) = 1 for the considered training distribution, this gives the approximation:

E[(zf Mz)*] 1 (0*
imal X —=——~—+ - |~ +ad). 136
Toptimal E[ZZTMZJ + ] b +a (136)
N—— — ™
moment-ratio correction for small [
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This demonstrates that the moment-ratio heuristic is not an ad-hoc rule, but a theoretically grounded
approximation of the exact closed-form optimal temperature.

M.3 NUMERICAL ILLUSTRATION OF THE OPTIMAL TEMPERATURE AND ITS
GENERALIZATION BEHAVIOR

To complement the analytical reductions above, we now present numerical experiments illustrating
how the optimal attention temperature varies under different types of distribution shift. These simu-
lations closely follow the structure predicted by the closed-form expression in Theorem [4.7] and its

simplified forms in (I33) and (I36).

Figure shows the optimal temperature as a function of (i) input covariance shift, (ii) task covariance
shift, and (iii) noise-variance shift. In each subplot, a single shift parameter (a, b, or o) is varied
while the others remain fixed. The closed-form optimal temperatures (T3] align closely with the
moment-ratio heuristic with correction (I36). As anticipated:

* higher input variance a or noise level o increases the optimal temperature, while
* task variance b does not significantly change the optimal temperature.
Figure ] presents the corresponding generalization errors. These results demonstrate that the closed-

form characterization accurately captures the key dependencies of the optimal temperature under a
range of distribution shifts.
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Figure 7: Optimal temperature under different types of distribution shift. The moment-ratio heuristic
(Appendix [I) is derived from the closed-form optimal temperature, with its corrected form given
in (136). During training, we use m = 5000 tasks, noise level o'"%" = (.1, means pl"*" =
¥ = 0, and covariances X1 = Xirain — T At test time, we set plft = plest = 0,
Blest — o, Btest = p[, and 05" = . In each subplot, exactly one of a, b, or o is varied, while
the other two remain fixed at their training-distribution values to isolate the effect of a single shift

dimension. The dimension and context length are set to d = 50 and [ = 2d.
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Figure 8: Generalization errors corresponding to Figure
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