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Abstract
Large Language Models (LLMs) have been widely used in

cross-lingual and emotional speech synthesis, but they require
extensive data and retain the drawbacks of previous autoregres-
sive (AR) speech models, such as slow inference speed and lack
of robustness and interpretation. In this paper, we propose a
cross-lingual emotional speech generation model, X-E-Speech,
which achieves the disentanglement of speaker style and cross-
lingual content features by jointly training non-autoregressive
(NAR) voice conversion (VC) and text-to-speech (TTS) mod-
els. For TTS, we freeze the style-related model components and
fine-tune the content-related structures to enable cross-lingual
emotional speech synthesis without accent. For VC, we im-
prove the emotion similarity between the generated results and
the reference speech by introducing the similarity loss between
content features for VC and text for TTS.
Index Terms: joint training, text-to-speech, voice conversion,
cross-lingual, emotional

1. Introduction
Text-to-speech (TTS) and voice conversion (VC) are two clas-
sic tasks in speech generation. The goal of TTS is to synthe-
size human-like speech based on input text[1], while VC takes
speech as input to alter speech characteristics such as speaker[2]
or emotion[3]. In this study, we achieve TTS and VC tasks
through joint training. Due to their different nature, these two
tasks use different encoders to process the input text or feature,
but they share the same decoder, which is responsible for ad-
justing the speaker style of the generated speech.

End-to-end non-autoregressive (NAR) speech generation
models, such as VITS[4] and FreeVC[5], have demonstrated
the ability to produce high quality speech rapidly. In addition,
joint training of TTS and VC models has been explored in stud-
ies such as HierSpeech[6], HierVST[7] and HierSpeech++[8],
resulting in improved naturalness and expressiveness of syn-
thesised speech. However, these efforts have only focused on
monolingual tasks without emotion imitation. In this paper, we
focus on more complex applications and aim to address two
challenges simultaneously:
• Cross-lingual speech synthesis, where the language of refer-

ence speech is different from the input text (TTS) or source
speech (VC).

• Emotional speech synthesis, where the generated speech
needs to simulate both the speaker identity and emotional
style of the reference speech.

For speech generation tasks involving complex scenar-
ios, autoregressive (AR) approaches have achieved good re-
sults, such as VALL-E[9] and Vall-E-X[10], which can imitate

speakers and emotions from reference speech in different lan-
guages to generate speech. In addition, SpeechGPT-Gen[11]
and USLM[12] have also implemented multilingual TTS and
VC two tasks simultaneously using Speech Large Language
Model (SLLM). AR methods typically involve large-scale mod-
els trained on large amounts of data, which have excellent gen-
eralisability and perform complex tasks such as cross-lingual
and emotional synthesis. However, the drawbacks of AR meth-
ods are also apparent: weaker stability and slower inference
speed compared to non-autoregressive (NAR) speech synthesis
methods.

There is also research into the use of NAR-based speech
synthesis models for cross-lingual or emotional tasks. For
example, SANE-TTS achieves cross-lingual TTS by feed-
ing language embeddings into a text encoder[13]. PERIOD-
VITS[14] and ZSE-VITS[15] imitate emotions from reference
speech by receiving speaker style embeddings as input to VITS.
There are also speech generation models that simultaneously
handle cross-lingual and emotional tasks, such as DiCLET-
TTS[16] and METTS[17] for TTS, and ConsistencyVC[18]
for VC. However, there is still a lack of research exploring
whether NAR-based cross-lingual emotional TTS and VC can
be achieved simultaneously through joint training.

For the speech generation task, joint training is useful be-
cause the content features input to the VC model contain more
information than the text input to the TTS model. As a result,
the generated speech from VC models has fewer problems such
as accents in cross-lingual tasks[18]. The introduction of cross-
lingual content information from VC can improve the synthesis
quality of cross-lingual TTS. On the other hand, joint training
supports the VC task by refining cross-lingual content features
to be more explicit. Through joint training with TTS, resid-
ual emotional and prosodic information in the content features
can be reduced, leading to better imitation of emotional aspects
from reference speech.

In this research, we introduce the joint training framework
X-E-Speech. Audio samples, source code, and pretrained mod-
els are available1. Our contributions are summarized as follows:
• By using NAR methods, we achieve cross-lingual speaker

style imitation in TTS, providing better inference speed com-
pared to AR methods.

• By training VC and TTS together, we separate the modules
responsible for speaker style and cross-lingual content in the
speech synthesis model.

• We achieve cross-lingual emotional TTS and VC. Further-
more, the jointly trained VC model in conjunction with the
TTS model improves the ability to imitate the emotional as-

1Anonymous github repository: https://github.com/
X-E-Speech/X-E-Speech-code



Figure 1: System diagram showing the training and inference procedure of text-to-speech and voice conversion. Here g denotes speaker
embedding.

pect of a reference speech.

2. Method
2.1. Motivation and strategy

X-E-Speech is inspired by Hierspeech[6], ConsistencyVC[18]
and VALL-E-X[10] respectively. Its backbone structure is simi-
lar to that of Hierspeech, a synthesiser that can be used for both
TTS and VC tasks. We chose Hierspeech as our basic frame-
work because it uses a hierarchical approach to achieve NAR
TTS and VC simultaneously.

However, to address cross-lingual speech generation, we in-
troduce elements of the cross-lingual voice conversion model
ConsistencyVC. Specifically, we select the Whisper Encoder
Output (WEO) as an intermediate feature, which is the output
of the transformer encoder blocks of the Whisper model[19]. In
addition, to mimic the emotions present in the reference speech,
we take inspiration from VALL-E-X. We feed six-second seg-
ments of reference speech into the speaker style encoder to
guide the generation of speech with the desired speaker and
emotion characteristics.

Furthermore, for cross-lingual emotional speech synthesis
tasks, we design three KL divergence losses to guide the train-
ing of variational inference models. To minimise accents and
improve speech intelligibility, we develop a fine-tuning strategy
adapted to each language. This strategy improves speech qual-
ity while preserving the similarity of the speaker in the other
language.

2.2. Model architecture

As shown in Figure 1, the model architecture of X-E-Speech
can be divided into two parts:
• Speaker-related: Decoder,Trans-Flow2, Speaker Style En-

coder, Posterior Encoder;
• Content-related: Text Encoder, Linguistic Encoder, Stochas-

tic Duration Predictor, Trans-Flow1.
Some of the module structure of X-E-Speech is similar to

VITS and Hierspeech, although there are differences in input
and model structure details. The decoder structure of the model
is similar to that of VITS, which is the generator of Hifi-GAN.
The difference between the text encoder and duration predictor
of the model and those of VITS is the addition of a language

embedding. Due to the cross-lingual task, the input to all of the
content-related model structure includes language embeddings,
which are obtained in a similar way to the speaker embeddings
in VITS, using a linear layer.

Similarly, the style embedding obtained from the speaker
style encoder is fed into all speaker-related model structures.
The success of ConsistencyVC in cross-lingual VC shows that
in cross-lingual speech generation, using WEO as content fea-
ture input allows the speech generation model to extract rhyth-
mic information from WEO and voice characteristics from
style embedding. The speaker style encoder uses LSTM[20]
and takes randomly sliced six-second mel spectrograms of the
speech as input. If the speech length is less than six seconds,
it is repeated until it reaches six seconds. This further helps
to prevent the leakage of content-related information from the
style embedding.

The structure of the Linguistic Encoder and Posterior En-
coder is similar to that of the Posterior Encoder in VITS. How-
ever, the linguistic encoder takes the WEO as input, and the
input to the posterior encoder changes from spectrogram to mel-
spectrogram.

Unlike VITS, X-E-Speech has two flow structures, and the
Trans-Flow structure is inspired by VITS2[21], which uses nor-
malising flows with the transformer block. This improves the
ability of the flow to capture long-term dependencies, which is
important for the flow to perform more complex tasks. Trans-
Flow1 is responsible for encoding the rhythmic patterns from
the text to the cross-lingual content feature, while Trans-Flow2
handles the speaker features from the content feature to the mel-
spectrogram latent variable.

2.3. Training strategy

The training strategy is similar to VITS, using variational infer-
ence and adversarial training. However, since the model struc-
ture is divided into content-related and speaker-related parts,
the training is also divided into two stages: in the first stage,
the model is trained on a multilingual dataset to learn the ex-
pression of speaker characteristics and emotional features from
different languages. In the second stage, some of the speaker-
related model structures are frozen and the remaining parts are
fine-tuned using monolingual datasets from the language of the
target text. In addition, the weight of KL loss varies at different
stages of training.



2.3.1. The first training stage

For the generator part, the final loss is similar to VITS, can be
expressed as:

Lvae = Lrecon + Lkl + Ldur + Ladv(G) + Lfm(G). (1)

However, as shown in the first figure in Figure 1, there are three
KL divergence losses among the latent variable distributions
from text, WEO, and mel-spectrogram, which are mapped to
each other by two Trans-flow structures.

Lkl = αLkl1 + βLkl2 + γLkl3, (2)

Lkl1 = log qϕ(z|xmel)− log pθ(z|ctext, A), (3)

Lkl2 = log qϕ(z|xmel)− log pθ(z|xweo), (4)

Lkl3 = log qϕ(z|xweo)− log pθ(z|ctext, A). (5)

The definition of the prior distribution log pθ and the posterior
distribution log qϕ is similar to that in VITS and FreeVC. The
xmel is the mel-spectrogram input to the posterior encoder. The
xweo is the WEO input to the linguistic encoder. The ctext is the
phonemes input to the text encoder and the A is the alignment
between phonemes and latent variables from the WEO. During
the forward process, Trans-Flow2 is utilized twice for calcu-
lating the Lkl1andLkl2. Due to the Lkl3, which helps reduce
speaker-irrelevant information in the latent variables of WEO,
the model trained after the first training stage can be employed
for cross-lingual emotional voice conversion tasks. The infer-
ence pipelines are shown in the third figure in Figure 1, Trans-
Flow1 is utilized twice to extract the content feature.

2.3.2. The second training stage

In the second training stage, the Decoder, Trans-Flow2 and
Speaker Style Encoder are frozen and the other parts are fine-
tuned using a monolingual dataset. This is done to allow
the Text Encoder and Stochastic Duration Predictor, which
are trained on multilingual data, to focus more on the single
language in the second stage. Furthermore, by freezing the
speaker-related part, the fine-tuning in the second stage will not
affect speaker similarity in cross-lingual speech synthesis. The
posterior encoder is not frozen because it is not used in the in-
ference period.

The α, β, γ in the Lkl are changed in the second train-
ing stage, which we will talk about in section 3.1. The model
trained after the second training stage can be used for cross-
lingual TTS and cross-lingual emotional TTS.

3. Experiment
3.1. Experimental setups

A sampling rate of 16,000 Hz is used for our experiments. The
utterances of each speaker are randomly divided into training
and test sets in a ratio of 9:1. 80-band mel-spectrograms are
computed using short-time Fourier transform, with FFT, win-
dow, and hop size set to 1280, 1280, and 320, respectively. The
upsampling scales of the four residual blocks in the decoder are
[10, 8, 2, 2]. To avoid potential checkerboard artifacts[22], ker-
nel sizes of [20, 16, 4, 4] are used. Our models are trained on
a single NVIDIA 3090 GPU for up to 600k steps, with a batch
size of 28 and a maximum segment length of 512 frames. We
employ the AdamW optimizer [23] with the same weight de-
cay and learning rate as VITS. The WEO is sourced from the
large-v2 version of Whisper.

For cross-lingual TTS, the weights α, β and γ are set to
[0.1,1,0.1] in the first training stage, emphasising learning of
speaker characteristics. In the second stage, they are set to
[1,1,1] to improve pronunciation accuracy in the target lan-
guage. For the cross-lingual emotional TTS and VC tasks,
the weights are set to [1,0.45,0.4] in the first stage to facili-
tate the learning of emotional information from the output of
the speaker style encoder. In the second stage they are set to
[1,1,1]. The synthesized speech used in the subjective and ob-
jective experiments is in English, with English text input, while
the reference speech is in other languages. The results of the
model fine-tuned with Chinese data are available on the demo
page.

3.2. Cross-lingual text-to-speech

3.2.1. Dataset

In the cross-lingual text-to-speech experiment, we used trilin-
gual datasets, including Aishell-3[24], JVS[25], VCTK[26],
containing speech samples in English, Chinese and Japanese.

For the grapheme-to-phoneme conversion, we used differ-
ent methods for different languages: IPA representations were
obtained from espeak2 for English, Chinese Pinyin representa-
tions were obtained from jieba3 and pypinyin4 for Chinese, and
Japanese pronunciations were obtained from pyopenjtalk5 for
Japanese.

3.2.2. Baselines

We select two baseline cross-lingual TTS models to compare
with our proposed model.
• Yourtts: An end-to-end NAR speech synthesis model trained

on English, Portuguese and French using a pre-trained
speaker encoder [27].

• VALL-E-X(RE): Due to the lack of official open-source mod-
els for VALL-E-X, we chose an unofficial open-source ver-
sion trained on Chinese, Japanese and English datasets6.

This comparison is unfair because the three models were
trained on different datasets and have different goals. Their
primary goal is zero-shot learning, and cross-lingual synthesis
is just one of their capabilities. However, due to the lack of
open-source models for cross-lingual speech synthesis, we had
to choose these two as baselines.

3.2.3. Subjective evaluation

In the subjective experiments, we used the Mean Opinion Score
(MOS) with 95% confidence intervals as a subjective metric
to evaluate the naturalness and speaker similarity of the syn-
thesized utterances. We recruited 20 native English speakers
from Amazon Mechanical Turk to rate the naturalness of the
speech and 13 to rate the speaker similarity between the synthe-
sized speech and the reference speech. The speech texts were
in English, while the reference speech was either Chinese from
Aishell3 or Japanese from JVS. Each subject evaluating natural-
ness was required to assess the naturalness of 14 ground truth
and 90 synthesized utterances. Each subject evaluating similar-
ity was tasked with evaluating the similarity of 72 synthesized
utterances to the utterances of the target speakers.

2https://espeak.sourceforge.net/
3https://github.com/fxsjy/jieba
4https://github.com/mozillazg/python-pinyin
5https://github.com/r9y9/pyopenjtalk
6https://github.com/Plachtaa/VALL-E-X



Table 1: Results of cross-lingual text-to-speech

N-MOS S-MOS Resemblyzer WER CER RTF
X-E-Speech 4.04±0.06 3.60±0.11 72.63% 13.53% 6.28% 0.024

VALL-E-X(RE) 3.50±0.07 3.50±0.11 74.50% 22.89% 12.63% 3.18
YourTTS 3.46±0.08 2.17±0.12 58.85% 9.07% 3.54% 0.023

Ground Truth 4.09±0.09 - - 5.77% 1.89% -

The experimental results for naturalness in Table 1 indi-
cate that the synthesized speech has excellent naturalness and
cross-lingual speaker similarity. Notably, Yourtts exhibited
poor speaker similarity, possibly due to the different languages
used in its training dataset.

3.2.4. Objective evaluation

We synthesized 500 utterances for the objective experiments.
For the objective experiments, we conducted tests on speaker
similarity, intelligibility, and inference speed. Speaker similar-
ity was measured using the Resemblyzer tool to score the sim-
ilarity between the synthesized and reference speech7. Intelli-
gibility is scored by the word error rate (WER) and character
error rate (CER) [28]. WER and CER are obtained using the
Whisper medium.en model.

Inference speed was measured in terms of real-time factor
(RTF) on an NVIDIA GeForce RTX 3090 GPU. RTF is defined
as (time taken to synthesize speech) / (duration of the synthe-
sized speech).

The experimental results in Table 1 reveal that due to the
smaller scale of the VCTK dataset used for X-E-Speech com-
pared to the LibriTTS dataset used by Yourtts, the intelligibility
of the proposed model is lower than that of Yourtts. The NAR
TTS model significantly outperforms AR-based TTS models in
terms of inference speed. But AR structure can imitate refer-
ence speaker well.

3.3. Cross-lingual emotional text-to-speech and voice con-
version

3.3.1. Dataset and baselines

For the Cross-lingual emotional text-to-speech and voice con-
version task, we conducted experiments using the Emotional
Speech Dataset (ESD), which contains emotional speech data
from 20 speakers in English and Chinese. Since VALL-E-
X can imitate the emotion of the reference speech, it remains
the baseline for the cross-lingual emotional TTS task. For the
Cross-lingual emotional voice conversion task, we choose the
ConsistencyVC-whisper model trained on the ESD dataset as
the baseline.

3.3.2. Subjective evaluation

Table 2: Naturalness MOS with 95% confidence intervals

N-MOS
X-E-Speech(tts) 3.97±0.06
VALL-E-X(RE) 2.87±0.08
X-E-Speech(vc) 3.84±0.06
ConsistencyVC 3.90±0.06
Ground Truth 4.00±0.13

7https://github.com/resemble-ai/Resemblyzer

Figure 2: The preference results for cross-lingual emotional
TTS and VC.

In the subjective evaluation, 20 native English speakers
from Amazon Mechanical Turk were recruited to rate the natu-
ralness of the synthesized emotional speech. Each subject eval-
uating naturalness was tasked with assessing the naturalness of
5 ground truth and 120 synthesized utterances. For the simi-
larity task, following Du et al.[29], a preference test was con-
ducted. Fifteen native English speakers were asked to select
which speech sample was more similar to the reference speech
in terms of emotion.

The results presented in Table 2 for the naturalness of TTS
indicate that the synthesized emotional speech quality is better
than VALL-E-X(RE). An interesting observation is that when
the reference speech is highly emotional, the naturalness of
VALL-E-X(RE) deteriorates significantly. The preference test
results in Figure 2 demonstrate that the models can effectively
mimic the emotional content of the reference speech. In terms
of VC naturalness, the models perform worse than Consisten-
cyVC, likely due to information loss in WEO, affecting the
quality of the synthesized speech. However, this loss is mean-
ingful, as reflected in the preference test results, where the mod-
els resemble the reference speech more in terms of emotion
compared to ConsistencyVC.

4. Conclusion
In this study, we proposed X-E-Speech, a joint training frame-
work of non-autoregressive cross-lingual emotional TTS and
VC. The X-E-Speech model offers faster speech generation
compared to AR models due to its NAR architecture. How-
ever, NAR models face limitations, particularly in zero-shot
scenarios, where their ability to mimic unseen reference speech
is significantly lower compared to AR models trained on large
datasets. Inspired by the achievements of BigVGAN[30], we
plan to further explore the use of NAR structures to achieve
zero-shot cross-lingual emotional speech generation.
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