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Abstract001

In the field of Natural Language Processing002
(NLP), a common approach for resolving hu-003
man disagreement involves establishing a con-004
sensus among multiple annotators. However,005
previous research shows that overlooking indi-006
vidual opinions can result in the marginaliza-007
tion of minority perspectives, particularly in008
subjective tasks, where annotators may system-009
atically disagree due to their personal prefer-010
ences. Emerging Multi-Perspective approaches011
challenge traditional methodologies that treat012
disagreement as mere noise, instead recogniz-013
ing it as a valuable source of knowledge shaped014
by annotators’ diverse backgrounds, life expe-015
riences, and values. This thesis proposal aims016
to (1) identify the challenges of designing dis-017
aggregated datasets i.e., preserving individual018
labels in human-annotated datasets for subjec-019
tive tasks (2) propose solutions for develop-020
ing Perspective-Aware by design systems and021
(3) explore the correlation between human dis-022
agreement and model uncertainty leveraging023
eXplainable AI techniques (XAI). Our long-024
term goal is to create a framework adaptable025
to various subjective NLP tasks to promote the026
development of more responsible and inclusive027
models.028

1 Introduction029

Recent advancements in Artificial Intelligence (AI),030

especially in the NLP field, have been largely031

driven by the availability of extensive datasets an-032

notated with human judgments. However, in tradi-033

tional classification tasks, annotations, often gath-034

ered from multiple annotators through crowdsourc-035

ing, are typically aggregated into a single ground036

truth per instance. While this approach simplifies037

the data processing pipeline, it fails to account for038

the inherent subjectivity and the resulting disagree-039

ments that can arise among annotators. This is espe-040

cially pronounced in subjective NLP tasks, such as041

hate speech, stance and emotion detection, where042

human preferences can vary significantly depend- 043

ing on individual perspectives and preferences. For 044

instance, detecting hate speech frequently involves 045

subjective annotations, as individuals may interpret 046

what constitutes hateful content differently based 047

on their different personal life experience or cul- 048

tural context, as influenced by sociodemographic 049

factors (Sap et al., 2021). As Large Language Mod- 050

els (LLMs) continue to evolve and integrate into 051

various aspects of society, aligning them with plu- 052

ralistic values 1 has become increasingly important. 053

Recent studies highlight that leveraging disagree- 054

ments in human annotations can enhance both 055

model performance and confidence (Casola et al., 056

2023; Davani et al., 2022; Sandri et al., 2023; Mus- 057

cato et al., 2024; Chen et al., 2024). This emerging 058

framework, referred to as Perspectivism2, advo- 059

cates for a paradigm shift in model design (Basile 060

et al., 2021; Fleisig et al., 2024a), calling for sys- 061

tems that are not only Perspective-Aware but also 062

more Responsible and Socially-Aware (Yang et al., 063

2025; Kovač et al., 2023). Thus, the goal is not 064

only to assess the overall performance of the model 065

but also to ensure a fair representation of the di- 066

verse perspectives. This approach emphasizes a 067

system’s awareness of social factors, contexts, and 068

dynamics, as well as their broader implications for 069

the social environment. 070

In practice, a system designed to be perspective- 071

aware by design must utilize disaggregated datasets 072
3 to capture human disagreements (Uma et al., 073

2021), amplifying diverse voices and, if possible, 074

1A system is considered pluralistic if it is designed to
accommodate a broad range of human values and view-
points (Sorensen et al., 2024).

2A research line in machine learning that investigates the
advantages and challenges of integrating diverse perspectives
into model training. This approach uses individually annotated
data to capture variations in opinions and worldviews, aiming
to build Perspective-Aware models.

3In human-labeled datasets, disaggregated labels preserve
all individual annotations rather than collapsing them into a
single label through methods like majority voting.
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incorporating sociodemographic information from075

annotators into the dataset design process. This076

ensures that resulting models reflect multiple per-077

spectives, preventing the suppression of minority078

voices, rather than reinforcing a dominant, majori-079

tarian viewpoint.080

While the multi-perspective approach4 offers a081

promising alternative to traditional annotation prac-082

tices, it also introduces important ethical and tech-083

nical considerations. For instance, retaining dis-084

aggregated labels increases data complexity and085

raises questions about how to effectively model086

and interpret diverse perspectives. Srivastava et al.087

(2022) demonstrate that LLMs are susceptible to088

inherent biases, which are especially evident in am-089

biguous contexts where human judgments are sub-090

jective. Similarly, Santurkar et al. (2023) note that091

LLMs often reflect a predominantly left-leaning092

perspective, which further restricts their capacity093

to provide a broad range of opinions.094

In light of these challenges, we ask our first re-095

search question:096

• RQ1 How can we design a multi-perspective097

(disaggregated) dataset for subjective NLP098

tasks?099

For this purpose, we follow established practices100

from the literature, ensuring a balanced representa-101

tion of the diverse opinions involved.102

However, we observe that LLMs are primarily de-103

signed to predict aggregated labels, which limits104

their effectiveness in scenarios involving multiple105

valid perspectives. To address these limitations,106

we explore diverse training paradigms using pre-107

trained LLMs of various size, exploring both fine-108

tuning and, as a cost-efficient alternative, in-context109

learning (ICL). Our objective is to assess their abil-110

ity to learn from human disagreement, while gener-111

alizing across different subjective tasks. This leads112

to our second research question:113

• RQ2 How can pre-trained LLMs (from BERT114

to GPT-4) be adapted to effectively learn and115

capture diverse perspectives?116

To this end, we propose a multi-perspective ap-117

proach that incorporates the diversity of annota-118

tions into the model’s learning phase, capturing119

the nuances of varying preferences. We evaluate120

4We refer to a multi-perspective approach when the Per-
spectivism framework is applied, where the ultimate goal is to
build perspective-aware systems by design, explicitly model-
ing distinct viewpoints while avoiding their aggregation.

its effectiveness across a range of subjective tasks, 121

including stance detection, hate speech detection 122

and irony detection. 123

However, to assess the impact of annotator dis- 124

agreement on model confidence, it is essential to 125

analyze the decision-making processes that under- 126

pin model predictions. This issue is particularly sig- 127

nificant due to the limited transparency of LLMs, 128

which are often characterized as black-box sys- 129

tems. As a potential solution, XAI techniques can 130

facilitate the interpretation of model behavior in a 131

manner comprehensible to humans. This leads to 132

our third research question: 133

• RQ3 What is the relationship between model 134

uncertainty and human disagreement, and 135

how can XAI be utilized to improve the trans- 136

parency of pre-trained LLMs? 137

Section 3.2, Section 4 and Section 5 describe our 138

progress on the three research questions. Section 139

6 concludes the paper by synthesizing the main 140

contributions of this thesis proposal. 141

2 Background 142

This section explores long-standing assumptions 143

about the causes of human disagreement that are 144

challenged by the multi-perspective approach. 145

Sources of Disagreement Recent studies investi- 146

gate the root causes of human disagreement in sub- 147

jective tasks. Uma et al. (2021) identify five reasons 148

for human disagreement. One common cause is an- 149

notator errors and interface issues, which can arise 150

from mistakes made by annotators or issues with 151

the platform used to collect annotations. Another 152

significant factor is an incomplete or vague anno- 153

tation schema, which, combined with the inherent 154

ambiguity of language, can lead to inconsistent in- 155

terpretations and varied annotations depending on 156

the context. Item difficulty and rater subjectivity 157

also contribute to disagreement, stemming from 158

task complexity and individual differences in in- 159

terpretation, beliefs, and experiences. Similarly, 160

Sandri et al. (2023) propose a taxonomy catego- 161

rizing linguistic sources of disagreement into four 162

groups. These include careless annotations, am- 163

biguity from missing contextual information, and 164

subjectivity shaped by personal background, be- 165

liefs, and knowledge. 166

Disagreement is everywhere In traditional ma- 167

chine learning, annotator disagreement is often crit- 168
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icized as an issue of label quality or a sign of an-169

notator inexperience (Nowak and Rüger, 2010),170

especially in crowd-sourced settings like MTurk5.171

Typically, label quality is assessed with agreement172

metrics e.g. by measuring inter-annotator agree-173

ment, though these are unreliable for capturing task174

difficulty or textual ambiguity in subjective tasks175

(Röttger et al., 2022; Abercrombie et al., 2023).176

Prior research shows that disagreement can also177

arise in tasks perceived as objective, such as Part-178

of-Speech (POS) tagging (Plank, 2022) or word179

sense disambiguation (Alonso et al., 2015), chal-180

lenging the idea that disagreement only reflects181

subjectivity or poor labeling.182

The emergence of a Crowd Truth Within the183

perspectivist community, the idea that a single184

ground truth exists for all instances is increasingly185

debated (Basile et al., 2021; Uma et al., 2021). In-186

stead of assuming that truth aligns with majority187

consensus, recent research promotes the emerg-188

ing concept of crowd truth, acknowledging the189

inherently subjective nature of human interpreta-190

tion. This approach suggests that aggregating an-191

notations from multiple individuals offers a mean-192

ingful "representation of their subjectivity and the193

spectrum of reasonable interpretations" (Aroyo and194

Welty, 2015).195

3 Multi-Perspective Datasets196

RQ1 How can we design a multi-
perspective (disaggregated) dataset for sub-
jective NLP tasks?

197

3.1 Related work198

Recent studies outline best practices for capturing199

annotator subjectivity in human labeled datasets.200

Röttger et al. (2022) distinguish between two data201

annotation paradigms: descriptive and prescrip-202

tive. The descriptive paradigm encourages anno-203

tators to express their own subjectivity, capturing204

diverse perspectives and beliefs. For example, a205

researcher studying hate speech might adopt the206

descriptive paradigm to better reflect different per-207

spectives. In contrast, the prescriptive paradigm208

limits annotator subjectivity by enforcing strict209

guidelines, ensuring annotations align with a sin-210

gle judgment. For instance, a content moderation211

engineer at a social media company may use the212

5https://www.mturk.com

prescriptive paradigm to ensure annotations align 213

with platform policies. 214

According to (Uma et al., 2021), current ap- 215

proaches for learning from human disagreement 216

can be grouped into four categories, including ag- 217

gregated and disaggregated labels, reflecting the 218

tension between the prescriptive and the descrip- 219

tive annotation paradigms. 220

Aggregated vs Disaggregated labels Consensus- 221

based aggregation methods, such as majority vot- 222

ing, resolve annotator disagreements by combining 223

multiple opinions into a single (discrete hard la- 224

bel), completely discarding instances with high dis- 225

agreement. Similarly, hard-item filtering discards 226

ambiguous instances, both aligning with the pre- 227

scriptive goal of enforcing consensus. In contrast, 228

soft-labeling transforms annotations into probabil- 229

ity distributions (disaggregated soft labels) e.g. us- 230

ing softmax function to capture the diversity of 231

perspectives. Hybrid methods, aligned with the 232

descriptive paradigm, combine hard and soft labels 233

to capture both clear and ambiguous cases, treating 234

annotator subjectivity as valuable information. 235

Dataset Train Test Dev Tot. Class Ann. Full Agr. (%) Subj. Task

HS-Brexit 784 168 168 2 6 69% Hate speech detection
MD-Agr 6592 3057 1104 2 5 42% Offensive lang. detection
ConvAbuse 2398 840 812 2 3-8 86% Abusive lang. detection
ArMIS 657 141 145 2 3-8 65% Misogyny and sexism detection

Table 1: Dataset overview from the LeWiDi competi-
tion.

Benchmark overview The disaggregated 236

datasets currently available for the research 237

community can be accessed through the Data Per- 238

spectivist Manifesto website 6. As an illustrative 239

example, the LeWiDi competition datasets 7 are 240

showed in Table 1. They cover a range of subjec- 241

tive NLP tasks, primarily in English, highlighting 242

the limited availability of multilingual datasets. 243

These tasks include detecting offensive language, 244

hate speech in social media posts, and abusive 245

language in dialogues. For instance, Akhtar 246

et al. (2020) introduce the HS-Brexit dataset, 247

which consists of English tweets related to Brexit, 248

annotated for different language phenomena such 249

as hate speech, aggressiveness, offensiveness, 250

stereotypes and irony. The dataset is labeled by six 251

individuals, including three Muslim immigrants as 252

a target group and three researchers with Western 253

backgrounds as a control group. Similarly, Curry 254

6https://pdai.info
7https://le-wi-di.github.io
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et al. (2021), explores abusive language detection255

task within dialogues between AI conversational256

agents and humans, with annotations provided by257

multiple domain experts. However, a growing258

number of datasets now include the collection of259

sociodemographic information, which is crucial for260

capturing perspectives shaped by demographics,261

beliefs, and personal experiences (Kumar et al.,262

2021; Davani et al., 2024).263

3.2 Preliminary results264

Leveraging previously mentioned approaches to265

learn from annotations containing disagreements,266

we conduct an exploratory analysis whose aim is267

to design and model a multi-perspective disaggre-268

gated dataset for a subjective task (blinded citation).269

We leverage an existing stance detection dataset on270

controversial topics 8 (Gezici et al., 2021) to ap-271

ply a multi-perspective approach. The objective is272

to evaluates the performance of perspective-aware273

classification models and investigates the impact274

of annotator disagreement on model confidence as275

illustrated in Figure 1.276

Baseline The baseline model follows a traditional277

label aggregation approach using majority voting,278

resulting in a single consensus label per document.279

Accordingly, each document di in the baseline280

dataset is represented as a tuple of query, content,281

and majority label: di = {qi, ci,mi}.282

Multi-perspective In contrast, the multi-283

perspective model is constructed through data284

augmentation, allowing multiple annotations per285

document to reflect diverse viewpoints. Each286

document di has an associated annotation set287

A(di) = {a1, a2, a3}, where annotations may288

differ based on the annotators’ perspectives. Thus,289

the multi-perspective dataset consists of di, where290

di is added to the dataset three times with the291

corresponding annotations as di
1 = {qi, ci, a1},292

di
2 = {qi, ci, a2}, and di

3 = {qi, ci, a3}.293

To evaluate the impact of the dataset design,294

encoder-based models, specifically BERT-base and295

RoBERTa-base (Devlin et al., 2019; Liu et al.,296

2019), are fine-tuned using both the baseline and297

multi-perspective approaches using default hyper-298

parameters.299

Results show that the multi-perspective consis-300

tently outperform the baseline models with this301

8Including, but not limited to, education, health, entertain-
ment, religion, and politics.

LLM

Query Document Majority label Query Document

LLM

Annotator label

Figure 1: Comparison of dataset design strategies for
model finetuning. The baseline approach utilizes ag-
gregated label determined by majority voting (majority
label), whereas the multi-perspective considers each an-
notator’s individual label (annotator label).

pattern observed in both BERT-base and RoBERTa- 302

base. For the best-performing BERT-base model, 303

the F1 score increased from 26.67 (baseline) to 304

50.21 (multi-perspective). Similarly, for the best- 305

performing RoBERTa-base model, the F1 score 306

improved from 40.48 (baseline) to 47.45 (multi- 307

perspective). Notably, RoBERTa-base exhibits 308

greater confidence in its predictions compared to 309

BERT-base when using the multi-perspective ap- 310

proach. 311

3.3 Future direction 312

In future, we plan to design a multi-lingual dis- 313

aggregated dataset (covering Italian, Turkish and 314

Indian) that adheres to perspectivist principles for 315

both subjective and objective NLP tasks. Follow- 316

ing Fleisig et al. (2024b), we argue that in objective 317

tasks it is crucial to move beyond the notion of a sin- 318

gle aggregated label per data point. Instead, some 319

instances may be inherently ambiguous, shaped by 320

genuine human disagreement. This effort seeks 321

to increase the number of available disaggregated 322

datasets for the community that reflect diverse so- 323

ciodemographic groups perspectives and include 324

annotators’ natural language explanations to cap- 325

ture their reasoning and uncertainties. However, a 326

key limitation of this research direction is the ex- 327

clusion of instances with total disagreement, due to 328

the absence of a majority label. In future work, we 329

aim to incorporate these cases into the perspective- 330

aware model learning process. 331
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4 Perspective-Aware by design models332

RQ2 How can pre-trained LLMs (from
BERT to GPT-4) be adapted to effectively
learn and capture diverse perspectives?

333

4.1 Related work334

Modeling annotator disagreement is gaining in-335

creasing attention, particularly due to its poten-336

tial to preserve annotation diversity while enhanc-337

ing model performance (Mokhberian et al., 2024;338

Anand et al., 2024; Davani et al., 2022). To address339

the challenge of accommodating diverse annota-340

tor preferences, various strategies are developed341

for both disaggregated hard and soft labels, with342

the latter proving particularly effective for subjec-343

tive tasks by capturing the nuances of perspectives344

(Leonardelli et al., 2023; Schmeisser-Nieto et al.,345

2024).346

Fine-tuning Proposed approaches include fine-347

tuning ensemble of annotator-specific classifiers348

(Mokhberian et al., 2024; Akhtar et al., 2020),349

adopting single-task and multi-task architectures350

(Davani et al., 2022) and incorporating sociodemo-351

graphic information (Fleisig et al., 2023).352

In-context learning (ICL) Recent work high-353

lights in-context learning (ICL) (Brown et al., 2020)354

as an alternative to traditional fine-tuning, allowing355

models to perform new tasks without parameter356

updates. By formatting a few examples as demon-357

strations within a prompt, in fact LLMs are able358

to select the answer with the highest probability359

(Dong et al., 2024). For subjective tasks, Chen360

et al. (2024) show that prompting LLMs with a361

small set of expert-provided labels and explana-362

tions can approximate human label distributions.363

However, it remains unclear whether these findings364

extend to non-expert annotators.365

In the following sections, we discuss the ap-366

proaches explored for leveraging fine-tuning and367

in-context learning for multi-perspective models.368

4.1.1 Fine-tuning: A Multi-Perspective369

approach with Soft labels370

Building on prior studies (Davani et al., 2022;371

Pavlovic and Poesio, 2024; Zhu et al., 2023), we372

propose a multi-perspective approach, designed to373

incorporate disaggregated soft labels- rather than374

disaggregated hard labels as in previous works (Sec-375

tion 3.2)- into model learning (blinded citation).376

To assess the effect of our approach on stance de- 377

tection task, we compare two methodologies: a 378

Baseline model with aggregated hard labels and 379

Multi-Perspective model with disaggregated soft 380

labels. We introduce a multi-stage framework, tai- 381

lored for stance detection task, consisting of the 382

following steps. First we summarize documents 383

from the original dataset (Gezici et al., 2021) us- 384

ing state-of-the-art model GPT4-Turbo. Second, 385

we augment the dataset by collecting annotations 386

generated by different LLMs 9, resulting into two 387

different datasets: a human-annotated (HD) and 388

LLM-annotated dataset (LLMD). Third, we fine- 389

tuned BERT-based models with default hyperpa- 390

rameters 10 , and applied temperature scaling (Guo 391

et al., 2017) for calibration, as illustrated in Figure 392

2. 393

Original dataset Summaries

HD (sₙ, a₁ , a₂, a₃)

LLM dataset

LLMD (sₙ, lm₁, lm₂ , lm₃)

Human dataset

d = (qₙ, tₙ, cₙ) s = (s₁, s₂ ... sₙ) 

summarization augmentation

Hard label
“pro” (0)

Stances pro neutral Soft label 
[0.6, 0.1, 0.2, 0.1]

Baseline 

Multi-
perspective 

calibration

Annotators
argmax(stances)

softmax(stances)

fine-tuning
final

prediction

pro

hard label

soft label

Figure 2: The multi-perspective stance detection frame-
work includes dataset preparation with summarization
and LLM-based annotation, label transformation into
hard and soft formats, model fine-tuning, and final pre-
diction score calibration.

In particular, for the the baseline approach, we 394

follow the traditional paradigm in which the ma- 395

jority label that is the most frequent label among 396

the multiple annotations provided by the annotators 397

is created and used for each data instance. While 398

for the multi-perspective we employ disaggregated 399

labels, initially represented as discrete values (hard 400

labels) and later converted into continuous values 401

through a softmax function (Uma et al., 2020), re- 402

ferred to as soft labels. 403

For evaluation, hard metrics including accuracy, 404

precision, recall, macro F1, along with confidence 405

scores, and soft metrics like cross-entropy (CE) 406

are used (Uma et al., 2021). The results show that 407

multi-perspective models generally outperform the 408

9Namely, the open-source models LLama-3-8b (Dubey
et al., 2024), Mistral-7b (Jiang et al., 2023) and Olmo-
7b (Groeneveld et al., 2024).

10We trained the models for 6 epochs, with a learning rate
of 1×10−15, weight decay of 0.01 and 500warmup steps.
We used a training batch size of 8.
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baselines, though we observe reduced performance409

when using the LLM-based annotation dataset. The410

best-performing baseline model is RoBERTa-large411

fine-tuned on HD with the F1-score of 57.22, while412

the best multi-perspective model is RoBERTa-large413

fine-tuned on HD with 61.90. However, the base-414

line models exhibit higher confidence (except the415

BERT-large model on HD), likely due to the in-416

creased model uncertainty introduced by the multi-417

perspective approach, which assigns equal weight418

to diverse viewpoints. These findings suggest that419

confidence scores alone may not be the most ap-420

propriate metric for evaluating multi-perspective421

models. A secondary focus of this research is to422

determine whether model calibration improves the423

alignment between the predicted class probabili-424

ties and actual outcomes. As a calibration method,425

we employed temperature scaling 11 (Guo et al.,426

2017). The effectiveness of this approach is as-427

sessed using Expected Calibration Error (ECE),428

which evaluates how well predicted probabilities429

match the ground truth distribution. The results re-430

veal that uncalibrated baseline models are already431

well-aligned with the ideal calibration (ECE close432

to 0), thus calibration did not create a significant ef-433

fect. However, for the multi-perspective approach,434

calibration reveal mixed effects: it leads to poorer435

calibration (higher ECE) for models fine-tuned on436

the human-annotated dataset (HD) but improved437

calibration (lower ECE) for models fine-tuned on438

the LLM-generated dataset (LLMD).439

4.2 Future direction440

In future work, we aim to broaden our evaluation by441

incorporating a wider range of subjective tasks and442

expanding the set of baseline models, following443

well known approaches from the literature (Davani444

et al., 2022). As a result, we will include both445

multi-task and single-task architectures to further446

validate the robustness and generalizability of the447

multi-perspective approach. Another potential di-448

rection is to apply active learning techniques (Van449

Der Meer et al., 2024) to make more efficient use450

of limited perspectivist datasets in multilingual set-451

tings. Additionally, frameworks like learning to452

defer (Madras et al., 2018) will be considered, from453

a multi-perspective lens, to make model decision-454

making more inclusive and fair.455

11We tuned the T on our validation set for six epochs.

4.3 In-context learning: Multi-Perspective 456

Priming 457

In standard applications, LLMs are typically 458

prompted to provide direct answer to questions 459

e.g., "Classify the following tweet as hate speech 460

based on the options" (Antypas et al., 2023), with- 461

out explicit instructions to account for the task’s 462

inherent subjectivity and ambiguity. This study 463

(blinded citation) explores two alternative strate- 464

gies to assess whether LLMs are able to han- 465

dle multiple perspectives, applying them to four 466

open-source instruction-tuned models12: Olmo- 467

7B-Instruct13, Llama-3-8B-Instruct14, Gemma-7B- 468

IT15, and Deepseek-7B-Chat16. Specifically, we 469

leverage Englsh LeWiDi competition datasets on 470

hate speech, abusive and offensive language detec- 471

tion (Table 1) by comparing a standard baseline ap- 472

proach and a multi-perspective approach, both with 473

and without role-playing. For aggregated labels, 474

we compare the baseline standard prompting with 475

our multi-perspective approach, which explicitly 476

instructs the model to consider diverse viewpoints. 477

For disaggregated labels, we exclusively adopt the 478

multi-perspective approach. An overview of the 479

label space is presented in Figure 3. 480

[0.8, 0.2]

[1, 0 , 0, 0]

[1]

Disaggregated
(continuous)

Disaggregated
(discrete)

Aggregated 

Hard labels

Soft labels

Diverse valid opinions

Figure 3: Aggregated and disaggregated (hard and soft)
labels are provided as input to the model. Note that
aggregated labels are exclusively discrete, whereas dis-
aggregated labels can be represented in both discrete
and continuous formats.

Demonstration examples are organized in two 481

stages: first, they are selected using approaches 482

based on textual similarity (BM-25 and cosine sim- 483

12The original chat template is used for all models, along
with a greedy search configuration, where do_sample =
False.

13https://huggingface.co/allenai/
OLMo-7B-Instruct

14https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

15https://huggingface.co/google/gemma-7b-it
16https://huggingface.co/deepseek-ai/

deepseek-llm-7b-chat
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ilarity between PLMs embeddings) and annotator484

disagreement (entropy-based), and then re-ranked485

based on both factors. Next, the examples are or-486

dered either randomly or following a curriculum487

learning (CL) approach, starting with the easiest488

examples and progressing to the most difficult (Liu489

et al., 2024). Results indicate that multi-perspective490

priming significantly affects all scenarios respec-491

tively for each dataset, especially benefiting the492

zero-shot setup, yielding lower JSD (0.19, 0.14,493

0.14) and CE scores (0.35, 0.43, 0.38) as well as494

higher F1 scores (64.93, 60.01, 45.83), outperform-495

ing the few-shot approach. In particular, LLMs496

perform best when predicting aggregated labels,497

rather than disaggregated hard or soft labels, as498

they tend to produce monolithic and bimodal pref-499

erences, without capturing the nuances of human500

disagreement. These findings suggest that demon-501

stration selection and ordering may not always offer502

advantages for subjective NLP classification tasks.503

4.4 Future direction504

In future work, we aim to explore whether multi-505

perspective priming can be generalized to other506

subjective tasks. We also plan to experiment with507

closed LLMs, such as GPT-417 and Claude18, to508

further validate our findings. Furthermore, future509

research should focus on a comprehensive assess-510

ment of evaluation frameworks related to fairness511

and inclusivity, given the limited amount of work512

in this area.513

5 XAI and Human Disagreement514

RQ3 What is the relationship between
model uncertainty and human disagreement,
and how can XAI be utilized to improve the
transparency of pre-trained LLMs?

515

There is growing interest within the NLP com-516

munity in understanding the uncertainty of LLM517

outputs, which are often regarded as black boxes518

due to their opaque internal mechanisms (Ahdritz519

et al., 2024). This has led to the emergence of Ex-520

plainable AI (XAI), which aims to make model be-521

havior more interpretable. Enhancing explainabil-522

ity of LLMs, particularly in perspectivist contexts,523

is critical for building user trust though reasoning524

processes behind model predictions and for help-525

ing researchers detect and address potential biases526

17https://openai.com/index/gpt-4/
18https://docs.anthropic.com/it/docs/welcome

(Mastromattei et al., 2022; Astorino et al., 2024). 527

In the following section, we provide an overview 528

of the most prominent XAI approaches in the field 529

of NLP, the challenges they address, and their rele- 530

vance. 531

5.1 Related Work 532

Recent work has explored how XAI can shed light 533

on the behavior of LLMs (Cambria et al., 2024; 534

Weidinger et al., 2021). Zhao et al. (2024) outline 535

two key approaches: fine-tuning, in which XAI 536

can help in interpreting how pre-training influences 537

decision-making, and prompting, where models 538

respond to natural language prompts, and expla- 539

nations focus on understanding how they utilize 540

pre-trained knowledge for specific tasks. 541

Local vs Global explanations In both fine- 542

tuning and prompting paradigms, explanations can 543

be local or global. While local explanations focus 544

on individual predictions, global explanations of- 545

fer a broader understanding of the model’s overall 546

behavior. 547

XAI for Foundation Models In the context of 548

fine-tuning, feature attribution methods are widely 549

used to generate local explanations. Techniques 550

such as Integrated Gradients (IG) (Sundararajan 551

et al., 2017), as well as surrogate models like LIME 552

(Ribeiro et al., 2016) and SHAP (Lundberg and Lee, 553

2017) aim to estimate the importance of input fea- 554

tures for individual predictions. Another emerging 555

direction in explainable AI involves neuron activa- 556

tion analysis. This approach can offer both local 557

and global insights by linking neuron activations 558

to specific input tokens (Zini and Awad, 2022). 559

Specifically, it helps uncover how models process 560

inputs and revealing potential biases (Durrani et al., 561

2022; Rai and Yao, 2024). 562

Foundation Models for XAI In the prompt- 563

ing paradigm, Chain-of-Thought (CoT) prompt- 564

ing (Wei et al., 2022) is is gaining attention for 565

enhancing interpretability by guiding models to 566

generate intermediate reasoning steps, improving 567

transparency in complex decisions. Similarly, nat- 568

ural language explanations offer a user-friendly 569

way to explain model behavior. Techniques 570

like explain-then-predict, predict-then-explain, and 571

joint predict-explain are still under investigation. 572

The choice of method depends on the task, aim- 573

ing to clarify how models reach their outputs. For 574
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a comprehensive overview of explainability tech-575

niques for LLMs, please refer to (Zhao et al., 2024).576

5.2 Preliminary results577

In our study (blinded citation), we explore the re-578

lationship between model predictions and human579

disagreement, building on previous findings on un-580

certainty from the multi-perspective approach (Sec-581

tion 4.1.1). We conduct a comprehensive analysis582

across various subjective text classification tasks,583

including hate speech, irony, abusive language and584

stance detection. We fine-tune BERT-based models,585

using a multi-perspective approach with soft labels,586

comparing it to two different baselines. Following587

(Davani et al., 2022), the first baseline is a single-588

task classifier predicting aggregated labels, while589

the second is an ensemble model that learns indi-590

vidual annotator labels before aggregating them.591

To compare model predictions between aggregated592

(baseline) and disaggregated (multi-perspective)593

labels, we applied XAI techniques to RoBERTa-594

large and BERT-large models19. Using post- hoc595

feature-based attribution methods, we identify key596

tokens influencing model decisions and perspective597

preferences. In particular we employ Layer Inte-598

grated Gradient (LIG) (Sundararajan et al., 2017),599

a variant of Integrate Gradient (IG) that computes600

importance scores for input features approximating601

the integral of the model’s output across differ-602

ent layers, as well as LIME and SHAP, to analyze603

the best-performing models for both baseline and604

multi-perspective approaches. For a focused anal-605

ysis, we select ten instances, five with the highest606

and five with the lowest confidence scores. A key607

factor in feature-based attribution methods is the608

number of salient tokens (k) analyzed. Following609

(Krishna et al., 2022), we determine k iteratively610

based on average sentence length to ensure a bal-611

anced and meaningful token selection. Overall, our612

findings highlight inconsistencies across different613

post-hoc methods (LIG, SHAP, and LIME), demon-614

strating variability in token importance depending615

on perspective exhibited by the predicted aggre-616

gated label. This underscores the limitations of re-617

lying on a single explanation method, particularly618

in subjective tasks where language interpretation is619

highly affected by the annotator’s perspective.620

19We trained the models for 8 epochs, with a learning rate
of 5× 10−5, early stopping patience set to 3, a weight decay
of 0.01, and 500 warmup steps. We used a training batch size
of 16.

5.3 Future direction 621

Building on the observed limitations of feature- 622

based explanations in capturing different human 623

perspectives, in future work we plan to investigate 624

which input features contribute to high model un- 625

certainty, and how this uncertainty aligns with hu- 626

man disagreement. We also aim to explore other 627

explainability techniques, including example-based 628

and attention-based approaches, to systematically 629

analyze the root causes of human disagreement. 630

Additionally, we will study how LLMs can be 631

leveraged to enhance model performance through 632

natural language explanations. To generate these 633

explanations, we will employ perturbation strate- 634

gies, counterfactual examples (Dehghanighobadi 635

et al., 2025; Tanneru et al., 2024; Ortega-Bueno 636

et al., 2025) and chain-of-thoughts reasoning with 637

the validation of human experts. With these ap- 638

proaches our goal is to improve both interpretabil- 639

ity and insight into model reasoning in subjective 640

classification tasks. 641

6 Conclusion 642

This PhD research provides an overview of the cur- 643

rent literature on preserving human disagreement in 644

NLP subjective tasks, while proposing solutions for 645

developing Perspective-Aware by design systems. 646

Starting with the curation of disaggregated datasets 647

to preserve individual perspectives (Section 3.2), 648

we explore model learning strategies, including 649

fine-tuning (Section 4.1.1) and in-context learning 650

(Section 4.3) as a cost-efficient alternative, using 651

both disaggregated hard and soft labels. Additional 652

insights are gained through XAI techniques (Sec- 653

tion 5). Recognizing the limitations of (1) current 654

LLMs in capturing human subjectivity and (2) the 655

inadequacy of existing evaluation metrics to as- 656

sess inclusivity and fairness, this work introduces 657

a multi-perspective approach that values individ- 658

ual viewpoints and moves beyond consensus-based 659

methods to support more responsible and inclusive 660

NLP systems. Our analysis shows that existing 661

techniques for learning from human disagreement 662

remain constrained by their tendency to favor ag- 663

gregated labels, marginalizing minority viewpoints. 664

To address this, we advocate for a pluralistic ap- 665

proach (Sorensen et al., 2024), aligning LLMs with 666

diverse human values and recognizing that the ma- 667

jority view is not always the preferred one. 668
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