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Abstract

Warning: This paper includes examples that001
may be deemed sensitive or offensive.002

Aligning language models (LMs) with human003
opinion is challenging yet vital to enhance their004
grasp of human values, preferences, and be-005
liefs. We present ChOiRe , a four-step solution006
framework to predict human opinion that dif-007
ferentiates between the user’s explicit personae008
(i.e. demographic or ideological attributes) that009
are manually declared, and implicit personae010
inferred from user historical opinions. Specif-011
ically, it consists of (i) an LM analyzing the012
user’s explicit personae to filter out irrelevant013
attributes; (ii) the LM ranking the implicit per-014
sona opinions into a preferential list; (iii) Chain-015
of-Opinion (CoO) reasoning, where the LM se-016
quentially analyzes the explicit personae and017
the most relevant implicit personae to perform018
opinion prediction; (iv) and where ChOiRe ex-019
ecutes Step (iii)’s CoO multiple times with020
increasingly larger lists of implicit personae021
to overcome insufficient personae information022
to infer a final result. ChOiRe achieves new023
state-of-the-art effectiveness with limited in-024
ference calls, improving previous LLM-based025
techniques significantly by 3.22%.026

1 Introduction027

With the growing volume of human–AI interac-028

tions, language models (LMs) are emerging as029

powerful supportive tools such as dialogue agents030

(OpenAI, 2022; Google, 2022), writing assistants031

(Wordtune, 2022) and decision-making supporters032

(Ye et al., 2023). Aligning them with users’ unique033

personalities1 — personalization — is crucial for034

meeting individuals’ expectations and delivering035

tailored experiences.036

Recent personalization research with LMs has037

emphasized aligning them with user groups us-038

ing persona-based prompts (Santurkar et al., 2023;039

1Except where otherwise specified, we use the terms “hu-
man”, “individual” and “user” interchangeably.

Deshpande et al., 2023; Argyle et al., 2023). How- 040

ever, LMs form opinions based on their training 041

data and feedback, resulting in low steerability 042

even for well-represented user groups (Santurkar 043

et al., 2023). This raises concerns about their ef- 044

fectiveness in steering for individual users. Fur- 045

thermore, individuals hold nuanced opinions that 046

evolve over time and are influenced by situational 047

factors. These observations identify the challenge 048

in aligning LMs with individuals, which remains 049

much less explored. 050

Recently, Hwang et al. (2023) found signifi- 051

cant opinion variations among individuals sharing 052

the same demographics, exposing flaws in current 053

group-focused LMs alignment. They argue for 054

individualised models, introducing an approach in- 055

tegrating a user’s demographic & ideological at- 056

tributes, (which we term as explicit personae) and 057

user historical opinions (implicit personae) into the 058

prompt context for opinion prediction. 059

While this naïve strategy achieves good results, 060

we argue that it suffers from a few key limitations. 061

First, it employs all explicit personae. However, 062

we contend that only a subset is necessary for accu- 063

rate opinion prediction, and including non-relevant 064

personae may act as noise, harming predictive per- 065

formance (Appendix A.5). Second, Hwang et al. 066

(2023) utilize the top-K semantically similar opin- 067

ions with respect to the question (here termed top- 068

K implicit personae). Our argument is that this 069

approach is inefficient, as the opinions ranked high- 070

est in semantic similarity may not offer the most 071

valuable information for opinion prediction (§6.1). 072

Our empirical experiments suggest that LMs may 073

lack sufficient personae evidence with a fixed K 074

(Table 4) — dynamically adjusting K per task can 075

overcome such deficiencies. Finally, while Chain- 076

of-Thought (CoT; Wei et al. 2022) enables LMs to 077

explicate intermediate reasoning steps to perform 078

multi-step reasoning tasks effectively, we find that 079

naïve application of CoT does not help this task 080

1



(§5). We consider re-engineering CoT for opinion081

analysis.082

To address the above challenges, we propose083

ChOiRe2, a four-step solution framework for opin-084

ion prediction. First, a large language model (LLM)085

is employed to analyze the user’s explicit personae086

to discard irrelevant ones. Second, the LLM ranks087

implicit persona opinions in usefulness order and088

selects the top-K as the most valuable, surpassing089

the constraint of using semantic similarity scores.090

Third, we introduce Chain-of-Opinion (CoO), a091

designed variant of CoT that allows the LLM to092

explain and analyze selected explicit personae and093

top-K implicit personae sequentially. ChOiRe ap-094

plies self-consistency over CoO to provision the095

right amount of personal information for opinion096

inference. ChOiRe achieves new state-of-the-art097

(SOTA) effectiveness while sparingly using limited098

inference calls. In detail, our contributions are:099

1. We highlight the importance and limitations100

of prior opinion prediction work. We propose101

ChOiRe as a four-step framework overcoming102

these limitations;103

2. ChOiRe surpasses prior efforts significantly,104

achieves SOTA results with limited inference105

calls using modern LLMs, enhancing models’106

reliability in predicting human opinions;107

3. We conduct a thorough analysis to verify our108

hypotheses concerning explicit and implicit109

personae and chain-of-opinion reasoning.110

2 Related Work111

Aligning LMs with Humans. Aligning language112

models with human behaviour is a recent area of113

study as alignment can increase user experience114

satisfaction and utility. One line of work devel-115

ops prompting techniques with user demographic116

information (e.g., political identity) to encourage117

LMs to output human-like responses. Argyle et al.118

(2023) show that by properly conditioning LMs119

with targeted identity and personality profiles, it120

is possible to produce biased outputs that strongly121

correlate with human responses. Furthermore, Sim-122

mons (2023) claims that LLMs are moral mimics:123

by giving models a political identity, they produce124

texts mirroring the associated moral biases. Despite125

recent advances, Santurkar et al. (2023) discovered126

2Chain of Opinion Reasoning, pronounced as the English
word “choir”.

that LMs align poorly with human opinions, as ev- 127

idenced by model performance on public opinion 128

polls. Hwang et al. (2023) recently propose to in- 129

corporate explicit and implicit personae to predict 130

human opinions in new contexts. We argue that 131

this naïve strategy is suboptimal as discussed in §1, 132

and ChOiRe overcomes these limitations. 133

Reasoning with LMs via Prompting. Large- 134

scale model architectures (Devlin et al., 2019; Rad- 135

ford et al., 2019; Brown et al., 2020; Chowdhery 136

et al., 2023; Touvron et al., 2023) have enabled 137

large language models (LLMs) to excel at various 138

NLP tasks using zero- or few-shot prompting (Liu 139

et al., 2023). Notably, Wei et al. (2022); Kojima 140

et al. (2022) propose prominent Chain-of-Thought 141

(CoT) techniques, enabling LLMs to explicate in- 142

termediate reasoning steps to solve multi-step rea- 143

soning tasks with higher fidelity and efficiency. 144

Can CoT analyze and predict human opinion ef- 145

fectively? We find that a naïve application of CoT 146

does not help (§5), but that an appropriate modifi- 147

cation does. We propose Chain-of-Opinion (CoO) 148

reasoning (§3) that overcomes CoT’s limitations 149

in this task. While we note other new prompting 150

techniques such as task decomposition (Khot et al., 151

2023; Zhou et al., 2023) and retrieved-based meth- 152

ods (Yao et al., 2023; Shinn et al., 2023). have de- 153

buted, we focus only on the reasoning explanation 154

aspect here, given the abstractive and challenging 155

nature of the task. 156

3 ChOiRe: A Chain of Opinion 157

Framework 158

Task Formalisation. We follow Santurkar et al. 159

(2023), and formulate the opinion prediction task 160

as multiple-choice question answering. Formally, 161

a benchmark with N data points is notated as 162

D = {⟨T,E, I, q, a⟩n}Nn=1, where T , E and I in- 163

dicate the topic of a question q, the explicit per- 164

sonae and implicit personae of the user-answered 165

q, and a is the q’s answer. Following the prior work, 166

E consists of 12 user demographic and ideology 167

metadata attributes, and I contains a number of the 168

user’s historical opinions in the format of question– 169

answer pairs. Models then learn to analyze the 170

user’s personae and predict the opinion a, given 171

T,E, I, q. 172

Fig. 1 shows an overview of ChOiRe, consist- 173

ing of four main steps (marked with a cyan back- 174

ground). First, ChOiRe employs an LLM to an- 175

alyze and select a subset of relevant explicit per- 176
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Explicit Personae

 Age: 50-64, 
 Citizenship: Yes, 
 Region: West, 
 ...
 Race: White, 
 Religion: Roman Catholic
 Gender: Female

Implicit Personae Opinions
 ...
 3. How much, if at all, do you think the amount of gun violence
in   video games contributes to gun violence in the country
today?   (Never)
 ...
 11. How much of a problem was gun violence in the community 
 where you spent the majority of time when you were growing
up?   (Never)
 ...
 14. How much, if at all, do you worry about the following 
 happening to you? Having a personal health crisis (Never) 
 15. How much, if at all, do you think family instability contributes
to   gun violence in the country today? (Never)
 ...

Explicit Personae

 Education: Postgraduate, 
 Political ideology: Liberal, 
 Political party: Democrat, 
 Gender: Female

Step 1:  Filtering Explicit
Personae Attributes (FEA)

Sorted Implicit Personae Opinions

 11. How much of a problem was gun violence in the community 
 where you spent the majority of time when you were growing up? 
 (Never)
 15. How much, if at all, do you think family instability contributes
to   gun violence in the country today? (Never)
 3. How much, if at all, do you think the amount of gun violence in 
 video games contributes to gun violence in the country today?     
 (Never)
 ...
 14. How much, if at all, do you worry about the following 
 happening to you? Having a personal health crisis (Never) 

 Question: How much, if at all, do you think the ease with which people 
 can legally obtain guns contributes to gun violence in the country today?
 Answer choices: A. A great deal, B. A fair amount... Step 2: Implicit Personae

Opinions Ranking (LLMtopK)

  top-8 opinions

 top-10 opinions

  top-12 opinions
  top-8: B

  top-10: A

  top-12: A

 Final result: A

Step 4: Answer Consistency with
Dynamic Numbers of Opinions

Step 3: C
hain of O

pinion
R

easoning

Figure 1: ChOiRe overview, consisting of the four main steps (cyan background), as detailed in §3.

sonae, denoted as Erel ⊆ E for answering the opin-177

ion question q. The LLM then assesses the informa-178

tiveness of the implicit personae (I) in predicting179

q, selecting the top-K implicit personae (termed180

LLMtop-K). Next, an LLM is prompted to explain181

the provided explicit Erel and implicit LLMtop-K182

personae sequentially in a Chain-of-Opinion (CoO)183

reasoning strategy. Finally, ChOiRe calls the LLM184

to predict the opinion a with varying values of K185

for the top-K implicit personae. ChOiRe chooses186

the opinion with the highest frequency as the final187

prediction. We include the topic information T in188

all the prompts. We use one LLM for all the steps,189

except GPT-4 (OpenAI, 2023b) due to its high com-190

putational expenses. We present the details of each191

step below.192

3.1 Filtering Explicit Personae Attributes193

(FEA)194

Accounting for explicit personae, which consist195

of the demographic and ideological metadata at-196

tributes of users — such as their "age", "income",197

and "political ideology" — has been shown to198

help models characterize and predict human opin-199

ions more accurately (Hwang et al., 2023). How-200

ever, which personae matters and which do not? is201

still an open question. While Hwang et al. (2023)202

use all these attributes to guide the language model203

in predicting the opinions, we argue that not all 204

of them are necessary for the model to accurately 205

predict the opinions, and they may even harm its 206

predictions. Appendix A.5 shows such an exam- 207

ple where with all the explicit personae, the model 208

made a wrong prediction while removing unneces- 209

sary personae the model made a correct prediction. 210

Whilst we may assume that LLMs can self-ignore 211

irrelevant information, the performance change can 212

be explained by the fact that LLMs use the attention 213

mechanism (Bahdanau et al., 2015; Luong et al., 214

2015), that attends to all the tokens in the input 215

prompts, and the attentions can be imperfect in ne- 216

glecting irrelevant tokens. To address this problem, 217

we propose a simple strategy to filter out unnec- 218

essary explicit personae. Specifically, an LLM is 219

employed to analyze how each persona is helpful 220

for the model to predict the opinion via Chain-of- 221

Thought (Wei et al., 2022). The model then outputs 222

a list of helpful personae, given the question and 223

the opinion answer choices. We then use only the 224

selected attributes for predicting the opinions. The 225

prompt template is provided in Appendix A.1. Sur- 226

prisingly, we find that LLMs evaluate more than 227

half of the explicit personae as not useful on av- 228

erage. We further conduct human evaluations to 229

verify this finding in §4. 230
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3.2 Implicit Personae Opinions Ranking231

(LLMtop-K)232

LLMs have been sensitive to selected demonstra-233

tions and different orders of demonstrations (Perez234

et al., 2021; Luo et al., 2023; Gao et al., 2023).235

In the context of predicting human opinions, we236

discover that LLMs are also sensitive to the chosen237

implicit personae opinions, and their orders in the238

prompts. Hwang et al. (2023) rank the implicit per-239

sonae opinions via semantic-similarity scores and240

selects top-K. We argue that this strategy is sub-241

optimal because the top-ranked opinions in terms242

of semantic similarity may not be the ones that243

provide the most supportive information for the244

models to predict opinions (Appendix A.6). To ad-245

dress this challenge, we propose to utilize LLMs to246

analyze and rank the implicit personae opinions in247

usefulness descending order instead. The prompt248

template is illustrated in Appendix A.2. By doing249

so, our proposed method supports the usefulness250

in predicting the opinions in terms of meanings,251

rather than the semantic similarity. We name this252

method as LLMtop-K.253

3.3 Chain-of-Opinion Reasoning (CoO)254

Wei et al. (2022); Kojima et al. (2022) introduce255

few-shot and zero-shot Chain-of-Thought (CoT)256

prompting strategies demonstrating that by reason-257

ing step-by-step, LLMs can achieve promising re-258

sults on complex tasks. However, the sampled259

reasoning steps can be inconsistent, leading to pos-260

sibly different outcomes (Wang et al., 2023). Fur-261

thermore, it is little known how the models per-262

ceive multiple implicit personae opinions, espe-263

cially when many opinions are provided, which264

one(s) the models used, which one(s) they didn’t265

for predicting the opinion? Our preliminary ex-266

periments with CoT (§6.1 and appendix A.8) re-267

veal that the CoT explanations can vary frequently268

based on different subsets of opinions mentioned in269

their explanations, leading to diverse final answers,270

especially when the decoding temperature is rela-271

tively high3 (see Appendix A.7). To mitigate this272

issue, we propose to instruct the LLMs to analyze273

the given explicit and implicit personae one by one274

before concluding the prediction via simply adding275

"explaining and analyzing how each of276

the Opinions and Demographic Information277

supports the question" into the prompt instruc-278

tion. Given an LLM that can follow human instruc-279

3greater or equal to 0.6

tions well such as ChatGPT (OpenAI, 2022), this 280

addition offers two main advantages despite its sim- 281

plicity. First, for each question, we ensure that the 282

model explains and analyzes the provided personae 283

one by one without missing any, possibly resulting 284

in more thorough predictions. Second, this method 285

helps the model to output more consistent reason- 286

ing explanations, enhancing its reliability. 287

3.4 Answer Consistency with Dynamic 288

Numbers of Opinions 289

Prior work (Hwang et al., 2023) fixes the number of 290

implicit personae opinions for prediction to K = 8. 291

However, this approach occasionally results in 292

models generating "...the answer cannot be 293

determined." (Table 4 and appendix A.9). We 294

attribute this to insufficient user implicit personae 295

opinions provided. Inspired by Self-Consistency 296

(SC) (Wang et al., 2023), our approach involves 297

sampling multiple answers using different K val- 298

ues for a given question. The most frequent answer, 299

along with its explanation, becomes the final pre- 300

diction. Our method is distinct from SC since SC 301

samples multiple answers with a fixed prompt. We 302

experiment with K ∈ {8, 10, 12} for efficiency. 303

4 Evaluation 304

Dataset. We experiment on OpinionQA dataset 305

(Santurkar et al., 2023), a benchmark designed for 306

the assessment of alignment between LMMs’ opin- 307

ions and human participants, encompassing a di- 308

verse range of 60 US demographic groups. It cov- 309

ers 60 US demographic groups, with 15 topics, 310

each comprising around 100 questions, gathered 311

from 5, 340 users. 312

Dataset Preprocessing. Due to limited resources, 313

we randomly sample 25 users per topic for our 314

experiments. For each user, we follow Hwang 315

et al. (2023) to use 20% of the implicit questions 316

as the implicit persona. For the remaining 80% 317

implicit questions, we randomly select a maximum 318

of 15 implicit questions for testing. Our sampling 319

method results in a total of 375 users and 5, 603 320

implicit evaluation question–answer pairs. 321

Baseline Models. We use ChatGPT (OpenAI, 322

2022), ChatGPT-Instruct (OpenAI, 2023a), as our 323

LLMs, and compare ChOiRe with 4 prompting 324

methods: (1) W/o persona, where LLMs are evalu- 325

ated without user historical opinions, ideology, or 326

demographic data; (2) Demographic + Ideology + 327
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top8 Opinions (termed DIO-top8), introduced by328

Hwang et al. (2023) demonstrating that integrat-329

ing explicit and implicit personae enhances user330

opinion modeling and prediction, achieving state-331

of-the-art results on OpinionQA at that time; (3)332

DIO-top8 + CoT is the Chain-of-Thought (CoT)333

prompting (Wei et al., 2022) version of DIO-top8334

involving appending "answer the following335

question step-by-step" to prompts, aiming to336

explore whether CoT improves model performance337

in this task; (4) DIO-top8 + SC is the baseline338

which we apply the Self-Consistency technique339

with CoT (Wang et al., 2023) to DIO-top8 to select340

the most frequent answer generated by the model as341

the final opinion prediction. It is worth noting that342

we do not conduct the experiment with Instruct-343

GPT (Ouyang et al., 2022) like Hwang et al. (2023)344

since this model is going to be deprecated (OpenAI,345

2023a) and replaced by ChatGPT-Instruct. We also346

run three main experiments with GPT-4 (OpenAI,347

2023b) to verify the effectiveness of our proposed348

framework. However for GPT-4, due to the budget349

limit, we use ChatGPT for FEA and LLMtop-K350

steps. The full prompts used for the models are351

presented in Appendix A.3.352

Metrics. We employ Accuracy as the primary353

metric for automatic evaluations, following Hwang354

et al. (2023). Additionally, human evaluations are355

crucial due to the absence of automated metrics as-356

sessing LLMs’ performance in intermediate steps357

of ChOiRe. Therefore, we conduct our human as-358

sessments to address these research questions: (1)359

LLMs’ effectiveness in filtering unecessary explicit360

personae; (2) LLMs’ proficiency in ranking implicit361

personae opinions; (3) LLMs’ ability to explain an-362

swers via CoO. To this end, we randomly select363

100 answers generated by ChOiRe with ChatGPT,364

ChatGPT-Instruct, GPT-4. We then hire 3 anno-365

tators who are English native speakers. For filter-366

ing explicit personae and ranking implicit opinions367

steps, each annotator is instructed to rate on a 1-3368

scale (3 is the best) via the Satisfaction criterion de-369

fined as how well the algorithm of LLMs performs370

in filtering/ranking, subjectively. To answer (3), we371

use two criteria named Reasonableness measuring372

how well the LLMs reason with the CoO expla-373

nations, and Follow the Instruction assessing the374

capability of LLMs in following our instruction to375

explain and predict the opinions. Three annotators376

are also guided to rate the criteria on a 1-3 scale.377

Each metric’s final score is the average of three an-378

Model ChatGPT ChatGPT-Inst GPT-4

W/o persona 46.60 44.91 -
DIO-top8 50.22 51.95 57.98
DIO-top8 + CoT 49.96 51.90 -
DIO-top8 + SC 50.58 52.06 -

DIO-top8 + FEA 50.64 52.63 -
DIO-top8 + CoO 50.97 52.08 -
DIO-LLMtop8 51.03 52.80 -
DIO-LLMtop8 + FEA 51.19 52.97 -
DIO-LLMtop8 + FEA + CoO 51.90 53.01 59.02

ChOiRe 52.21 53.26 59.30
% Improvements +3.22 +2.52 +2.28

Table 1: Overall accuracy on ChatGPT, ChatGPT-Instruct,
and GPT-4. FEA is our first step, stands for Filtering Explicit
Attributes. LLMtop8 the second step, ranking the implicit
persona opinions via LLM, and selecting top-8 as the input,
and CoO stands for Chain-of-Opinion reasoning.

notators’ scores. The inter-annotators’ agreement 379

is assessed by Krippendorff’s alpha (Krippendorff, 380

2011). Our human rating instructions are provided 381

in Appendix A.13. 382

Implementation Details. ChatGPT (gpt-3.5- 383

turbo-0613), ChatGPT-Instruct (gpt-3.5-turbo- 384

instruct-0914), GPT-4 (gpt-4-0613) are called via 385

OpenAI API with chat, text, text completion mode 386

respectively at a temperature of 0.3. We use Nu- 387

cleus Sampling (Holtzman et al., 2020) with a 388

p = .9 as our decoding strategy. To obtain the em- 389

beddings of opinions for semantic similarity scores’ 390

computations, we use OpenAI’s text-embedding- 391

ada-002 model with its default setting, following 392

Hwang et al. (2023). For each sample, ChOiRe 393

requires 5 inference calls, 2 for FEA and LLMtop- 394

K steps, and 3 for K ∈ {8, 10, 12}. Therefore, 395

to have a fair comparison with our method, we 396

sample 5 answers for the Self-Consistency baseline 397

technique for each question. 398

5 Main Results 399

Automatic Evaluation Results. Table 1 shows 400

our main experimental outcomes and Table 2 illus- 401

trates the fine-grained results among the benchmark 402

topics. We derive six main observations. First, 403

among the baselines in Table 1, naïve CoT (via sim- 404

ply adding "answer the following question 405

step-by-step") slightly reduces the performance 406

of models with DIO-top8 (Hwang et al., 2023) in 407

this task, while SC improves marginally. We at- 408

tribute this to the inconsistency of CoT explana- 409

tions (§3). Second, compared with (Hwang et al., 410

2023), ChOiRe improves the performance of Chat- 411

GPT, ChatGPT-Instruct, and GPT-4 significantly 412
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Model ChatGPT/ChatGPT-Inst/GPT-4

Guns Auto. & driverless vehicles Views on gender Com. types & sex. harassment Race

W/o persona 53.07/37.30/- 47.73/48.26/- 50.53/42.94/- 47.73/41.67/- 41.95/45.28/-
DIO-top8 53.87/57.00/60.39 45.33/44.78/53.22 53.21/52.15/63.73 43.47/45.24/42.86 43.06/44.65/55.17
DIO-top8 + CoT 54.55/52.33/- 47.22/46.77/- 48.11/57.67/- 42.39/42.26/- 45.63/43.40/-
DIO-top8 + SC 54.40/52.85/- 43.73/48.26/- 55.61/56.44/- 45.33/40.48/- 45.00/43.40/-

ChOiRe 57.06/58.21/63.37 49.25/51.92/50.00 59.23/53.07/71.43 39.88/44.14/47.96 42.77/47.28/50.57

Gender & Leadership America in 2050 Trust in science Biomedical & food issues Misinformation

W/o persona 53.13/50.83/- 39.73/39.13/- 50.40/47.29/- 53.87/53.63/- 46.93/40.38/-
DIO-top8 48.27/54.70/65.55 46.93/46.20/43.70 54.93/61.58/61.54 52.27/55.86/58.03 49.33/52.11/52.71
DIO-top8 + CoT 48.58/50.83/- 43.05/48.91/- 54.10/65.02/- 56.91/57.54/- 49.57/53.99/-
DIO-top8 + SC 49.07/53.60/- 45.87/47.83/- 56.27/65.52/- 53.07/57.54/- 45.00/53.52/-

ChOiRe 52.22/57.78/63.03 49.46/48.99/45.37 56.43/55.50/68.46 54.75/57.26/61.61 46.45/53.62/57.36

Privacy & Surveilance Family & Relationships Economic inequality Global attitudes Political views

W/o persona 43.24/40.28/- 47.06/44.36/- 43.67/49.15/- 46.13/46.71/- 40.80/48.95/-
DIO-top8 53.24/47.22/47.73 57.22/57.89/62.50 45.60/51.98/63.81 49.60/57.23/66.67 56.80/46.85/62.07
DIO-top8 + CoT 53.38/47.22/- 59.57/55.64/- 47.65/51.98/- 46.42/56.58/- 53.30/45.45/-
DIO-top8 + SC 54.05/47.22/- 55.35/54.89/- 46.13/51.98/- 46.42/55.26/- 57.33/47.55/-

ChOiRe 54.29/53.33/52.27 60.00/58.77/63.89 52.33/50.13/64.76 44.74/55.26/64.58 51.05/53.74/67.82

Table 2: Fine-grained accuracy results of ChatGPT/ChatGPT-Instruct/GPT-4. DIO stands for Demographic + Ideology +
Opinions (§4).

with 3.22%, 2.52% and 2.28% accuracy. It estab-413

lishes a strong SOTA result with GPT-4, surpassing414

InstructGPT (Ouyang et al., 2022) by a notable415

margin of 53.74% in our testing set. Notably, in416

the case of GPT-4, we utilize ChatGPT for FEA417

and LLMtop-K steps, showcasing the strength of a418

weaker model that enhances a stronger one. Third,419

diving deeper into the benchmark topics in Table 2,420

ChOiRe achieves SOTA results in 8/15 topics for421

ChatGPT and ChatGPT-Instruct, notably improv-422

ing in Economic Inequality and Privacy & Surveil-423

lance. Additionally, GPT-4 attains the best results424

in 11/15 topics. Fourth, comparing with the best425

baseline DIO-top8 + SC, Fig. 2 illustrates the per-426

centage of improvements gained from ChOiRe with427

ChatGPT and ChatGPT-Instruct. We observe that428

ChatGPT-Instruct yields the most significant im-429

provement in the Political views category, while it430

experiences the biggest performance drop in Trust431

in science. ChatGPT excels in enhancing and ex-432

periencing declined performance in the Economic433

inequality and Community types and sexual ha-434

rassment topics, respectively. Fifth, Fig. 3-Left435

illustrates the accuracy distribution over the users436

of ChOiRe with ChatGPT. We see that the model’s437

peak accuracy is at 0.5 for the majority, with a few438

users scoring zero and over 20 achieving perfection.439

Finally, ChatGPT (OpenAI, 2022) and ChatGPT-440

Instruct (OpenAI, 2023a) show improvements by441

selecting only 4.79/12 and 5.59/12 explicit per-442

sonae on average, respectively. This suggests that443

over half of explicit personae may not contribute444

significantly to opinion prediction.445

Figure 2: % of improvements over the SOTA method (DIO-
top8 + SC) with ChatGPT-Instruct (left) and ChatGPT (right).

Model FEA Satis. LLMtopK Satis. Rea. Foll. Inst.

ChatGPT 2.56 (Kα’ 0.74) 2.32 (Kα’ 0.68) 2.90 (Kα’ 0.88) 2.95 (Kα’ 0.90)
ChatGPT-Inst. 2.64 (Kα’ 0.71) 2.28 (Kα’ 0.65) 2.92 (Kα’ 0.90) 2.95 (Kα’ 0.87)
GPT-4 - - 2.95 (Kα’ 0.91) 2.21 (Kα’ 0.77)

Table 3: Human evaluation results. Kα’ represents the Krip-
pendorff’s alpha score.

Human Evaluation Results. Our human evalu- 446

ation results in Table 3 reveal three key findings. 447

First, ChatGPT and ChatGPT-Instruct achieve sim- 448

ilar performance in filtering explicit personae and 449

ranking opinions. While ChatGPT excels slightly 450

in ranking, ChatGPT-Instruct performs slightly bet- 451

ter in explicit personae selection. Both models pro- 452

ficiently filter unnecessary explicit personae, but 453
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ranking opinions poses a more challenging task454

intuitively and empirically, with a common error455

being the inconsistent relevance ranking of opin-456

ions, sometimes misplacing high-level relevance.457

Second, three models effectively generate interme-458

diate reasoning thoughts leading to the final answer,459

and GPT-4 performs the best. Finally, ChatGPT460

and ChatGPT-Instruct follow our instructions to ex-461

plain and analyze the explicit and implicit personae462

provided one by one with CoO significantly better463

than GPT-4, achieving nearly perfect scores of 3.464

We hypothesize that this is because ChatGPT and465

ChatGPT-Instruct excel in following instructions,466

while GPT-4 is optimized for completing texts.467

6 Discussion468

6.1 Methodology Analysis469

Ablation of FEA. To gauge the impact of filter-470

ing unnecessary explicit personae (FEA) on per-471

formance, we experiment with applying FEA ex-472

clusively to the baseline DIO-top8 (Hwang et al.,473

2023), denoted as DIO-top8 + FEA in Table 1.474

The results indicate enhancements with DIO-top8 +475

FEA achieving a 0.8% and 1.3% performance boost476

on ChatGPT and ChatGPT-Instruct, respectively.477

This underscores the effectiveness of eliminating ir-478

relevant explicit personae in improving the models’479

ability to understand and predict human opinions.480

FEA via Topics. To understand the explicit per-481

sonae filtered by language models (LLMs) across482

various topics, we document the top-3 removed483

personae in Appendix A.4. We observe that484

"Citizenship" is consistently the most frequently485

removed attribute, followed by "Race". This could486

be due to LLMs treating these as sensitive informa-487

tion, prioritizing respect and unbiased text genera-488

tion. Another explanation may be the lack of corre-489

lation between citizenship/race and opinions in the490

US-centric OpinionQA dataset. Additionally, we491

also see that ChatGPT often categorizes "Marital492

status" as non-useful, while ChatGPT-Instruct493

commonly removes "Frequency of religious494

attendance" revealing potential biases in LLMs.495

LLMtop-K versus Top-K. We compare the per-496

formance of LLMs when being provided the top-K497

opinions ranked by the LLMs via the usefulness498

(DIO-LLMtop8), and ranked by semantic similarity499

scores (DIO-top8). From Table 1, DIO-LLMtop8500

outperforms DIO-top8 by 1.6% on both ChatGPT501

and ChatGPT-Instruct, confirming that prioritizing502

meaning and usefulness improves opinion predic- 503

tion. One possible explanation for this can be the 504

orders ranked by semantic similarity scores only 505

consider ranking with respect to the input questions 506

(Hwang et al., 2023), while our proposed ranking 507

with LLMs can consider both input questions and 508

their answer choices (Fig. 1). We further explore 509

two key aspects: (1) The alignment of two rank- 510

ing orders, and (2) Points of maximum disagree- 511

ment between these orders. To measure the ranking 512

agreements, we calculate Kendall’s Tau correla- 513

tion coefficient (Kendall, 1938) between the orders 514

generated by LLMs and orders sorted by semantic 515

similarity scores, and the results are presented in 516

Fig. 10. We find that the two ranking orders have 517

minimal monotonous relations with means approx- 518

imating 0 and low standard deviations. We also 519

deep dive into cases with notable order variations 520

to address (2). Appendix A.6 illustrates one such 521

case in the "Guns" topic. We derive three obser- 522

vations. First, not all top-8 opinions by semantic 523

similarity scores are helpful for predicting the opin- 524

ion. For example, the 16-th opinion, despite having 525

a relatively high semantic similarity score with the 526

question which might offer some perspective on 527

the prevalence of guns in the user’s community 528

during the upbringing, is less directly related to 529

the question. This is similar to the 18-th opinion 530

which is also less relevant. Meanwhile, several 531

important opinions are deselected by the semantic- 532

similarity-based method, such as the 6, 3, 4, 10-th 533

ones, which are chosen by the LLM. The 6-th one 534

is critical, and directly relevant because it assesses 535

the person’s attitude toward safety measures related 536

to gun ownership. Finally, by using LLMtop-K 537

order, the model predicts the opinion accurately, 538

whereas the semantic similarity order leads to an 539

incorrect prediction. 540

CoO versus CoT. Table 1 indicates that in pre- 541

dicting human opinions, Chain-of-Thought (CoT) 542

(Wei et al., 2022) slightly hampers baseline DIO- 543

top8 performance for ChatGPT and ChatGPT- 544

Instruct. Conversely, Chain-of-Opinion reasoning 545

(CoO) enhances overall performance. To investi- 546

gate the consistency of CoT and CoO, we design an 547

experiment with ChatGPT, DIO-top8 where we ran- 548

domly select 100 question-answer pairs and sample 549

5 answers per pair using CoT and CoO, at 3 differ- 550

ent temperatures 0.3, 0.6, 0.9. For each prompting 551

technique, we measure the percentage of questions 552

that all 5 answers sampled have the same result, as 553
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Figure 3: Left: Frequency distribution of accuracy over users by ChOiRe. Right: Consistency scores of the baseline
DIO-top8 (ChatGPT) with CoO and CoT. The accurate consistency scores are in Appendix A.12.

Model ChatGPT ChatGPT-Inst GPT-4

% of ITA of DIO-LLMtop8 + FEA + CoO 0.61 1.32 9.71
DIO-LLMtop8 + FEA + CoO 51.90 53.01 59.02

% of ITA of DIO-LLMtop10 + FEA + CoO 0.12 1.01 5.44
DIO-LLMtop10 + FEA + CoO 51.55 52.74 58.88

% of ITA of DIO-LLMtop12 + FEA + CoO 0.00 0.66 3.12
DIO-LLMtop12 + FEA + CoO 51.60 52.31 59.11

ChOiRe 52.21 53.26 59.30

Table 4: Extra analysis on ChatGPT, ChatGPT-Instruct, and
GPT-4. ITA stands for "Impossible To Answer".

the consistency score. The results are illustrated in554

Fig. 3. We observe that CoO brings slightly better555

consistent answers compared to CoT, especially556

when the temperature is high, verifying that CoO557

potentially enhances the reliability of the language558

models.559

Dynamic Numbers of Opinions Analysis. Ta-560

ble 4 illustrates our extra analysis answering two561

research questions: (1) How frequent can’t LLMs562

answer the question? and (2) How do LLMs per-563

form when more opinions than K = 8 are provided564

in ChOiRe?. Our findings show that, firstly, with 8565

opinions, GPT-4 exhibits the highest percentage of566

unanswered questions, while ChatGPT performs567

the best. Secondly, increasing the number of opin-568

ions beyond 8 reduces this percentage across mod-569

els, confirming our hypothesis regarding the lack570

of implicit personae opinions when fixing K = 8571

in §3. Lastly, while including more opinions could572

possibly harm the performance of models, our an-573

swer consistency strategy enables LLMs to achieve574

the best results across three different K values.575

6.2 Error Analysis576

FEA Misses Key Explicit Personae. Despite577

showing reasonably promising results in the task578

of removing unuseful explicit personae depicted in579

Table 3, we observe that LLMs sometimes miss-580

elect relevant personae. One such example is the581

top-left of Appendix A.10. We observe that in this582

case, our annotators can’t grade a high FEA sat-583

isfaction score because "Education" and "Age"584

are also two important personae as they can influ- 585

ence one’s understanding of workplace dynamics 586

significantly, which are deselected by ChatGPT. 587

LLMtop-K Opinions Include Less Relevant 588

Ones. While LLMs generally demonstrate a com- 589

mendable ability to rank implicit opinions by use- 590

fulness, as exemplified in Appendix A.6, we also 591

observe they frequently include less relevant, or 592

even irrelevant opinions to the ranked list such as 593

in Appendix A.10-bottom. We attribute this to the 594

challenge of this task, even for humans it might 595

require substantial cognitive effort. 596

LLM May Not Follow the Instructions. Al- 597

though ChatGPT and ChatGPT-Instruct demon- 598

strate a robust ability to adhere to our instructions 599

for opinion prediction via CoO, the same level of 600

proficiency is not observed in GPT-4. An illus- 601

trative example can be found in Appendix A.10- 602

top-right. We posit that this disparity arises from 603

the fact that ChatGPT and ChatGPT-Instruct excel 604

in comprehending and executing human instruc- 605

tions, while GPT-4 excels primarily in generating 606

reasonable and coherent text. 607

7 Conclusions 608

We propose ChOiRe, a four-step solution frame- 609

work for individual opinion prediction via differ- 610

entiating the utilization of user’s explicit versus 611

implicit personae. We further introduce Chain- 612

of-opinion reasoning and answer consistency over 613

variable numbers of input implicit personae guiding 614

the models to derive thorough predictions. ChOiRe 615

sets up new strong SOTA results effectively with 616

only limited inference calls. We strongly suggest 617

that our method should only be used for positive 618

moral intents, avoiding making LLMs echo cham- 619

bers (Vicario et al., 2016). In the future, we will 620

focus on developing frameworks that utilize ex- 621

plicit and implicit personae more efficiently. 622
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Limitations623

One limitation of our proposed ChOiRe framework624

is that it requires the LLMs to have a good capabil-625

ity in following human instructions to solve tasks626

such as selecting explicit personae, ranking histori-627

cal opinions, and explaining personae and opinions628

one by one via CoO. However, we foresee that this629

limitation is going to be overcome by cutting-edge630

AI language models, in the present and near fu-631

ture. Additionally, our method also utilizes user632

personal information from explicit and implicit per-633

sonae, which may be sensitive to some audiences634

and not be available. However, to what extent is the635

personal information provided, our ChOiRe is still636

able to offer reasonable opinion predictions since637

it is not constrained by the number of provided638

explicit personae, or the number of user historical639

opinions.640

Ethical Considerations641

Characterizing and predicting human opinions with642

LLMs can be directly applied to personalize and643

align machines to users’ values, and cultural be-644

liefs. Nonetheless, there exist unwanted situations645

when LLMs with our techniques can be misused646

for unethical purposes and biased opinions.647

Bias Amplification and Fairness. A personal-648

ized LLM allows users to reinforce their existing649

beliefs and potentially amplify biased or unethical650

perspectives, leading to the creation of echo cham-651

bers (Vicario et al., 2016). This can ultimately652

harm users by reinforcing polarized or undesirable653

views. To mitigate this issue, the Chain-of-Opinion654

(CoO) reasoning from our proposed ChOiRe in-655

volves presenting user demography or ideology656

group responses alongside personalized answers.657

Additionally, CoO can encourage users to reflect658

on their previous viewpoints.659

Privacy and Consent. Users may not always be660

aware of or have control over the extent of per-661

sonalization applied to the content they receive.662

Therefore, empowering users to have control over663

AI-generated opinions is essential. Users should664

be able to customize and adjust the explicit and665

implicit personae used for opinion prediction. This666

customization can help mitigate potential biases667

and provide individuals with AI-generated opin-668

ions that align more closely with their values and669

preferences.670

Human Evaluation. Through human evalua- 671

tions, we observe that our proposed method does 672

not generate any discriminatory, insulting re- 673

sponses. We validate the intermediate steps of our 674

proposed ChOiRe by human evaluation which in- 675

volves manual labor. We hire annotators to score, 676

and the hourly pay is set to $15, which is higher 677

than the local statutory minimum wage. Therefore, 678

we do not anticipate any major ethical concerns 679

raising from human evaluations. 680
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A Appendix874

A.1 Prompt Templates for Filtering Explicit875

Personae876

We present the prompt template for selecting rele-877

vant explicit personae for answering the question878

below. The template is hand-crafted and we use879

Chain-of-Thought (CoT) prompting (Wei et al.,880

2022) via adding "answer the above question881

step by step".882

A person can be described by the
following attributes:
{original_attribute_list}
Based on the above list of
demographic information above, now
I give you a new question with
possible answer choices:
Question: ’{test_question}’
Answer choices: ’{test_choices}’
Please analyze which attributes
in the demographic information are
useful for you to answer the above
question step by step. Give me the
output in the Python list format:
[...]
Give me the answer in the format
below:
Explanations: ...
Answer: [...]

883

A.2 Prompt Templates for Implicit Feature 884

Ranking 885

We provide our hand-crafted prompt template for 886

ranking implicit personae opinions in the useful- 887

ness order below: 888

Given social behavior
question-answer pairs answered
by a user about his opinions about
{subtopic}:
{original_persona_question_order}
You are an expert in analyzing the
social behaviors of a user. Given
a new question asking him:
’{test_question}’
Your task is to sort the list
of given question-answer pairs in
descending order such that the
first question-answer pair brings
the most useful information to
answer the new question, whilst the
last question-answer pair brings
the least useful information.
Give me the answer in the form of a
Python list of indexes:
Answer: [...]

889
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A.3 Prompt Templates for Baselines890

Techniques891

We use the same prompt templates for Chat-892

GPT (OpenAI, 2022), ChatGPT-Instruct (OpenAI,893

2023a), GPT-4 (OpenAI, 2023b). The template894

prompts for baselines are presented below.895

A.3.1 W/o Persoba (Santurkar et al., 2023)896

The W/o Persona prompt is provided below.897

Question: {question}
Answer choices:
{choice}
Complete the answer by the
following format:
Answer: A. or B. or C. or D. or E...

898

A.3.2 DIO-top8 (Hwang et al., 2023)899

The DIO-top8 prompt is provided below.900

A person can be described as
follows:
{explicit_persona_str}
The person has the following
opinions on {topic}.
Opinions:
{implicit_persona_str}
Based on the above information,
which answer choice is the user most
likely to choose?
Question: {question}
Answer choices: {choice}
Give the answer in the format:
Answer: A. or B. or C. or D. or
E....

901

A.3.3 Chain-of-Thought (Wei et al., 2022)902

The CoT prompt template is provided below.903

A person can be described as
follows:
{explicit_persona_str}
The person has the following
opinions on {topic}.
Opinions:
{implicit_persona_str}
Based on the above information,
answer the following question
step-by-step:
Question: {question}
Answer choices: {choice}
Give the answer in the format:
Answer: A. or B. or C. or D. or
E....
Explanations:...

904

A.3.4 Chain-of-Opinion (Ours) 905

Our CoO prompt template is provided below. 906

A person can be described as
follows:
{explicit_persona_str}
The person has the following
opinions on {topic}.
Opinions:
{implicit_persona_str}
Based on the above information,
answer the following question
step-by-step by explaining and
analyzing each of the Opinions and
Demographic Information:
Question: {question}
Answer choices: {choice}
Give the answer in the format:
Answer: A. or B. or C. or D. or
E....
Explanations:...

907

A.4 Top-3 Removed Explicit Personae 908

Attributes 909

Table 5 presents the top-3 explicit personae that 910

got removed the most by the LLMs. Among the 911

removed personae, "Citizenship" appears to be 912

the highest-frequency one across models, followed 913

by "Race". 914

A.5 FEA Example with ChatGPT 915

Fig. 4 shows an FEA example with Chat- 916

GPT. We observe that by removing unnec- 917
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Topic ChatGPT ChatGPT-Instruct

Guns ’Citizenship’, ’Race’, ’Marital status’ ’Citizenship’, ’Frequency of religious attendance’, ’Religion’
Automation & driverless vehicles ’Citizenship’, ’Race’, ’Marital status’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
Views on gender ’Citizenship’, ’Race’, ’Frequency of religious attendance’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
Community types & sexual harassment ’Citizenship’, ’Race’, ’Gender’ ’Citizenship’, ’Frequency of religious attendance’, ’Race’
Biomedical & food issues ’Citizenship’, ’Race’, ’Marital status ’Citizenship’, ’Race’, ’Marital status’
Gender & Leadership ’Citizenship’, ’Race’, ’Region’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
America in 2050 ’Citizenship’, ’Race’, ’Marital status’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
Trust in science ’Citizenship’, ’Marital status’, ’Race’ ’Citizenship’, ’Race’, ’Marital status’
Race ’Citizenship’, ’Marital status’, ’Age’ ’Citizenship’, ’Age’, ’Religion’
Misinformation ’Citizenship’, ’Marital status’, ’Race’ ’Citizenship’, ’Marital status’, ’Race’
Privacy & Surveillance ’Citizenship’, ’Race’, ’Marital status’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
Family & Relationships ’Citizenship’, ’Race’, ’Region’ ’Citizenship’, ’Race’, ’Frequency of religious attendance’
Economic inequality ’Citizenship’, ’Frequency of religious attendance’, ’Race’ ’Citizenship’, ’Frequency of religious attendance’, ’Race’
Global attitudes ’Marital status’, ’Race’, ’Citizenship’ ’Citizenship’, ’Marital status’, ’Race’
Political views ’Citizenship’, ’Marital status’, ’Frequency of religious attendance’ ’Citizenship’, ’Frequency of religious attendance’, ’Race’

Table 5: Top-3 explicit personae that got removed the most by the LLMs.

DIO-top8

A person can be described as follows:

Age: 65+
Citizenship: Yes
Region: South
Education: Some college, no degree
Income: $30,000-$50,000
Marital status: Married
Political ideology: Very conservative
Political party: Republican
Race: White
Religion: Protestant
Frequency of religious attendance: More than once a week
Gender: Male

The person has the following opinions on Guns:
...
Question: How much, if at all, do you think family instability
contributes to gun violence in the country today?

Answer choices:
A. A great deal, B. A fair amount, C. Not too much, D. Not at all

Answer: D. Not at all

DIO-top8 + FEA

A person can be described as follows:

Region: South
Political ideology: Very conservative
Political party: Republican
Religion: Protestant
Gender: Male

The person has the following opinions on Guns:
...
Question: How much, if at all, do you think family instability
contributes to gun violence in the country today?

Answer choices:
A. A great deal, B. A fair amount, C. Not too much, D. Not at all

Answer: C. Not too much

Figure 4: FEA example with ChatGPT.

essary explicit personae including "Age",918

"Citizenship", "Education", "Income",919

"Marital Status", "Race", "Frequency of920

religious attendance", ChatGPT predicts the921

opinion accurately, while without removing, a922

wrong prediction was made.923

A.6 Example of High Disagreement between 924

Rankings 925

Fig. 5 illustrates one example of the high disagree- 926

ment between orders by semantic similarity scores 927

and LLM (ChatGPT). We derive three observations, 928

as discussed in §6.1. First, not all top-8 opinions by 929

semantic similarity scores are helpful for predicting 930

the opinion. For example, 16-th opinion, despite 931

having a relatively high semantic similarity score 932

with the question which might offer some perspec- 933

tive on the prevalence of guns in the user’s commu- 934

nity during the upbringing, is less directly related 935

to the question. This is similar to the 18-th opin- 936

ion which is also less relevant. Meanwhile, several 937

important opinions are deselected by the semantic- 938

similarity-based method, such as the 6, 3, 4, 10-th 939

ones, which are chosen by the LLM. The 6-th one 940

is critical, and directly relevant because it assesses 941

the person’s attitude toward safety measures related 942

to gun ownership. Finally, by using LLMtop-K 943

order, the model predicts the opinion accurately, 944

while a wrong prediction is made with the seman- 945

tic similarity order. 946

A.7 Example of Inconsistent Answers 947

Generated by CoT 948

Fig. 6 illustrates an example of the inconsistent 949

answers generated by ChatGPT with Chain-of- 950

Thought (Wei et al., 2022) (CoT). It is observed 951

that different subsets of top-8 implicit personae 952

opinions are mentioned in the two explanations, 953

leading to varied final answers. 954

A.8 Example of Chain of Opinion Reasoning 955

Fig. 7 presents an example of the answer generated 956

by ChatGPT using Chain of Opinion (ours) versus 957

Chain of Thought (Wei et al., 2022) prompting 958

methods. 959
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0.   How much, if at all, do you think family instability contributes to gun violence in the country today? (answer: A fair amount)
1.   Do you feel that people in your local community tend to look at most gun owners in a positive way or a negative way? (answer: Negative way)
2.   How much, if at all, do you worry about the following happening to you? Having a personal health crisis (answer: Worry a lot)
3.   How much, if at all, do you think the ease with which people can illegally obtain guns contributes to gun violence in the country today? (answer: A great deal)
4.   Would you say the following was a reason or was not a reason why there were guns in your household when you were growing up? For sport shooting, including target shooting and trap
and skeet (answer: No, was not a reason)
5.   How often, if ever, do you watch TV programs about guns or watch gun-oriented videos (answer: Never)
6.   Thinking about gun owners who have children in their home, how important do you think it is for them to: Take gun safety courses (answer: Important but not essential)
7.   How often, if ever, do you go shooting or to a gun range? (answer: Never)
8.   How safe, if at all, would you say your local community is from crime? Would you say it is (answer: Somewhat safe)
9.   As far as you know, how many of your friends, if any, own guns? (answer: None)
10. Thinking about people who commit suicide using a gun, which comes closer to your view, even if neither is exactly right? (answer: They would find a way to do it whether they had access
to a gun or not)
11. Do you personally own any guns (not including air guns, such as paintball, BB or pellet guns)? (answer: No, I don't own any guns)
12. Do you feel that society in general tends to look at most gun owners in a positive way or a negative way? (answer: Negative way)
13. How much, if at all, do you worry about the following happening to you? Not being able to pay your bills (answer: Worry a little)
14. Thinking about when you were growing up, as far as you know, were there ever any guns in your household or not? (answer: Yes, there were guns in my household)
15. Does anyone else in your household own any guns (not including air guns, such as paintball, BB or pellet guns)? (answer: No, no one else in my household owns a gun)
16. Thinking about the people in the community where you spent the majority of time when you were growing up, as far as you know, how many people owned guns? (answer: Only a few)
17. Regardless of whether or not you own a gun, have you ever fired a gun? (answer: Yes, I have fired a gun)
18. Would you say the following was a reason or was not a reason why there were guns in your household when you were growing up? For hunting (answer: No, was not a reason)
19. Thinking about gun owners who have children in their home, how important do you think it is for them to: Keep all of their guns unloaded (answer: Essential)

     Question: Would having a gun in your household make you feel?
     Answer choices: 
          A. Safer than you feel without a gun in your household
          B. Less safe than you feel without a gun in your household
          C. No more or less safe

    Semantic similarity order: [12, 14, 19, 17, 15, 18, 16, 9, 1, 0, 6, 10, 11, 4, 8, 3, 7, 5, 13, 2]   ===>   ChatGPT answer: A. Safer than you feel without a gun in your household 
    LLM (ChatGPT) order: [6, 15, 14, 4, 3, 9, 10, 12, 17, 16, 18, 1, 5, 7, 8, 11, 13, 0,2, 19]           ===>   ChatGPT answer: C. No more or less safe

Figure 5: Example of the high disagreement between orders by semantic similarity scores and LLM (ChatGPT).

A.9 Example of Answer Consistency with960

Dynamic Numbers of Opinions961

Fig. 8 shows an example of the answer generated962

by GPT-4 using Chain of Opinion (ours) reason-963

ing with different numbers of provided historical964

opinions.965

A.10 Error Analysis Examples966

Fig. 9 illustrates our error analysis examples of967

ChOiRe with ChatGPT. The top-left frame is an ex-968

ample of FEA missing key explicit personae. The969

bottom one is an instance demonstrating the error970

of the LLMtop-K algorithm including less relevant971

opinions. The top-right rectangular is an example972

from GPT-4, showing that it does not follow human973

instructions to predict opinion via chain-of-opinion974

reasoning.975

A.11 Kendall’s Tau Scores for Ranking976

Agreements977

Fig. 10 shows our ranking agreement scores be-978

tween ChatGPT and Semantic similarity metric979

(Left), and ChatGPT-Instruct and Semantic sim-980

ilarity metric (Right). We observe that the two981

ranking orders have minimal monotonous relations982

with means approximating 0 and low standard de-983

viations. More specifically, with ChatGPT, the984

maximum agreement is 0.6000 while the mini-985

mum is -0.5895 and the Kurtosis is -0.2173. For986

ChatGPT-Instruct, the maximum is slightly lower987

with 0.5473, while the minimum is -0.7368 which988

is smaller ChatGPT, and the Kurtosis is -0.1017.989

Model Temperature Consistency Score (%)

DIO-top8 + CoT 0.3 84
DIO-top8 + CoO 0.3 86

DIO-top8 + CoT 0.6 79
DIO-top8 + CoO 0.6 82

DIO-top8 + CoT 0.9 58
DIO-top8 + CoO 0.9 60

Table 6: Consistency scores of CoT and CoO on 100 random
question-answer pairs. We sample 5 answers per question and
measure the % of questions that have all 5 identical answers.

A.12 Consistency Scores 990

Table 6 presents the exact consistency scores for the 991

Fig. 3. Besides CoO consistently outperforming 992

CoT, we also observe that when the temperature 993

is increased, the consistency score is decreased, 994

which is intuitive. 995

A.13 Human Rating System 996

Our details of human rating instructions are pro- 997

vided in Table 7 for all the criteria. It is worth not- 998

ing that selecting all features can’t get a high FEA 999

Satisfaction score, according to our instructions. 1000

In addition, if the selected explicit personae fall 1001

among several scores, the annotators are instructed 1002

to take the minimum score. 1003
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A person can be described as follows:

Age: 65+
Citizenship: Yes
Region: West
Education: College graduate/some postgrad
Income: Less than $30,000
Marital status: Widowed
Political ideology: Moderate
Political party: Independent
Race: Asian
Religion: Roman Catholic
Frequency of religious attendance: Once a week
Gender: Male

The person has the following opinions on Guns.
   1. How much, if at all, do you think the ease with which people can illegally obtain guns contributes to gun violence in the country today? (answer: A
great deal)
   2. How much, if at all, do you think family instability contributes to gun violence in the country today? (answer: A fair amount)
   3. Do you feel that people in your local community tend to look at most gun owners in a positive way or a negative way? (answer: Negative way)
   4. How much, if at all, do you worry about the following happening to you? Having a personal health crisis (answer: Worry a lot)
   5. Would you say the following was a reason or was not a reason why there were guns in your household when you were growing up? For sport 
shooting, including target shooting and trap and skeet (answer: No, was not a reason)
   6. How often, if ever, do you watch TV programs about guns or watch gun-oriented videos (answer: Never)
   7. Thinking about gun owners who have children in their home, how important do you think it is for them to: Take gun safety courses (answer:
Important but not essential)
   8. How often, if ever, do you go shooting or to a gun range? (answer: Never)

Based on the above information, answer the following question step-by-step:

Question: How much, if at all, do you think the amount of gun violence in video games contributes to gun violence in the country today?
Answer choices: 
A. A great deal
B. A fair amount
C. Not too much
D. Not at all

Give the answer in the format:
Answer: A. or B. or C. or D. or E....
Explanations:...

Response 1

Answer: D. Not at all
Explanations: The person's opinions on guns do not provide any indication of their beliefs about the contribution of gun violence in video games to gun
violence in the country.

Response 2

Answer: C. Not too much
Explanations: The person's opinions on guns do not indicate any concern or belief that gun violence in video games contributes significantly to gun
violence in the country. They did not mention it as a reason for guns in their household when growing up, they do not watch TV programs about guns or
gun-oriented videos, and they did not express any worry about the amount of gun violence in video games. Therefore, it can be inferred that they
believe the amount of gun violence in video games does not contribute much to gun violence in the country today.

Figure 6: Example of the inconsistent answers generated by ChatGPT with Chain-of-Thought.

Criterion Scoring Instruction

1: The number of filtered-out explicit personae that are directly relevant for answering the question is more than 3.
1: The number of selected explicit personae that are somewhat irrelevant for answering the question is more than 3.
2: The number of filtered-out explicit personae that are directly relevant for answering the question is 2 or 3.

FEA Satisfaction 2: The number of selected explicit personae that are somewhat irrelevant for answering the question is 2 or 3.
3: The number of filtered-out explicit personae that are directly relevant for answering the question is less than or equal to 1.
3: The number of selected explicit personae that are somewhat irrelevant for answering the question is less than 2.

1: Among the top-8 implicit persona opinions, the number of less relevant opinions for answering the question is more than 4.
LLMtop-K Satisfaction 2: Among the top-8 implicit persona opinions, the number of less relevant opinions for answering the question from 2 to 4.

3: Among the top-8 implicit persona opinions, the number of less relevant opinions for answering the question is less than or equal to 1.

1: The CoO has limited or flawed reasoning thoughts with inadequate support.
CoO Reasonableness 2: The CoO has some reasoning thoughts with decent support but room for improvement.

3: The CoO has strong, clear, and well-supported reasoning thoughts with a comprehensive understanding.

1: The generated CoO explanation does not mention more than 4 attributes/opinions from explicit and implicit personae.
CoO Follow the Instruction 2: The generated CoO explanation somewhat follows the instruction by involving more than 4 attributes/opinions but room for improvement.

3: The generated CoO explanation follows perfectly the instruction via explaining all the explicit and implicit attributes one by one.

Table 7: Human rating instructions. FEA, LLMtop-K, and CoO stand for Filtering Explicit Personae Attributes, Implicit
Personae Opinions Ranking, and Chain-of-Opinion reasoning (§3).
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DQG�HPSKDVL]H�WKH�LPSRUWDQFH�RI�JXQ�VDIHW\��*LYHQ�WKHVH�RSLQLRQV��LW�LV�OLNHO\�WKDW�WKH\�ZRXOG�FKRRVH�DQVZHU�FKRLFH�$��$�JUHDW�GHDO��

&KDLQ�RI�7KRXJKW�
7KH�SHUVRQ
V�GHPRJUDSKLF�LQIRUPDWLRQ�VXJJHVWV�WKDW�WKH\�DUH�D�OLEHUDO��'HPRFUDW��ZLWK�D�SRVWJUDGXDWH�HGXFDWLRQ��DQG�D�5RPDQ�&DWKROLF�IDLWK��7KH\�
DUH�OLYLQJ�ZLWK�D�SDUWQHU��EHORQJ�WR�WKH�:HVW�UHJLRQ��DQG�KDYH�D�UHODWLYHO\�ORZ�LQFRPH��7KH\�DUH�DOVR�D�IHPDOH�DJHG�������DQG�GR�QRW�IUHTXHQWO\�
DWWHQG�UHOLJLRXV�VHUYLFHV��7KH�SHUVRQ
V�RSLQLRQV�LQGLFDWH�WKDW�WKH\�DUH�FRQFHUQHG�DERXW�YDULRXV�DVSHFWV�RI�JXQ�YLROHQFH��VXFK�DV�IDPLO\�LQVWDELOLW\��WKH�
LQIOXHQFH�RI�JXQ�YLROHQFH�LQ�YLGHR�JDPHV��DQG�WKH�LPSRUWDQFH�RI�JXQ�VDIHW\�IRU�JXQ�RZQHUV�ZLWK�FKLOGUHQ�LQ�WKHLU�KRPHV��+RZHYHU��WKH\�GR�QRW�ZRUU\�
DERXW�EHLQJ�WKH�YLFWLP�RI�D�PDVV�VKRRWLQJ��%DVHG�RQ�WKLV�DQDO\VLV��LW�LV�OLNHO\�WKDW�WKLV�LQGLYLGXDO�ZRXOG�EHOLHYH�WKDW�WKH�HDVH�ZLWK�ZKLFK�SHRSOH�FDQ�
OHJDOO\�REWDLQ�JXQV�FRQWULEXWHV�DW�OHDVW�D�IDLU�DPRXQW�WR�JXQ�YLROHQFH�LQ�WKH�FRXQWU\�WRGD\��$QVZHU��%��$�IDLU�DPRXQW

Figure 7: Example of an answer generated by Chain of Opinion versus Chain of Thought prompting with ChatGPT.

���&K2L5H��6WHS�����$QVZHU�&RQVLVWHQF\�ZLWK�'\QDPLF�1XPEHUV�
RI�2SLQLRQV�

&KDLQ�RI�2SLQLRQ�5HDVRQLQJ��. ��
«
7KH�JLYHQ�RSLQLRQV�DQG�GHPRJUDSKLF�LQIRUPDWLRQ�GR�QRW�SURYLGH�DQ\�LQVLJKW�LQWR�WKH�SHUVRQ
V�ILQDQFLDO�VLWXDWLRQ�RU�WKHLU�FRQFHUQV�DERXW�ILQDQFLDO�
VWDELOLW\��7KHUHIRUH��WKH�DQVZHU�FDQQRW�EH�GHWHUPLQHG�

&KDLQ�RI�2SLQLRQ�5HDVRQLQJ��. ���
«
*LYHQ�WKHVH�GHPRJUDSKLF�DQG�RSLQLRQ�LQVLJKWV��LW�FDQ�EH�LQIHUUHG�WKDW�WKLV�SHUVRQ�PD\�ZRUU\�D�OLWWOH��RSWLRQ�%��DERXW�QRW�EHLQJ�DEOH�WR�SD\�WKHLU�
ELOOV��:KLOH�WKHLU�LQFRPH�LV�UHODWLYHO\�ORZ��WKHLU�FRQFHUQV�DERXW�SHUVRQDO�ZHOO�EHLQJ�DQG�WKHLU�DZDUHQHVV�RI�VRFLHWDO�LVVXHV�UHODWHG�WR�YLROHQFH�
VXJJHVW�WKDW�WKH\�PD\�KDYH�VRPH�OHYHO�RI�FRQFHUQ�DERXW�ILQDQFLDO�VWDELOLW\��$QVZHU��%��:RUU\�D�OLWWOH

&KDLQ�RI�2SLQLRQ�5HDVRQLQJ��. ���
«
*LYHQ�WKH�LQIRUPDWLRQ�SURYLGHG��LW�LV�OLNHO\�WKDW�WKH�SHUVRQ�PD\�KDYH�VRPH�ILQDQFLDO�ZRUULHV�GXH�WR�WKHLU�ORZHU�LQFRPH��EXW�WKH\�DOVR�KDYH�FRQFHUQV�
DERXW�SHUVRQDO�VDIHW\��7KHLU�RSLQLRQV�RQ�JXQ�UHODWHG�LVVXHV�DQG�VDIHW\�PHDVXUHV�IRU�JXQ�RZQHUV�ZLWK�FKLOGUHQ�LQGLFDWH�WKDW�WKH\�YDOXH�VDIHW\�DQG�
UHVSRQVLEOH�JXQ�RZQHUVKLS��$QVZHU��%��:RUU\�D�OLWWOH

Figure 8: Example of our answer consistency technique (ours), generated by GPT-4.

Question: For each one of the following, please indicate whether you think it is
a reason why there aren't more women in top executive business positions.
Sexual harassment creates an environment that makes it harder for women to
succeed in business.
Answer: Major reason
ChatGPT Attributes: "Gender", "Marital status"

Annotators' FEA Satisfaction: 2
Reason: missing "Education" and "Age"

LLMtop-8 ChatGPT:
   1. Thinking about how society sees women these days, in general, would you say (answer: Most people look up to women who are womanly or feminine)
   2. Which statement comes closer to your views, even if neither is exactly right? (answer: Whether someone is a man or a woman is determined by the sex they were assigned at birth)
   3. Which of the following statements comes closer to your feelings? (answer: Our society has been about right when it comes to accepting people who are transgender)
   4. Do you now smoke cigarettes (answer: Not at all)
   5. Thinking about your work life, has increased outsourcing of jobs to other countries done more to help or hurt your job or career, or hasn't it made much of a difference for your job or career?
(answer: Hasn't made much of a difference)
   6. Thinking about your work life, has automation of jobs through new technology in the workplace done more to help or hurt your job or career, or hasn't it made much of a difference for your job or
career? (answer: Hasn't made much of a difference)
   7. Thinking about your work life, has a growing emphasis on diversity in the workplace done more to help or hurt your job or career, or hasn't it made much of a difference for your job or career?
(answer: Hasn't made much of a difference)
   8. Thinking about your work life, has more foreign-made products being sold in the U.S. done more to help or hurt your job or career, or hasn't it made much of a difference for your job or career?
(answer: Has done more to help my job or career)

Annotators' Ranking Satisfaction: 1
Reason: Opinions 4th, 5th, 6th, 7th, 8th are less relevant. Meanwhile, other opinions below are more relevant, for example:
   9. In general, how much pressure, if any, do you think men face in our country these days to join in when other men are talking about women in a sexual way? (answer: Not too much)
   10. When it comes to raising girls, would you say there is too much emphasis or too little emphasis on encouraging girls to do well in school these days, or is it about right? (answer: About right)

...
Based on the above information, answer the following question step-by-step by explaining and analyzing each of
the Opinions and Demographic Information:
Question: How often, if ever, do you listen to gun-oriented podcasts or radio? 
...
GPT-4 Answer: C. Hardly ever
Explanations: This person is a 65+ male from the South, identifies as very conservative, and is a member of the
Republican party. These demographic factors might suggest a higher likelihood of interest in guns and gun-related
activities. However, his responses to the questions about his engagement with gun-related activities and media
suggest otherwise...

Annotators' Follow the Instruction: 1
Annotators' Reasonableness: 3
Reason: Do not follow the instruction.

Question: Do you think it's a good thing or a bad thing that most people in our
society look up to women who are womanly or feminine?
Answer: Good thing

Figure 9: Error analysis examples of ChOiRe with ChatGPT.
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Figure 10: Left: Ranking agreements between ChatGPT top-K and semantic similarity top-K. Right: Between
ChatGPT-Instruct top-K and semantic similarity top-K. One example that has a high disagreement score is shown
in Appendix A.6.
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