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Abstract

Generative artificial intelligence (GenAI) offers numerous opportunities for re-1

search and innovation, but concerns have been raised about the reproducibility,2

transparency, and safety of frontier AI models. Many “open-source" GenAI models3

lack the necessary components for full understanding, auditing, and reproducibility,4

while some models use restrictive licenses, a practice known as “openwashing".5

In this paper, we propose the Model Openness Framework (MOF), a three-tier6

ranked classification system that rates machine learning models based on their7

completeness and openness. Each MOF class specifies the code, data, and docu-8

mentation components in the model development lifecycle that should be released9

under certain open licenses. We develop the Model Openness Tool (MOT) to10

provide a user-friendly reference implementation to evaluate models’ openness11

and completeness against the MOF. We launched the Open MDW License recently,12

which is the first permissive open license for AI models. The MOF aims to es-13

tablish completeness and openness as core tenets of responsible AI research and14

development, and to promote best practices in the burgeoning open AI ecosystem.15

1 Introduction16

Generative artificial intelligence (GenAI) has seen remarkable advances in recent years [31], however,17

concerns have also grown regarding its transparency, reproducibility, and safety [6, 67, 4]. Many18

state-of-the-art models are closed and accessible only through APIs, making it difficult to explain the19

inner workings and ensure fairness. As an alternative, many companies, researchers, and individuals20

release AI models publicly on platforms such as Hugging Face, GitHub, and Kaggle [52, 7, 50]. It21

indicates a growing momentum towards open AI models.22

However, there are major concerns regarding models’ completeness and openness. First, many23

model producers do not release key artifacts throughout the development lifecycle. They only release24

selected artifacts, e.g., model architecture & parameters. Without the full availability of datasets,25

training code, and detailed documentation, it is difficult to reproduce/validate/audit the models.26

Second, licensing practices further undermine openness. Many models are released under restrictive27

licenses or inappropriate open-source licenses (designed for conventional software). They are falsely28

promoted as “open-source”, a practice called “openwashing” [44, 68, 33, 32]. This can mislead29

downstream users, limit usability, and expose them to legal risks. This lack of transparency and30

reproducibility hinders real-world deployment in industry and potentially erodes trust in AI [24, 53].31

Some recent initiatives aim to facilitate the openness of AI models, such as the Open Source Initiative’s32

first version of Open Source AI Definition [47] and the Mozilla Foundation’s openness framework33

across the AI stack [3] (which was partially inspired by our work). However, they do not evaluate34

both the completeness and openness of models. The EU AI Act [15] focuses more on the legal35

compliance of AI instead of a practical guideline for AI model distribution.36
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MOF Class Components Included Usage
Research Paper
Datasets
Data Preprocessing Code 
Model Parameters (Intermediate Checkpoints)
Model Metadata (Optional)
All Class II and III Components 
Training, Validation, and Testing Code 
Inference Code 
Evaluation Code
Evaluation Data
Supporting Libraries & Tools
All Class III Components 
Model Architecture
Model Parameters (Final Checkpoints)
Technical Report or Research Paper 
Evaluation Results
Model Card
Data Card
Sample Model Outputs (Optional) 

Class III. Open Model

End to end analysis and auditing 
Reproduction of a similar model 
Data exploration and experimentation

Understand training process 
Validate benchmark claims 
Inference optimizations 

Unrestricted usage (access, use, modify, redistribute) 
Create a product or service 
Fine tune and align 
Model optimizations 

Class I. Open Science

Class II. Open Tooling

Figure 1: Classes and components of the MOF. Class III represents the minimum level of complete-
ness, while Class I represents the highest. Each class builds upon the previous ones.

In this paper, we propose the Model Openness Framework (MOF) for evaluating and classifying37

the completeness and openness of machine learning models across their development lifecycle. We38

also develop the Model Openness Tool (MOT) to provide a practical, user-friendly way for model39

producers to apply the MOF. It currently hosts the evaluation of 235 models, providing the details40

of their MOF classes and licenses. An important milestone is the recent launch of the Open Model,41

Data, and Weights License Agreement (OpenMDW V1.0), which is the first open license for machine42

learning models and their related artifacts. The MOF aims to establish completeness and openness as43

core tenets of AI R&D, promoting transparency, reproducibility, and usability in AI. Its adoption can44

foster a more open, transparent, and responsible AI ecosystem.45

The remainder of this paper is organized as follows. It begins with the three classes of the MOF46

classification system. Then, it defines the 16 model components and the MOF configuration file, each47

with acceptable licenses. Next, it discusses the practical adoption, benefits, and limitations of the48

MOF. It concludes with a summary of the key contributions.49

2 Overveiw of Model Openness Framework50

2.1 MOF Structure51

The MOF proposes a three-tier classification system to classify the degree of completeness and52

openness of ML models across all aspects of a model’s development lifecycle, as shown in Fig. 1.53

The MOF has 17 components to fulfill the completeness of model artifacts, i.e., 16 components and54

1 MOF config file. The 16 components cover the code, data, and documentation along the model55

development lifecycle. The distribution includes an additional component, the MOF configuration56

file, to comply with the MOF requirements.57

The 16 model components are categorized into three distinct classes, where model parameters58

are further split into final checkpoints and intermediate checkpoints. Each class builds upon the59

previous one, with Class III being the least complete and Class I being the most complete. There60

is an inclusion relationship between classes, where Class II includes all components from Class III,61

and Class I includes all components from both Class II and III. The higher the class indicates the62

more complete and open distribution that promotes more transparency and enables reproducibility,63

auditing, and downstream use. This approach is more meaningful than a calculated index, as it guides64

model producers in providing essential components released under open licenses for each tier of65

the framework. As the class of the MOF increases, the producer moves closer to a more complete66

distribution that best aligns with the principles of open science in AI. To qualify for a particular class,67

the producer must provide every required component for that class, released under an appropriate68

open license from Fig. 2.69
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2.2 Three Classes of MOF70

The three classes of the MOF represent ascending levels of model completeness and openness.71

Class III. Open Model. Class III is the entry point and contains the minimum required components72

that must be released using open licenses. If not all of these components are included in a release and73

not all components use an open license, then the entire release cannot be considered open under the74

MOF. The Open Model class covers: 1). Core model architecture and the final set of parameters; and75

2). Light documentation conveying capabilities and characterization of the model and data.76

Class III contains components required to study, modify, redistribute, and build upon a model without77

restrictions, including commercial and educational purposes. The inclusion of the model architecture,78

final weights and biases, and documentation (e.g., the technical report, evaluation results, model, and79

data cards) provides the necessary information to work with the model and understand its capabilities,80

constraints, and the nature of the training data. However, this class lacks completeness and robustness81

for full reproducibility and the transparency needed to confirm all claims made by the producer.82

Class II. Open Tooling. Building upon Class III, Class II provides model consumers with the83

complete codebase including libraries/tools needed for training and testing models. Added elements84

include: 1). Full training-inference code; 2). Benchmark tests to validate and quantify performance;85

and 3). Libraries/tools to ease integration and to complete the codebase (optional).86

This tier is an intermediate step between an open model and open science, providing a model87

consumer with information to test a model producer’s assertions. It also allows a model consumer88

to perform debugging and model enhancements. Although it does provide insights into the training89

process, it does not include the actual datasets. It is also lighter on documentation, which limits a90

deeper understanding of the model’s intricacies.91

Class I. Open Science. The top tier aligns with the ideals of open science: the sharing of all artifacts92

needed for end-to-end transparency, reproducibility, and collaboration. This includes: 1). A detailed93

research paper conveying the genesis of the model and its evolution; 2). Raw training datasets used94

in the training of the model (any license or unlicensed); 3). Checkpoint weights showcasing full95

model evolution; and 4). Log files providing yet more low-level insights. Fulfilling Class I empowers96

the community to inspect models through the model lifecycle, representing the gold standard for97

completeness and openness rooted in scientific principles.98

3 MOF Components and Acceptable Licenses99

This section specifies the 16 model components and the MOF configuration file. They cover the100

degree of completeness and openness across all aspects of the development process, including training101

data, model architecture, model parameters, evaluation benchmarks, and documentation. The content102

type of each component is classified as data, code, or documentation, as shown in Fig. 2. The table103

specifies standard open licenses that should be used for releasing each component while allowing104

some flexibility for equivalent licenses.105

Note that not all components are required for all classes. Each component section below specifies the106

classes that it applies to, consistent with Fig. 1. Note that not all components need to be distributed107

separately; some MAY be combined. E.g., evaluation results MAY be included in a research paper,108

technical report, or model card rather than published as a standalone artifact.109

3.1 Model Architecture (III.1)110

The model architecture is the core of any ML project. It can include the ML algorithms, neural network111

layout, connectivity, activations, and other architectural elements. While the model architecture is112

often closely tied to the trained model parameters, sharing the architecture alone allows others to113

understand the structure of the model without necessitating the release of the fully trained model.114

The model architecture should be fully described in the paper and shared as open-source code. This115

enables implementation, analysis, extensions, adaptations and unrestricted usage of the model or116

models. The model architecture is a code artifact and to be considered open, must be released under117

an OSI-approved open-source license that does not limit its usage and derivative works.118
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Preferred Acceptable
III.1 Model Architecture Code / OSI-approved
III.2 Model Parameters (Final) Data CDLA-Permissive-2.0 Permissive Open Data Licenses
III.3 Technical Report Documentation CC-BY-4.0 Permissive Open Content Licenses
III.4 Evaluation Results Documentation CC-BY-4.0 Permissive Open Content Licenses
III.5 Model Card Documentation CC-BY-4.0 Permissive Open Content Licenses
III.6 Data Card Documentation CC-BY-4.0 Permissive Open Content Licenses
III.7 Sample Model Outputs Data or Code / Unlicensed
II.2 Training Code Code / OSI-approved
II.3 Inference Code Code / OSI-approved
II.4 Evaluation Code Code / OSI-approved
II.5 Evaluation Data Data CDLA-Permissive-2.0 Permissive Open Data Licenses
II.6 Supporting libraries and Tools Code / OSI-approved
I.2 Research Paper Documentation CC-BY-4.0 Permissive Open Content Licenses
I.3 Datasets Data CDLA-Permissive-2.0 Any including unlicensed
I.4 Data Preprocessing Code Code / OSI-approved
I.5 Model Parameters (Intmd.) Data CDLA-Permissive-2.0 Permissive Open Data Licenses
I.6 Model Metadata Data CDLA-Permissive-2.0 Permissive Open Data Licenses

Component Content Type
Accepted Open License

MOF Class

Figure 2: Components and licenses of the Model Openness Framework. Each component is one of
three content types (data, code, and documentation) and requires appropriate open licenses. We show
17 components because the model parameters are split into final checkpoints and intermediate points.

3.2 Model Parameters – Final Checkpoints (III.2)119

Trained model parameters must be released under an open license. In the case of deep learning120

models, checkpoints from key intermediate training stages, as well as the final optimizer state, should121

be included. At a minimum, the final model parameters and optimizer state (when applicable) must be122

distributed, whether compressed or uncompressed, in a format compatible with popular deep learning123

frameworks such as TensorFlow, Keras, PyTorch, or the framework-independent ONNX file format.124

To date, model producers have been releasing model parameters (i.e., weights and biases) using an125

open source license, such as Apache 2.0 and MIT, even though model parameters are not compatible126

with such licenses. Since model parameters are in fact data, model parameters should be distributed127

under an open data license, like CDLA-Permissive-2.0. Although licenses designed for open source128

software are permissive and indemnify the developer from liability, open data licenses are better129

suited to data-specific considerations such as privacy, ethics, and data rights. Most permissive licenses130

do not refer to data directly and do not address the ability to modify and redistribute model parameters.131

This gap could result in a legal obligation to any model consumer if the model producer were to132

implement royalties after the widespread adoption of their model. This is a legal gray area that133

remains untested. The model architecture and model parameters should be distributed separately, as134

each one requires a different type-appropriate open license. This separation allows each component135

to be studied, modified, redistributed, and used independently of the other.136

3.3 Technical Report (III.3)137

The technical report is less detailed than a research paper. It provides necessary documentation for138

the model consumer to understand performance, usage, and implications, but not enough to reproduce139

the model. The technical report is optional if a research paper is included. The goal is to characterize140

model capabilities and provide adoption and impact guidance. The technical report must be released141

under an open license for documentation, ideally CC-BY-4.0 or CC0, on an open access platform,142

and must be included in the distribution for permanence.143

3.4 Evaluation Results (III.4)144

Evaluation results, including quantitative metrics and results from model evaluation, must be reported145

in the research paper or technical report. Tests can evaluate factors such as model efficiency, accuracy,146

performance, fairness, bias, toxicity, and truthfulness. Producers must include benchmark test results,147

whether industry standard or custom-developed. For industry standard benchmarks, the test suite148

name, test name, and version number must be included with the results. Custom benchmarks, whether149

in code or any form of media, must be included in full for validation. The evaluation results should be150

summarized in the technical report and research paper, depending on the MOF class. Raw outputs of151

the model evaluation should be distributed for easy verification, using an open license like CC-BY-4.0.152
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3.5 Model Card (III.5)153

A model card provides metrics, usage guidance, and details about a model [39]. Model cards should154

cover model details, intended uses, factors, evaluation, risks, and mitigations related to the model.155

This provides transparency into model behavior. The model card itself must use a permissive license156

that covers documentation, ideally CC-BY-4.0.157

3.6 Data Card (III.6)158

A data card provides summary statistics and key information about a dataset to enhance understanding159

of its composition [17]. Following guidelines from the Data Nutrition Project, data cards should160

describe various aspects of the dataset, including the features, instances, intended uses, motivation,161

and collection process. Data cards help identify potential biases in datasets and guide proper usage162

by downstream users. They also contribute to reproducibility and transparency by detailing the entire163

data preparation process. The data card must be released under a permissive license that covers164

documentation, with CC-BY-4.0 being an ideal choice.165

3.7 Sample Model Outputs (III.7)166

Sample model outputs are an optional component. If they are included in the distribution, they167

must be shared publicly without copyright or restrictions, where legally permitted, to allow for168

redistribution with the release. These outputs can take various forms, such as text samples, images,169

videos, software code, audio, 3D assets, metadata, or any other potential output generated from the170

model, including predictions and probabilities. In certain sensitive domains, generated examples can171

be anonymized or simulated if needed. Sample model outputs help others perform a quick evaluation172

of the model’s performance and provide a glimpse into its capabilities. If the model outputs are not173

copyrightable, they should be released without a license, and this should be noted in the LICENSE file.174

It is important to note that while sample model outputs are recommended, they are not a requirement175

for the MOF. Additionally, the MOF does not consider the actual model outputs generated by the176

model consumer during inference.177

3.8 Training, Validation, and Testing Code (II.2)178

The full code for training, validating, and testing the model should be open-sourced, including179

model construction, training loop, hyperparameter selection, and checkpointing. Any fine-tuning180

code, reinforcement learning code, or methods that modify model parameters or implement adapters181

affecting model performance must be included. This enables reproducible end-to-end training.182

Comments explaining the approach should be included, ideally following PEP 8 style guide for Python183

code. Including log files generated during training provides deeper insights and is recommended. The184

training, validation, and testing code must be released under an OSI-approved open-source license,185

while log files should use a permissive open-content license like CC-BY-4.0.186

3.9 Inference Code (II.3)187

Code for performing inference with the trained model must be shared under an open-source license.188

This includes any data preprocessing or postprocessing required during inference. It can include any189

model optimizations and dependencies like external libraries. It fundamentally includes any code190

required to fully replicate the benchmark results presented in the research paper for the project. The191

availability of inference code facilitates complete replication of the performance of the model, and it192

informs the model consumer about how to use the model most effectively for their applications. The193

inference code must be released under an OSI-approved open-source license.194

3.10 Evaluation Code (II.4)195

Evaluation code, evaluation data, and evaluation results are separate components in the MOF. This is196

due to the fact that some benchmarks are written in code and others only use data, for instance text197

used to evaluate an LLM or images used to evaluate a computer vision model. Many benchmark tests198

are a combination of both code and data used to evaluate a model, which includes the scripts needed199

to load the data and run benchmark tests. Since code and data require different licenses, they are200
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separate components. Depending on the nature of the model and the methods used to evaluate it, the201

distribution may include one or both of evaluation code and data. Any code used for model evaluation202

and benchmarking must be included and distributed under an OSI-approved open-source license.203

3.11 Evaluation Data (II.5)204

When a model is evaluated using data, such as text, images, videos, audio, or 3D data, the evaluation205

data must be included in the distribution. However, if the model is not evaluated with data, then206

including the evaluation data is not necessary. In cases where the model producer relies on widely207

disseminated standard benchmark tests, it is sufficient to describe them in the technical report and208

whitepaper, along with the version of the test, rather than including them in the distribution. If the209

evaluation data is included in the distribution, it must use a permissive license appropriate for data or210

content, such as CDLA-Permissive-2.0, CC-BY-4.0, or CC0.211

3.12 Supporting Libraries and Tools (II.6)212

Supporting libraries and tools are an optional component. Releasing supporting code libraries,213

utilities, or tools developed in the course of the research under an open-source license makes them214

available for wider use. This could include data loaders, visualization code, simulation environments,215

etc. The use of existing and custom open-source tools should also be documented. Other tools and216

libraries may include:217

• Software libraries and frameworks used in model development, along with version details.218

• Tokenizers: Code used to tokenize text and any data used to train the tokenizer (if used).219

• Hyperparameter search code: Code for automating hyperparameter tuning (if used).220

• Compute infrastructure code: If specialized compute infrastructure was built to scale training, the221

setup code could be released.222

• Monitoring code: Code for tracking experiments, metrics, artifacts, etc., during model development223

is often useful to open source as well.224

• Containerization files: Dockerfiles or other container packaging to distribute the model could be225

shared.226

• Frontend/visualization: Any web/mobile frontends or visualizations built on top of the model227

outputs could be released as open source.228

• Deployment orchestration: Infrastructure-as-Code templates for deploying the model to production.229

• Model integration code: Wrapper code/SDKs to integrate the model into downstream applications.230

• Interactive demos: Links to hosted interactive demos of the model through Jupyter, Streamlit, etc.231

Most libraries and tools will already have a license, so only if the model producer creates their own232

libraries or tools would they need to include them with the distribution and use an OSI-approved233

license for the software.234

3.13 Research Paper (I.2)235

The research paper details the model methodology, results, and analysis, following open science236

principles for accessibility and transparency. We suggest structuring the paper with an abstract,237

introduction, related work, methods, results, discussion, conclusion, and references. The paper must238

be released under an open license, ideally CC-BY-4.0, shared on an open-access platform like arXiv,239

and included in the model distribution.240

3.14 Datasets (I.3)241

Data is the lifeblood of ML models and is the most often held back element in the release of a242

model. Training data is data used for any form of model training including pre-training, fine-tuning,243

alignment using reinforcement learning techniques, or data used for other methods that otherwise244

modify the weights of the model. Datasets also include data used for model validation and testing,245

as well as data that may be used with benchmark tests. The datasets component may also include246
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tokenized datasets when present. Data can be any form or combination of media, whether text, code,247

images, videos, audio, 3D objects, URIs, or any other data used for training, validation, and testing248

purposes. Datasets also include any metadata, from annotation data, such as labels, bounding boxes,249

and key points, to attribution, bitrates, resolution, and other metadata that may be relevant to a dataset250

used in the model development process.251

The datasets used to develop the model ideally should be released under an open license allowing252

unrestricted access, modification, and reuse for any purpose, preferably Creative Commons CC-BY-253

4.0 or CC-0. We acknowledge that most pre-training data is subject to copyright, and therefore, it is254

not possible to license the data. To this end, datasets are an optional component, with the caveat that255

datasets must be included for Class I (with any or no license). Having access to the training data,256

whether pre-training, fine-tuning, alignment, or any other data, enables reproducibility and validation257

of the training process. Any limits on sharing due to privacy or sensitivity should be documented.258

It is preferable that both pre- and post-processed data are supplied. However, if this is not possible259

due to the size of the dataset, providing links to any curated raw datasets online is sufficient when260

accompanied by data preprocessing code.261

3.15 Data Preprocessing Code (I.4)262

The data preprocessing code is all the code used for preprocessing, cleaning, and formatting the263

training, validation, and testing data for a model. It also includes code used to transform fine-tuning264

data and code that is used for alignment tasks like Reinforcement Learning from Human Feedback265

(RLHF). Other data preprocessing code, such as code for data ingestion when appropriate, feature266

engineering, data augmentation, and tokenization, is also included. The data preprocessing code267

MUST be released using an OSI-approved open source software license.268

3.16 Model Parameters – Intermediate Checkpoints (I.5)269

In addition to the final checkpoints and optimizer states, for Class I models, the checkpoints and270

optimizer states (when applicable) from key intermediate stages of training, along with the log files,271

must be included and distributed under an open license. Intermediate model parameters SHOULD be272

distributed under an open data license, such as CDLA-Permissive-2.0.273

3.17 Model Metadata (I.6)274

Model metadata are an optional component. Model metadata refers to additional information about275

the model, beyond the model parameters and architecture, such as the version of the framework used276

to create it and custom tags or descriptions provided by the developer, including model and data277

lineage information. There is no particular requirement or profile for this type of metadata, and it can278

include any information the developer would like to provide with the shipped model. This metadata279

can be helpful for model management, especially when working with multiple versions of models or280

conducting experiments. Often the metadata is exported from or loaded by a metadata store. Any281

model metadata should use an open-data license such as CDLA-Permissive-2.0 to ensure it can be282

freely used and shared.283

3.18 Model Openness Configuration File284

The MOF configuration file is a crucial component of any model distribution, serving two primary285

purposes. It informs model consumers about the components included in the release; and it specifies286

the licenses under which each component is distributed. The MOF configuration file enables platforms287

that host models to understand the contents and licensing of the model distribution. The file itself is288

distributed under the Creative Commons CC-BY-4.0 license.289

4 Adopting MOF in GenAI Models290

This section discusses efforts to adopt the MOF. To assess its feasibility and help model producers291

apply the MOF, the Model Openness Tool (MOT) is developed. We also conducted a case study on292

DeepSeek models to evaluate their openness. To address the licensing challenges, the OpenMDW293

license is developed to cover ML models and associated artifacts under a single, permissive license.294
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 Models Overall 

 Models
Overall 
Openness

Sample 
Model 
Output 

(Optional)

Evaluation 
Results

Technical 
Report

Model 
Architecture

Model 
Parameters 

(Final)

Model 
Card

Data 
Card

Inference 
Code 

Supporting 
Libraries & 

Tools

Evaluation 
Data 

Evaluation 
Code 

Training 
Code 

Model 
Metadata 
(Optional)

Research 
Paper Datasets

Data 
Preprocessing 

Code 

Model 
Parameters 

(Intermediate)

Aquila-VL-2B ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

FinGPT-mt_llama3-
8b_lora ~ ~ ~ ~ ~ ~ ~ ✔ ✔ ✔ ✔ ✔ ~ ~ ~ ✔ ✗

Mixtral-8x7B ~ ✔ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ✔ ✗ ✗ ✗

Gemma-7B ~ ✔ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ✔ ✗ ✗ ✗

DeepSeek-R1 ~ ~ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ~ ✗ ✗ ~

DeepSeek-V3-0324 ~ ~ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ~ ✗ ✗ ~

Qwen2.5-14B ~ ~ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ~ ✗ ✗ ✗

DeepSeek-V3 ~ ~ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ~ ✗ ✗ ~

Granite-3.1-8B-
Instruct ~ ~ ~ ✔ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ✗ ✗ ✗ ✗

Qwen2.5-72B ~ ~ ~ ~ ~ ~ ✗ ~ ~ ✔ ✗ ✗ ~ ~ ✗ ✗ ✗

Llama-3.1-70B ~ ~ ~ ~ ~ ~ ✗ ~ ~ ✔ ✗ ✗ ~ ~ ✗ ✗ ✗

Mixtral-8x22B ~ ~ ~ ✗ ~ ~ ✗ ✔ ✔ ✔ ✗ ✗ ~ ✗ ✗ ✗ ✗

GPT-4o ~ ✔ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✔ ✗ ✗ ~ ✔ ✗ ✗ ✗

Gemini-2.0 ~ ~ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✔ ✗ ✗ ~ ~ ✗ ✗ ✗

Claude 3 ~ ~ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✔ ✗ ✗ ~ ~ ✗ ✗ ✗

o3-mini ~ ~ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✔ ✗ ✗ ~ ✗ ✗ ✗ ✗

ChatGPT ~ ~ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✔ ✗ ✗ ~ ✗ ✗ ✗ ✗

BloombergGPT ~ ~ ~ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ~ ~ ✗ ✗ ✗

$

Class III. Open Model Class II. Open Tooling Class I. Open Science

Figure 3: An evaluation of models’ openness under the MOF. ✓ means ‘released under an acceptable
open license’; ∼ means ‘optional or released but not under an acceptable open license’; ✗ means ’not
released’. The fine-tuned model, FinGPT-mt_llama3-8b_lora, is evaluated only for the adapter.

4.1 Case Study of Recent GenAI Models295

We evaluate DeepSeek V3 [12] and R1 [11] using the MOF as a case study. The process is as follows:296

1). List all artifacts released for the DeepSeek-V3/R1 model, identifying their names, locations,297

versions, and licenses; 2). Map the artifacts to the 16 components; 3). For each MOF component298

present, check if it uses an acceptable open license from Fig. 2; 4). Check the components against the299

list for the 3 classes in Fig. 1. Classify the model at the highest tier where all required components in300

the class employ open licenses; 5). Create the MOF.JSON file, including all required details in Step301

1; and 6). Assert the MOF class using the MOT.302

The evaluation results show that DeepSeek-V3 [12] and R1 [11] are progressing to the Class III Open303

Model, as shown in Fig. 3. DeepSeek-R1 [11] releases both code and model parameters under the304

MIT license. DeepSeek-V3 [12] has code components under the MIT license and model parameters305

under the DeepSeek License Agreement. The DeepSeek License Agreement is derived from the306

BigScience OpenRAIL-M license. It grants copyright and patent for the reproduction, modification,307

and distribution of the model. However, it imposes restrictions on illegal, military, and unethical308

usage. Therefore, the DeepSeek License Agreement is not considered an open license.309

Following the efforts of promoting the MOF, the new version, DeepSeek-V3-0324, has model310

parameters released under the MIT license. Though MIT is an inappropriate open-source license for311

model parameters as data, it is still a meaningful step towards openness.312

4.2 Hybrid Releases313

Openness has always been a binary decision in the open-source movement; software is either open-314

source or not, with no in-between1. A developer either released their software under an OSI-approved315

license or they did not. If any essential component was not released under an open-source license,316

the entire release was no longer considered open source. The MOF follows this principle. When317

any component is not released using an open license as described in Fig. 1, that component is not318

deemed open and does not qualify for an MOF class. Removing a component that moves the project319

into a lesser class is acceptable if all remaining components are released with open licenses.320

To qualify as a Class III project, the model, its parameters, and a technical report that describes the321

work, along with evaluation results and model and data cards, must be released with open licenses. If322

not, the project cannot be considered open. This includes projects that use modified open licenses323

and implement restrictions or acceptable uses.324
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It should be noted that the MOF classifies models and their components on completeness when they325

are open. The reader should not confuse the classification system with being a gradient measure of326

openness [60], but rather a measurement of the completeness of a release in adherence with open327

science principles [52, 9, 69].328

4.3 OpenMDW License329

The Linux Foundation develops the Open Model, Data, and Weights License Agreement V1.0330

(OpenMDW V1.0) to address the licensing challenges. The OpenMDW V1.0 is the first permissive331

license for ML models and their associated artifacts, i.e., Model Materials. Its development originated332

from the MOF. It aims to provide a single, permissive license agreement that ensures consistency333

and clarity across all components of an open AI model release. It has the following features: 1).334

This license grants permission to use, modify, and distribute without restrictions under all relevant335

intellectual property regimes, including copyright, patent, database, and trade secret rights; 2).336

Outputs generated by using the Model Materials are not subject to restrictions or obligations; and 3).337

It has an attribution requirement where users need to include a copy of this license and additional338

notices for redistribution. This license simplifies the adoption of the MOF, facilitates ML model339

sharing, and helps address legal ambiguities around model artifacts and outputs.340

4.4 Model Openness Tool341

The Model Openness Tool (MOT) complements the Model Openness Framework (MOF). It provides342

a practical, user-friendly way for model producers to apply the MOF framework. It ensures clarity on343

the permissible uses and restrictions of the model and its various parts. The MOT enables users to344

1) comprehend the completeness and openness of ML models in the MOT catalog, 2) evaluate the345

openness of their own models based on released components and associated licenses, and 3) submit346

models to the MOT catalog. The evaluated model receives an openness score and badge based on the347

degree to which each criterion is fulfilled. By offering a practical and user-friendly mechanism, the348

MOT facilitates the application of the MOF. The MOF badges are being adopted by different open349

model leaderboards, such as Open Financial LLM Leaderboard [34].350

The MOT currently hosts the evaluations of 235 models, providing details of their MOF classes and351

the licenses of the components. Fig. 3 shows the evaluation results of some open and closed models.352

Closed models, such as GPT-4o [48], are accurately measured as close due to limited disclosures.353

Most models that claimed to be open, such as DeepSeek-V3 [12] and Llama [19], are progressing354

towards the Class III Open Model. However, their model parameters are released under inappropriate355

open-source licenses or restrictive licenses. The documentation of these models, such as model cards,356

is often unlicensed. Aquila-VL-2B [20] achieves Class I Open Science, with all models released357

under open licenses. The MOF provides model producers with a practical roadmap towards higher358

MOF classes for greater transparency and better alignment with the principles of openness.359

5 Conclusion360

The MOF provides a clear methodology for evaluating and enhancing the openness and completeness361

of ML models. It outlines specific components that should be openly released, including training362

data, code, model architecture, model parameters, and documentation, among others, as well as with363

which licenses. This framework gives model producers a roadmap to follow for reproducible and364

transparent AI development. The MOT provides a practical, user-friendly way to apply the MOF365

framework. To address the licensing challenges widespread among ML models, the OpenMDW366

License Agreement is developed based on the MOF, covering the ML model and associated artifacts367

in a single permissive license.368

The widespread adoption of the MOF promises to establish completeness and openness as core tenets369

of responsible AI, ultimately promoting a more transparent and trustworthy advancement of AI R&D.370

We encourage the wider AI community to recognize and reward the complete and open distribution371

of models. With carefully designed incentives, policies, and community norms, open source and open372

science ideals can become the norm in AI R&D, rather than the exception.373
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A Related Work582

A.1 Benefits and Risks of Openness in AI583

There has been much debate about the benefits and risks of releasing AI models [61, 59, 26, 60, 30, 13].584

On the one hand, open models have many advantages over closed ones. They improve security through585

distributed development and auditing [70, 55], support adaptability and customization for diverse586

domains and languages [26, 54], and drive advances in science [71, 27, 22]. On the other hand,587

the openness of models introduces risks, such as the generation of misinformation [43, 38], illegal588

content [64], and security vulnerabilities [65].589

Open foundational models have five distinctive properties that present both benefits and risks: 1)590

broader access, 2) greater customizability, 3) local adaptation and inference ability, 4) the inability to591

rescind model access, and 5) the inability to monitor or moderate model usage [26]. A systematic592

review [13] argues that the benefits of open generative AI models outweigh the risks.593

A.2 Lack of Openness in “Open Source” AI594

Some ML models with publicly available weights are falsely promoted as “open source”[44, 36, 33].595

Such models may more accurately be described as “open-weight models” [32]. This misrepresentation596

is in part due to the misuse of open-source licenses. They were designed for conventional software597

code and are not appropriate for the intricacies of ML models1. The misrepresentation of models as598

“open source” by companies has been characterized as “openwashing”[44, 33, 32], where “open” is599

used imprecisely and loosely to describe both minimally and fully transparent systems [68].600

A concerning number of models also have licensing issues for openness. 64.67% of the models and601

72.13% of the datasets on Hugging Face Hub are unlicensed [50]. Some models are released under602

restrictive licenses that do not meet the standards required of open licenses [44, 36]. In addition,603

some fine-tuned models are released under open-source licenses (e.g., Apache 2.0), even when their604

base models use restrictive licenses. However, altering the original license is not legally permitted.605

This creates confusion in the ecosystem and can have legal consequences for model consumers.606

Another challenge is that most models fall short in their completeness, only releasing model archi-607

tectures and final trained parameters. The technical reports and model cards usually provide limited608

information on the source and treatment of training data, fine-tuning, or alignment methods [48, 25].609

Evaluation results often cannot be reproduced independently due to the lack of models’ disclosure610

[37]. As a result, downstream model consumers have to rely on limited and unverifiable claims611

reported by the model producers.612

These challenges motivate our creation of a ranking system to promote openness and completeness.613

Model producers should include all artifacts of their work under appropriate open licenses, including614

datasets and code for training, validation, and evaluation, as well as detailed documentation.615

A.3 Evaluating Openness in AI616

There is not yet a formally agreed-upon definition of open AI. Broadly, open AI refers to the concept617

of transparency and accessibility in AI R&D. It requires to share key artifacts along the model618

development lifecycle, including data, code, models, and publications, under open licenses. These619

licenses allow free access, inspection, modification, or distribution of models.620

New standards are being developed to address the above shortcomings. The Open Source Initiative621

released the first version of the Open Source AI Definition [47]. It requires an AI system and its622

discrete components to be available for free use, study, modification, and sharing. The Mozilla623

Foundation, in collaboration with leading scholars and practitioners, presented a framework to624

understand openness across the AI stack [3]. The EU AI Act is the first comprehensive regulation625

of AI by a major regulator [15]. The other standards include tools for auditing model explainability,626

fairness, and robustness [5, 21, 56, 57, 2, 40]; frameworks to evaluate model openness, such as the627

AAAI Reproducibility Checklist [45] and the NeurIPS 2019 ML Reproducibility Checklist [53];628

the establishment of ethics review boards in AI research labs [58]; as well as work by government629

agencies, including NIST and NTIA in the USA [46] and the AI Safety Institute in the UK [1].630

1https://opensource.org/license
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However, prior approaches do not evaluate both the completeness and openness of models. The631

MOF reinforces existing approaches by objectively evaluating and classifying models based on which632

components of the development lifecycle are released under open licenses. The MOF encourages633

model producers to strive for complete transparency and usability without restrictions.634

B Understanding the Concepts and Culture of Openness and Completeness635

Before presenting the details of the MOF, we review the concepts of openness and completeness in636

science and technology. They enable transparency, reproducibility, and collaboration in research,637

facilitating the democratization of AI.638

For simplicity, this paper refers to any person or entity that develops and trains a first-generation639

model as a “model producer” or simply a “producer”. Any person or entity that adopts, consumes,640

alters, or uses a model and corresponding artifacts for any purpose including modifying weights641

through fine-tuning is referred to as a “model consumer” or simply a “consumer”. We also use the642

terms “ML” and “ML model” to broadly describe any model, whether classical machine learning or643

deep learning, and both generative and discriminative.644

B.1 Openness645

Openness is the practice of freely sharing the methodology, progress, and products of R&D with646

the public without restrictions on access, inspection, modification, or distribution [51]. It supports647

reproducibility, accountability, and cumulative innovation by enabling research and developer com-648

munities to review, discuss, reuse, and extend upon prior work [66]. The release of materials should649

be under permissive open licenses tailored to the type of content. The MOF aligns with wider open650

science principles and the vision of open AI that requires more than open-source licenses for code651

components for models to be considered open. For example, non-code elements like datasets and652

research papers need an appropriate license that suits their format, such as open-data or open-content653

licenses, which are not currently OSI-approved licenses.654

B.2 Completeness655

Completeness is a core tenet of open science [66]. We define completeness as the availability of key656

artifacts produced during the full lifecycle of conducting research or the engineering of a technical657

product, enabling comprehensive transparency, inspection, evaluation, and reproducibility. In the658

context of ML, completeness entails releasing all the key components associated with developing an659

ML model rather than just selected artifacts. It empowers unfettered scrutiny into model genetics:660

curation and treatment of training data, feature engineering, neural architectures, weight evolution,661

training configurations, model performance across diverse benchmarks, replication of model pro-662

ducer claims, and other byproducts of the model development lifecycle. The MOF promotes full663

completeness by defining an ascending hierarchy of criteria for releasing key artifacts, encouraging664

model producers to release all artifacts involved in the model development lifecycle.665

We distinguish completeness from openness to avoid confusion. “Openness” has unfortunately666

become a vague and confusing term [68, 33], packed with multiple definitions, uses, or dimensions,667

such as the licensing, availability, or thoroughness of artifacts. For instance, a model producer may668

claim that their model is “open” but model consumers may not know if it is open because it employs669

open licenses, because it is made publicly available, because it provides additional components like670

datasets, or because the components released are thorough or usable. For this reason, we use the term671

“completeness” to measure the availability of components that are released with models (with the672

goal of full completeness) and the term “openness” to describe the usage of permissive licenses for673

components.674

B.3 Open Licenses675

Open licenses are legal mechanisms that allow content and artifacts to be freely accessed, used,676

modified, and shared under permissive terms. They are essential for operationalizing openness.677

Different licenses have emerged for addressing rights, responsibilities, and permissible usage for678
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data, publications, code, and other research outputs. Open licenses solve key problems with closed,679

restricted systems, including:680

• Enabling free access without paywalls or subscriptions.681

• Allowing reproduction, analysis, and extension of work.682

• Disseminating contributions back to the community.683

• Progressing cumulatively by building on prior ideas.684

• Fostering collaboration across organizational and geographic boundaries.685

• Promoting transparency and accountability.686

• Mitigating anti-competitive behavior or rent-seeking.687

For research papers and scholarly works, Creative Commons (CC) licenses are widely adopted,688

which allow free distribution and reuse with conditions, such as requiring attribution and allowing689

commercial use and derivative works. Common choices for open licenses are CC BY (attribution)690

and CC BY-SA (Attribution-ShareAlike). Using permissive CC licenses for papers, technical reports,691

and documentation provides rights to reproduce, expand, and translate the works [35].692

For software code, many open-source licenses have been developed. The Open Source Definition693

and the list of approved open-source licenses are maintained by the OSI1. Prominent examples694

include the MIT, Apache 2.0, and the 3-Clause BSD license, which allow inspection, modification,695

and redistribution of code while requiring preservation of copyright and license terms. Alternative696

licenses, such as the Llama 2 license, OpenRAIL, and AI2 ImpACT licenses, are not considered697

open-source licenses due to their restrictions on usage [36].698

For datasets, typical licenses are Creative Commons licenses like Creative Commons Zero (CC0),699

CC BY, and CC BY-SA, as well as the Community Data License Agreement (CDLA-Permissive) and700

the Open Data Commons licenses, such as Public Domain Dedication and License (PDDL) and the701

Open Data Commons Attribution License License (ODC-By). They provide terms for sharing data702

openly while addressing concerns regarding attribution, permissive usage, and liability [35].703

C Understanding the Domains in Openness and Completeness704

C.1 Open Knowledge705

Open knowledge is an overarching philosophy and larger movement that encompasses all the pre-706

ceding areas of openness, revolving around the free and public sharing of information and insights707

across various domains [16, 41]. This entails making knowledge resources accessible to everyone708

and contributing to a wider pool of shared understanding. Open knowledge practices also involve709

ensuring that the information is ethically curated and disseminated, upholding principles of integrity710

and respect for intellectual property. The Wikimedia Foundation, Open Knowledge Foundation, and711

Science Commons are leading organizations in the open knowledge community.712

C.2 Open Science713

Open science refers to the practice of making all stages of the scientific process transparent and714

accessible to others [66, 9]. This includes publishing research papers, data, source code, code715

notebooks, and any information or tools needed to replicate research. The goals of open science are to716

enable reproducibility, collaboration, and advance scientific research building on previous knowledge717

[66]. Open science in AI is the gold standard for ensuring reproducibility and transparency. However,718

much of the training data, model details, and code of SOTA AI systems remain proprietary. This719

limits reproducibility, hinders research, and increases concerns around bias and safety. The MOF720

aims to promote the spirit and methodology of open science in the AI R&D community.721

C.3 Open Access722

Open access is the process of making research outputs like publications freely available to read723

without subscriptions or paywalls, enabling broad dissemination of knowledge. [62, 63]. There724

are various open-access platforms like Cornell University’s arXiv, which make publications, often725
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distributed under an open license, freely available for review. Furthermore, the adoption of open726

access policies, mandates, and licenses by journals and conferences have contributed to greater access727

to research. Before open access, research publications were mostly locked behind expensive journal728

subscriptions and paywalls, which limited the discoverability and use of knowledge. The open access729

movement has made more research freely available to all. Open access speeds the dissemination730

of discoveries to scientists and the public, and it facilitates reproducibility and meta research. As731

a result, entry barriers to accessing research have greatly reduced and public access to AI research732

papers has helped advance the field, including many of the developments and enhancements to the733

transformer architecture that powers the latest highly-capable LLMs.734

C.4 Open Collaboration and Open Community735

Open collaboration encourages cooperative efforts across institutions, disciplines, and borders,736

involving more inclusive and diverse participation in the development of science and technology737

[14, 9, 8]. Open community goes beyond open collaboration, and it concerns the creation and738

sustainability of a shared community with neutral governance, where projects can be worked on739

collaboratively in an equitable environment that embraces principles of openness. The LF AI & Data740

and Generative AI Commons are examples of open communities.741

C.5 Open Source Software742

Open source software (OSS) involves publishing software code under licenses that grant users743

independence and control over the technology by allowing inspection, modification, and redistribution744

of the code without restrictions2. OSI-approved licenses like Apache 2.0 and MIT have been key to745

enabling worldwide collaborative development, freedom of choice, and accelerated progress [18].746

OSS has emerged as an indispensable component of AI R&D [29, 49].747

C.6 Source Available748

Source available should not be confused with open source. Source available originated from conven-749

tional software development, where a developer provides access to the source code, but the licenses750

are not open-source. This means they include restrictions that consumers must fully understand before751

agreeing to use it. Some have referred to these projects as open access, but this is a misnomer since752

open access applies to documentation without paywalls. Most open-washed projects are examples of753

source available due to their restrictive licensing [44, 36].754

C.7 Open Data755

Open data refers to the public release of datasets, databases, and other structured data used for756

research, enabling access and reuse [42, 28]. This practice upholds scientific reproducibility, allows757

reanalysis, and spurs innovation [23]. Open content, on the other hand, refers to the sharing of758

creative materials and unstructured data. Both open-data and open-content licenses exist, with open-759

data licenses often applicable to both data and content. Open data emphasizes the standardization760

of datasets, addressing transparency and requiring comprehensive descriptions of data collection761

methods and assessments for intrinsic bias. Furthermore, accessibility is a cornerstone of open data,762

with datasets expected to be readily available without personal requests or paywalls, promoting763

transparency and enabling scrutiny. In the context of AI R&D, the Datasets and Benchmarks track at764

NeurIPS underscores the paramount importance of openly releasing machine learning datasets [17].765

D MOF Process766

D.1 MOF Process Overview767

Unlike other frameworks that attempt to dictate how model producers should build and train their768

models or create a release path on how models should be released, we take a more objective approach769

by evaluating models based on their completeness and openness. This approach does not constrain770

model producers into a single methodology but rather lays out a pliable process that acts as a guideline771

2https://opensource.org/license
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to help model producers create the most complete and open models. At the completion of the process,772

model producers receive a badge for their MOF class that clearly demonstrates to the public their773

commitment to both completeness and openness.774

The MOF process generally follows these steps:775

1. Inventory of artifacts776

(a) Comprehensively list all artifacts involved in creating the model (data, code, documen-777

tation, etc).778

(b) Capture details like component names, component locations, versions and licenses.779

2. Map to MOF components780

(a) Align inventory items to the 16 components.781

(b) Multiple inventory elements may map to a single standard component.782

3. Verify licenses783

(a) For each MOF component present, check if it uses an acceptable open license from Fig.784

2.785

(b) If licenses are incompatible, the model cannot be classified.786

4. Determine completeness787

(a) Check inventory against the component list for the 3 classes in Fig. 1.788

(b) Classify model at the highest tier where all required components in the class employ789

open licenses.790

(c) Model meets Class III at a minimum when using open licenses.791

5. Generate MOF.JSON792

(a) Create the MOF.JSON file, either using the Model Openness Tool (MOT) or manual793

means.794

(b) Include all artifacts, licenses, locations and other required data to meet the MOF795

requirements.796

6. Self-assert classification797

(a) With inventory, mapping, and MOF.JSON file finalized, the model producer asserts the798

appropriate class using the Model Openness Tool (MOT) or through self-assessment.799

(b) The model producer must stand behind their completeness and openness claims.800

7. Badging and validation801

(a) The model producer uses the MOT for badging classified models.802

(b) MOT provides the MOF.JSON file and badge code for inclusion with project files.803

(c) Community helps ensure accurate labeling by filing disputes.804

This process determines a model’s location on the spectrum, guiding model producers in improving805

openness and consumers in evaluating fitness of models for their usage.806

D.2 Preparing the Distribution807

All projects must include a LICENSE file that describes the licenses used for the project. Convention-808

ally a LICENSE file would include a single license, however it is recommended that the LICENSE809

file include all licenses that apply to the project. For instance if software is covered under Apache810

2.0 and all documentation and data use CC-BY-4.0, then the text of both licenses should be included811

in the LICENSE file in their entirety including the license heading in order to distinguish what text812

belongs to which license. Alternatively, a distribution can contain different LICENSE files that are813

bound to the different components included in the distribution. Ideally the LICENSE files for each814

component should be located in the base directory of the component that they cover. The MOF.JSON815

file records the path to the appropriate LICENSE file for each component included in the distribution816

and facilitates both the per component LICENSE method and the single LICENSE file method.817

In addition to the LICENSE file, the distribution must include an MOF.JSON file providing details818

about the MOF version, release details, included components, and their licenses. This file can819
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be generated with the MOT maintained by the Generative AI Commons or created manually or820

automatically. It is important to note that when a component is not released with the distribution,821

it should not appear in the MOF.JSON file. When a component is released but does not use an822

open license or it uses a custom license, it should not be included in the MOF.JSON file either. The823

MOF.JSON file only references components that are released using an open license.824

D.3 MOF.JSON Structure825

The MOF JSON file is structured as a single MOF object defined at the root of the JSON file (see826

GitHub3. Specifically, under the root there are three required, nested objects with their own set of827

variables:828

• Framework: This object contains the details related to the framework itself, including the829

following required variables:830

– name: The name of the framework. The variable type is string.831

– version: The version number of the framework. The variable type is string.832

– date: The publication date of the framework. The variable type is string in YYYY-833

MM-DD format.834

• Release: This object contains the details of the model being released. There are a number of835

variables:836

– name: The name of the release. The variable type is string.837

– version: The version of the release, which can be the parameter count or another838

identifier that distinguishes the model from previous versions and versions of the same839

model with different parameter counts. The variable type is string.840

– date: The date of the release. The variable type is string in format “YYYY-MM-DD“.841

– type: The nature of the model, i.e., language model, image generation, audio generation,842

image classification, statistical ML, or any number of other types of models. The843

variable type is string.844

– architecture: The model architecture employed, i.e., transformer, diffusion, GAN,845

NERF, VGG, Resnet, K-means, or any other type of model architecture. The variable846

type is string.847

– treatment: Any type of post-training treatment, like fine-tuning, constitutional align-848

ment, RLHF or any other treatment that otherwise modifies the parameters of the849

original model. If no treatment has been applied then this variable is an empty string.850

The variable type is string.851

– origin: The original model, generally this is the foundation model. If this is not a852

foundation model in the release, then this variable contains the name and version of the853

model that was modified. The variable type is string or left empty for foundation or854

non-derivative models.855

– producer: The name model producer or publisher, could be a company, organization,856

group or individual. The variable type is string.857

– contact: The email address for the model producer or publisher. The variable type is858

string.859

– mof_class: The qualifying MOF class of the release as generated by the Model860

Openness Checker. The variable type is integer.861

• Components: This object contains a list of components that are included with the model862

distribution, as well as each component’s details:863

– description: A text description of the component. Using the default values is accept-864

able. When introducing a new component beyond the standard components, include a865

description of the component.866

– location: The location of the component within the distribution, full path is required in867

UNIX format with leading slash for the root directory. The variable type is string.868

3https://github.com/isitopenai/MOF/blob/main/MOF.json
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– license: The SPDX identifier of the license(s) used for the component. If multiple869

licenses are used for a single component, often the case for libraries and tools, they870

must be provided in a comma-separated list. The value must use a valid SPDX license871

identifier4. The variable type is string.872

– license_path: The location of the LICENSE file for the component within the distri-873

bution, full path is required in POSIX format with leading slash for the root directory.874

More than one component can point to the same LICENSE file. In the event the875

component employs multiple licenses, the LICENSE file should contain the text for all876

the licenses used. Alternatively, multiple license files may be specified, each separated877

by a comma. However they must correspond in order to the comma separated list of878

license names provided in the license variable. The variable type is string.879

D.4 Class Assignment880

The MOF relies on self-reporting and projects are not classified by a central authority. LF AI & Data881

Generative AI Commons provides a web interface, the MOT, that allows model producers to fill out a882

web form with the details of their project and in turn the MOT informs the user how their project883

lines up with the classes in the MOF.884

D.5 Badging System885

The MOF is designed to be both informational and actionable. As such the Generative AI Commons886

is implementing a badging program, similar to the OpenSSF Best Practices Badge Program 5. The887

badging system is a part of the MOT, and is a free service that allows model producers to perform the888

following:889

• Perform a check the completeness and openness of their model distribution and display which890

MOF class their model meets891

• Receive recommendations on which licenses to use for which components892

• Generate an MOF.JSON file for their distribution893

• Be provided with code to insert into their README.md file in their Github repository894

• Track their model’s ranking amongst other models on the MOF scoreboard895

For model consumers, they can do the following:896

• View the MOF scoreboard to see which models are the most complete and open897

• Drill down into model distributions to see which ones meet their completeness and openness898

requirements899

• Quickly see which MOF class a model has attained in the project’s Github repo900

• Validate that a model has attained an MOF class901

• Submit a dispute if they believe that a model is being misrepresented as complete or open902

It is incumbent upon the producer of an ML model and its components to accurately include the results903

of either the MOT or accurately identify the components and licenses included in the distribution in904

the MOF.JSON file and specify the class the project qualifies for. Misrepresentations will only harm905

the reputation of the model producer.906

E Functionalities of the Model Openness Tool907

E.1 View Models908

The MOT catalog interface (see Figure 4) presents a tabular view of registered ML models. Each909

row represents a distinct model, with columns providing key information at a glance. The model910

4https://spdx.org/licenses/
5https://www.bestpractices.dev/en
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name column includes clickable icons that link to the model’s repositories on GitHub and Hugging911

Face Hub, facilitating immediate access to the model’s source. The classification and badge are912

dynamically generated based on the released components and their associated licenses. Upon selecting913

a model, users are directed to a detailed model page (see Figure 5), which provides:914

• A comprehensive overview of the model’s MOF classification.915

• A component-wise breakdown, categorizing each into released with valid licenses, released with916

invalid licenses, or unreleased.917

• A copyable MOF badge for external use (e.g., in repositories).918

• A reporting mechanism for data corrections or updates.919

E.2 Evaluate Models920

The evaluation interface (see Figure 6) allows users to assess the completeness and openness both921

self-developed and unregistered models. The process involves:922

• Input of license information for each of the 16 MOF components via a dropdown menu.923

• Automatic classification of components with empty license fields as unreleased.924

Post-evaluation, the MOT generates:925

• A model page with a MOF classification score (1-3).926

• A component-wise breakdown (as in the catalog model pages).927

This score provides a quantitative measure that facilitates easy interpretation of a model’s alignment928

with the principles of openness and objective comparisons between models.929

E.3 Submit Model930

The submission interface (see Figure 7) guides users through a structured process to add models to931

the MOT catalog. Key steps include:932

• Input of model metadata, including:933

– Name934

– Description935

– Version/parameters936

– Organization937

– Type (e.g., language model, image model, code model)938

– Version/parameter count939

– Architecture (e.g., transformer, diffusion, RNN, CNN, etc.)940

– Treatment (e.g., pre-trained, instruct fine-tuned, or chat fine-tuned)941

– Base model942

– Hugging Face Hub link (if applicable)943

• License specification for each of the 16 MOF components via dropdown menus.944

Upon submission, the MOT:945

• Calculates the MOF classification score (1-3).946

• Generates a model page.947

• Integrates the model into the public MOT catalog.948

This streamlined process ensures consistency in model representation and facilitates the expansion of949

the MOT database.950
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E.4 Disputes951

The MOF relies on the honesty and transparency of researchers and developers to accurately classify952

models and to state which components with which licenses they include. Therefore, we also rely on953

the community to identify projects that have been misrepresented as open and notify the organization954

that hosts the project about their concerns.955

Figure 4: View models in the catalog of the Model Openness Tool.
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Figure 5: View a model’s classification with the Model Openness Tool.
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Figure 6: Evaluate models with the Model Openness Tool.
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Figure 7: Submit models to the model catalog with the Model Openness Tool.
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F Benefits of Model Openness Framework956

The adoption of the MOF by the AI community brings many advantages, including but not limited to:957

• Clarity: Clearly defines what components are included and under which license each is distributed,958

in order to understand the acceptable forms of use and whether a project is complete and truly open959

or not.960

• Openness: By classifying models and their artifacts at increasing degrees of openness, the MOF961

will help push model producers towards creating the most complete and open models, helping to962

advance open science and both academic and commercial usage.963

• Reproducibility: Comprehensive availability of data, code, and models enables others to inde-964

pendently reproduce results and identify sources of errors, bias or disparities. This strengthens965

scientific rigor.966

• Transparency & Explainability: Opening model architectures, weights, training code, and967

documentation sheds light on how models work and behave. This builds appropriate trust and aids968

in inspecting for issues.969

• Data Provenance: Origination and attribution can be determined when the data and its details are970

released. This can be helpful in tracing bias in models or identifying sources of PII leakage.971

• Accountability & Fairness: Public data and models can be audited for unwanted biases and harms.972

Model producers can be notified of problems discovered by the community.973

• Continuous Improvement: Model producers and consumers can build on open models instead of974

starting from scratch, accelerating innovation and progress in AI.975

• Collaboration: Sharing open resources allows model producers and consumers across different976

fields and organizations to pool knowledge and capabilities.977

• Education & Learning: Data, code, and models support teaching and learning about AI. Students,978

new researchers, and new developers can more easily enter the field.979

• Regulation: Openness makes models more amenable to oversight and governance, unlocking980

policy options.981

G Limitations and Criticisms982

G.1 Known Limitations983

We acknowledge several limitations and likely criticisms.984

• The MOF is designed for deep learning artifacts, but does not transfer directly to every form of985

learning in AI. It is applicable to classical ML but does not translate entirely to all aspects of986

reinforcement learning.987

• Model producers are expected to be honest about the availability of the components released with988

their models and the openness of licenses for each component as well as the completeness of both989

in their release.990

• It requires convincing model producers who may be reluctant to share their work publicly without991

restrictions.992

• Openness goals must be balanced with privacy, IP, institutional policies, and commercialization993

pressures.994

• Classifying models ignores their actual functionality, and bias, safety, and other harms remain995

a concern. However, openness with models and data enables external audits of quality and996

completeness.997

• Simplicity of classification may not capture all nuances. However, enhancement of the rubric may998

occur.999

• It does not address the use of copyrighted materials in training data, an area currently being1000

addressed through courts and legislation. The MOF requires data to be open using an open license;1001

however, we encourage model producers to use authorized data in training models and respect1002

copyrights [10].1003
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G.2 Out of Scope1004

The MOF is not designed to solve all issues related to AI and openness, and its effective adoption1005

will rely on the AI community to be transparent and honest in their reporting of the components of1006

the models that they release and the licenses applied to each. The MOF does not intend to address1007

any of the following as they are best addressed through alternative methods and means: AI safety1008

(including bias, fairness, and trustworthiness), performance testing, red-teaming, security and privacy,1009

components related to model serving, and model provenance.1010
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