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ABSTRACT

Safe exploration is a key requirement for reinforcement learning agents to learn
and adapt online, beyond controlled (e.g. simulated) environments. In this work,
we tackle this challenge by utilizing suboptimal yet conservative policies (e.g.,
obtained from offline data or simulators) as priors. Our approach, SOOPER, uses
probabilistic dynamics models to optimistically explore, yet pessimistically fall
back to the conservative policy prior if needed. We prove that SOOPER guarantees
safety throughout learning, and establish convergence to an optimal policy by
bounding its cumulative regret. Extensive experiments on key safe RL benchmarks
and real-world hardware demonstrate that SOOPER is scalable, outperforms the
state-of-the-art and validate our theoretical guarantees in practice.

1 INTRODUCTION

A defining feature of intelligence is the ability to utilize online streams of information to learn and
adapt over time (Silver & Sutton, 2025). Reinforcement learning (RL) provides a framework for
online learning without supervision, driving several notable real-world applications (Silver et al., 2017;
Ouyang et al., 2022). Safety is key to unlocking RL in the physical world—RL agents simply cannot
risk taking actions that lead to catastrophic outcomes (Dalrymple et al., 2024), even while learning,
when they lack complete knowledge about their environments (Legg, 2023). Such agents must explore
safely (Amodei et al., 2016), gradually discovering new safe behaviors to solve their tasks.

Safe exploration is a major challenge in practice. Methods with theoretical safety guarantees often
struggle to scale to complex, general-purpose tasks, whereas scalable approaches typically fail to en-
sure safety during learning (cf. Section 2). A key reason lies in how they incorporate prior knowledge
about the environment—a crucial component for anticipating danger without learning through harmful
trial-and-error. Such prior knowledge can be instantiated via policies. Beyond primarily maintaining
safety, as done in much of prior work, we argue that prior policies can also guide exploration toward
promising regions of the environment, enabling agents to provably learn near-optimal policies.

Motivated by this insight, we propose Safe Online Optimism for Pessimistic Expansion in RL—
SOOPER—a model-based RL algorithm for safe exploration in constrained Markov decision pro-
cesses (CMDP, Altman, 1999). SOOPER uses prior policies that can be derived from scarce offline
data or simulation under distribution shifts. Such policies are invoked pessimistically during online
rollouts to maintain safety. These rollouts are collected optimistically so as to maximize information
about a world model of the environment. Using this model, SOOPER constructs a simulated RL
environment, used for planning and exploration (Amodei et al., 2016), whose trajectories terminate
once the prior policy is invoked. The key idea is that early terminations incentivize the agent to avoid
the prior policy when trajectories with higher returns can be obtained safely. This design allows
SOOPER to leverage standard RL methods, bypassing the complexity of directly solving CMDPs.
More fundamentally, this enables a novel bound on the agent’s cumulative regret.

Our contribution.

• First, we propose SOOPER, a scalable model-based RL algorithm for safe exploration in continu-
ous state-action spaces that leverages offline- and simulation-trained policies as safe priors.

• Next, under standard regularity assumptions, we prove that SOOPER guarantees constraint
satisfaction with high probability throughout learning. We additionally show that SOOPER
gradually expands an implicit set of safe policies until it converges to the feasible set defined
by the true CMDP. This is accomplished by reformulating the problem as an unconstrained
MDP, making the approach naturally compatible with standard deep RL methods, while
avoiding min-max formulations typical for CMDPs. Using this formulation, we further
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establish a novel upper bound on the cumulative regret, improving over prior works that provide
optimality guarantees only at the end of training with arbitrarily poor performance during
exploration (Wagener et al., 2021; As et al., 2025b).

• Finally, we conduct extensive empirical evaluation of SOOPER, comparing it with other
state-of-the-art safe exploration algorithms when initialized from offline- and simulation-trained
policies in RWRL benchmark (Dulac-Arnold et al., 2021) and SafetyGym (Ray et al., 2019).
In all these experiments, SOOPER substantially outperforms the baselines in terms of safety
and performance. We further validate SOOPER for safe online learning on hardware, giving
empirical evidence that our theory translates to the real world.

2 RELATED WORKS

Prior works on safe exploration fall broadly into two categories: theoretically principled methods
with guarantees on safety and optimality and those prioritizing practicality and scalability.

Provable safety. A canonical line of work leverages safe Bayesian optimization (Sui et al., 2015),
which has seen real-world success (Berkenkamp et al., 2016; Kirschner et al., 2019; Sukhija et al.,
2023b), but typically ignores the Markovian structure of sequential decision problems and is limited
to a few parameters. Berkenkamp et al. (2017) extend to continuous MDPs and provide safety and
optimality guarantees via Lyapunov stability, though they rely on manual resets of the system at each
timestep and state-space discretization for safe set computation. In contrast, Prajapat et al. (2025b)
leverage model predictive control (MPC) to implicitly compute these sets and ensure that the agent
can always return to a safe state. Other MPC-based methods ensure safety either through “backup”
policies (Koller et al., 2018; Prajapat et al., 2024; 2025a) or via low-fidelity models with reachability
analysis (Hewing et al., 2019) and safety filters (Wabersich & Zeilinger, 2021; Curi et al., 2022).
However, these approaches lack optimality guarantees. A substantial body of work addresses safe
exploration in discrete CMDPs (Moldovan & Abbeel, 2012; Turchetta et al., 2016; Wachi et al., 2018;
Wachi & Sui, 2020; Simão et al., 2021; Prajapat et al., 2022; Bura et al., 2022). Akin to our work, Bura
et al. (2022) proposes a model-based approach that uses optimism and pessimism to provide optimality
and safety guarantees for small-scale tabular problems. Although the above methods guarantee safety
throughout learning, scaling them to high-dimensional problems is computationally hard.

Scalability. The works of Dalal et al. (2018); Eysenbach et al. (2018); Srinivasan et al. (2020);
Thananjeyan et al. (2021); Bharadhwaj et al. (2021); Thomas et al. (2021); Sun et al. (2021); Liu
et al. (2022); As et al. (2022); Sootla et al. (2022); Huang et al. (2024) use scalable tools from deep
RL for safe learning, with different levels of theoretical guarantees and effectiveness in maintaining
safety throughout learning in practice. Safe exploration has also been studied from an optimization
perspective, with methods aiming to guarantee feasibility of all optimization iterates. These
techniques span trust regions (Achiam et al., 2017; Milosevic et al., 2024), Lyapunov stability (Chow
et al., 2018), interior-point (Liu et al., 2020; Usmanova et al., 2024; Ni & Kamgarpour, 2025), and
primal-dual optimization (Usmanova & Levy, 2025). While these methods scale well, they often
overlook the exploration aspect of learning, namely how to actively sample data that maximizes
information about the environment. As a result, they often lack optimality except under assumptions
on the initial state distribution.

Optimality. As et al. (2025b) propose ActSafe, which guarantees safety and optimality for simple
regret, relying on reward-free exploration, and therefore might perform poorly during exploration.
Wachi et al. (2023) introduce MASE, which enforces safety under high-probability constraints on safe
states but relies on a restrictive “emergency stop” action that can effectively ‘stop time’ at any state.
Lastly, Wagener et al. (2021) propose SAILR, a state-of-the-art algorithm that like SOOPER, reformu-
lates safety through terminations whenever their “backup” policy is invoked. However, its guarantee
on simple regret hinges on the probability of such resets vanishing over time, yet no formal conditions
are provided to ensure this occurs. In this work, we relax several of these assumptions and establish
a novel bound on the cumulative regret, while also demonstrating improved empirical performance.

3 PROBLEM SETTING

Constrained Markov decision processes. Safety in RL has been conceptualized in several ways
across the literature (García et al., 2015; Brunke et al., 2022; Gu et al., 2024). In this work, we focus on
constrained Markov decision processes (CMDP, Altman, 1999), due to their flexibility and capacity
to generalize several notable formulations of safety (cf. Wagener et al., 2021; Curi et al., 2022; Wachi
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et al., 2023). A discounted infinite-horizon CMDP is defined by the tupleMc := (S,A, p, r, c, γ, ρ0),
where S ⊆ RdS andA ⊂ RdA are the continuous state and compact action spaces, with the transition
probability p(st+1|st, at) of reaching st+1 ∈ S by applying at ∈ A in st ∈ S. We consider the
transition probabilities p to be governed by the unknown stochastic dynamics

st+1 = f(st, at) + ωt, (st, at) ∈ S ×A, s0 ∼ ρ0, (1)
with the initial state distribution ρ0 and additive noise ωt ∈ W ⊆ RdS . Throughout our theoretical
analysis, we consider the setting of additive zero-mean Gaussian noise.

Assumption 1 (Gaussian noise (Kakade et al., 2020)). The additive noise ωt is independent and
identically distributed (i.i.d.) zero-mean Gaussian noise with variance σ2.

We note that this assumption can be relaxed to a richer class of sub-Gaussian distributions. The
reward and the cost are given by r : S × A → [0, Rmax] and c : S × A → [0, Cmax] with discount
factor γ ∈ (0, 1). We assume the following regularity conditions for the dynamics, reward, and cost.

Assumption 2 (Lipschitz-continuity (Berkenkamp et al., 2017)). The dynamics f , reward r and cost
c are Lipschitz continuous with known constants Lf , Lr, Lc respectively.

Assumption 3 (Regularity (Berkenkamp et al., 2017)). The unknown dynamics f lie in an RKHS asso-
ciated with a kernel k and have a component-wise bounded norm ||fi||k ≤ B with a known constant
B. Moreover, we assume the kernel k to be bounded by k((s, a), (s, a)) ≤ kmax,∀(s, a) ∈ S ×A.

Intuitively, this assumption means that the complexity of f is controlled by the kernel, which in
turn enables generalization from limited data. Our analysis uses Assumption 3 to relate the statistical
complexity of learning the dynamics to the number of online episodes required for convergence.
In Section 5, we model it using neural networks that can learn features to represent f accurately.

The goal in our setting is to find a stationary, stochastic policy π∗
c (at|st) for the true dynamics f

that maximizes value function V π
r (s) := Eπ[

∑∞
t=0 γ

tr(st, at) | s0 = s], while ensuring that the cost
value function V π

c (s) := Eπ[
∑∞

t=0 γ
tc(st, at) | s0 = s] remains below a safety budget d ∈ R≥0:

π∗
c ∈ argmax

π
Jr(π, f) :=Es0∼ρ0

[V π
r (s0)] s. t. Jc(π, f) := Es0∼ρ0

[V π
c (s0)] ≤ d. (2)

We hereafter consider in our theoretical analysis strict feasibility of π∗
c ; namely that an optimal policy

of the constrained problem does not lie on the boundary of the feasible set but may be arbitrarily
close, such that Jc(π∗

c , f) < d. Equation (2) naturally decouples the objective from safety, so each
can be solved independently. This explicit separation prevents agents from exploiting the reward
function to achieve high performance at the expense of harmful behaviors, a problem commonly
referred to as reward hacking in the AI safety literature (Amodei et al., 2016).

Safe online learning. Since knowledge of the dynamics is limited a priori, the agent must learn
them through online interaction. We consider learning in an episodic setting, where in each episode
n = 1, . . . N , infinite-horizon trajectories are truncated after Tn steps and the agent is reset to a
new initial state (Puterman, 2014; Sutton & Barto, 2015). The agent deploys a policy πn, collecting
transitions Dn = {(st, at, st+1)t=1,...Tn

}. The optimality gap due to incomplete knowledge over
episodes is quantified by cumulative regret, namely, the difference in performance between πn and
the optimal policy given full access toMc:

R(N) =

N∑
n=1

(
Jr(π

∗
c , f)− Jr(πn, f)

)
s. t. Jc(πn, f) ≤ d, ∀n ∈ {1, . . . , N}. (3)

The crux of safe exploration is that unlike performance, where suboptimality during learning is
tolerable, safety must be maintained throughout all n episodes.

Probabilistic world models. Given full knowledge of the CMDPMc, the agent can solve Equa-
tion (3) with no regret. In practice however, the agent has only limited knowledge aboutMc. We
capture this uncertainty by defining a set of plausible models of the dynamics Fn for each iteration n.

Definition 1. We define the set of plausible models in episode n′ asFn′ := {f̃ | |f̃ − µn′ | ≤ βn′σn′},
described by a nominal model µn′ : S ×A → RdS and the uncertainty σn′ : S ×A → RdS given
data D1:n′ . This implies the model of f is always well-calibrated (Curi et al., 2020), if there exist
∀n′ ≤ n : βn′ ∈ R>0 such that, with probability of at least 1 − δ it holds ∀(s, a) ∈ S × A that
f(s, a) ∈ Fn :=

⋂n
n′=0 Fn′ .
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Definition 1 formalizes the agent’s epistemic uncertainty about Mc. At each iteration n, the
agent maintains a confidence set that is statistically consistent with the observed data. This is
done by learning a model with nominal dynamics µn : S × A → RdS and epistemic uncertainty
σn : S × A → RdS for every n = 1, . . . , N , using transitions from all previously collected
trajectories D1:n. This type of statistical models can be learned in practice via various (approximate)
Bayesian inference methods (e.g., Rasmussen & Wiliams, 2006; Lakshminarayanan et al., 2017;
Liu & Wang, 2016). Additionally, calibration can be achieved empirically with post-hoc recalibration
techniques (Kuleshov et al., 2018).

Pessimistic policy priors. The set F0 has a unique interpretation: it formally represents the agent’s
prior knowledge about the environment. For instance, in fully data-driven settings, given an offline
dataset D0, a model F0 can be learned from D0 and then used to construct a conservative MDP that
penalizes the agent when it goes outside of the data distribution (Levine et al., 2020; Yu et al., 2020).
Alternatively, in simulator-driven workflows, one has access to a nominal model µ0 : S ×A → RdS ,
and a bounded ‘sim-to-real gap’ u : S ×A → RdS , giving f ∈ F0 = {f̃ | |f̃ − µ0| ≤ u}.
Probabilistic models of this sort formalize the conservatism needed for safe prior policies.

Assumption 4 (Safe policy prior). We assume access to a pessimistic policy prior π̂ : S → A that
satisfies the constraint in Equation (2) for all dynamics f ∈ F0 such that under the true dynamics we
have V π̂

c (s) ≤ V
π∗
c

c (s) for all states with probability at least 1− δ.

Learning such “worst-case” policies builds on the principle of pessimism in the face of uncertainty
and has been extensively studied in the robust RL literature (Kitamura et al., 2024; Zhang et al.;
Shi et al.; Shi & Chi, 2024), offline safe RL (Jin et al., 2021; Liu et al., 2023; Zheng et al., 2024;
Wachi et al., 2025), safe learning from demonstrations (Schlaginhaufen & Kamgarpour, 2023;
Lindner et al., 2024) and when transferring from simulators (Queeney & Benosman, 2023; As et al.,
2025a). In our experiments in Section 5, we leverage a few of these methods and demonstrate the
effectiveness of combining them with safe online learning.

4 SOOPER: SAFE ONLINE OPTIMISM FOR PESSIMISTIC EXPANSION IN RL
In a nutshell, SOOPER can be explained by two modes of operation: (i) safe online data collection
by pessimistically invoking a safe prior policy early enough so as to ensure constraint satisfaction;
(ii) optimistic planning in “simulation” via model-based rollouts, driving exploration of the unknown
dynamics through intrinsic rewards.

Quantifying pessimism. We define the pessimistic cost value function V̄ π̂
c for the policy prior π̂:

V̄ π̂
c (s) := max

f̃∈Fn

Eπ̂

[ ∞∑
t=0

γtc(st, at)

∣∣∣∣ s0 = s

]
, st+1 = f̃(st, at) + ωt. (4)

By definition, Equation (4) considers the worst-case model f̃ in the well-calibrated set Fn (per
Definition 1), which implies that V̄ π̂

c (s) upper-bounds V π̂
c (s) for all s ∈ S with probability 1 − δ.

We later formally show that, as the number of episodes n increases, the agent refines its model Fn

and tightens the pessimistic upper-confidence bound V̄ π̂
c on the expected accumulated cost.

A tractable upper bound. Computing the pessimistic cost-value V̄ π̂
c in Equation (4) is intractable

due to the maximization over Fn. Instead, we upper-bound V̄ π̂
c by augmenting the cost function with

an uncertainty penalty such that

Qπ̂
c,n(s, a) := Eπ̂

[ ∞∑
t=0

γt(c(st, at) + λpessimism∥σn(st, at)∥)
∣∣∣∣ s0 = s, a0 = a

]
,

V̄ π̂
c (s) ≤ V π̂

c,n(s) = Ea∼π̂

[
Qπ̂

c,n(s, a)
]
, st+1 = µn(st, at) + ωt.

(5)

Crucially, directly penalizing the cost function avoids finding the worst-case model within Fn, and
lends itself gracefully to existing temporal difference techniques for value function learning. The
derivation of λpessimism and the proof for this upper bound are deferred to Lemma 2 in Appendix A.

Online cost tracking. SOOPER operates in an online fashion, where for each of the trajectory
rollouts, it uses Qπ̂

c,n to predict when at ∼ πn(·|st) is potentially unsafe. Specifically, this may occur
if the sum of the accumulated cost until t, i.e., c<t =

∑t−1
τ=0 γ

τ c(sτ , aτ ) and the pessimistic cost
value γtQπ̂

c,n(st, at) exceeds the safety budget d. We exploit this idea in our design of Algorithm 1.
In Theorem 1 we show that this design guarantees safety throughout all episodes n = 1, . . . , N .

4
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Algorithm 1 Safe Rollout via Online Cost Tracking

Require: Pessimistic cost value Qπ̂
c,n, policy πn, safe policy prior π̂, and safety budget d

1: Initialize accumulated cost c<0 = 0 and experience buffer Dn = ∅
2: for step t = 1, . . . , Tn do
3: Execute at ∼ π̄n(at|st, c<t, Q

π̂
c,n), observe st, at, st+1 ▷ Theorem 1

4: Append the tuple (st, at, st+1) to Dn

5: Update accumulated cost: c<t+1 = c<t + γtct
6: end for
7: return Dn

Theorem 1 (Safety guarantee). Suppose Assumptions 1 to 4 hold and Fn is well-calibrated ∀n =
1, . . . , N according to Definition 1. If actions are executed for all timesteps t according to

π̄n(at|st, c<t, Q
π̂
c,n) :=

{
πn(·|st) if Φ(st, at, c<t, Q

π̂
c,n) < d

π̂(st) otherwise,

where Φ is the discounted sum of the realized accumulated cost c<t :=
∑t−1

τ=0 γ
τ c(sτ , aτ ) until

t− 1 and the pessimistic cost value Qπ̂
c,n such that Φ(st, at, c<t, Q

π̂
c,n) := c<t + γtQπ̂

c,n(st, at) with

factor λpessimism = C̄ γ
1−γ

(1+
√
dS)βN (δ)

σ , where C̄ = max{Cmax, kmax}. Then, Algorithm 1 satisfies
the safety constraint with probability 1− δ on f for every episode n = 1, . . . , N .

We refer to Appendix A for the formal proof. Monitoring costs online allows the agent to execute πn

until π̂ is required. This enables the agent to visit state-actions that π̂ would avoid, since those would
be deemed unsafe by V̄ π̂

c (s0).

Simulated exploration. While Theorem 1 guarantees safety during online rollouts, the policy πn

may explore potentially unsafe behaviors by using simulated rollouts on the learned world model.
This allows SOOPER to train πn on an unconstrained “planning MDP” M̃, that differs from the real
CMDPMc in that it reaches a terminal state s† after those state-actions that would trigger π̂ during
online deployment:

p̃(st+1 | st, at) :=
{
1{st+1 = s†} if Φ(at, st, c<t, Q

π̂
c,n) ≥ d or st = s†,

p(st+1 | st, at) otherwise.
(6)

The resulting termination signal encourages the agent to find policies that outperform π̂ if possible.
This is done by assigning the terminal reward on M̃ to the pessimistic value V π̂

r of π̂ upon termination:

r̃(st, at) :=


V π̂

r (st) if Φ(at, st, c<t, Q
π̂
c,n) ≥ d,

0 if st = s†,
r(st, at) otherwise,

(7)

whereby,

V π̂
r (s) := min

f̃∈Fn

Eπ̂

[ ∞∑
t=0

γtr(st, at)

∣∣∣∣ s0 = s

]
, st+1 = f̃(st, at) + ωt. (8)

This choice of the terminal reward keeps the reward structure consistent with the rewards encountered
during online rollouts of π̂ on f , unlike prior works that treat the terminal reward as a hyperparame-
ter (Thomas et al., 2021; Wagener et al., 2021). Figure 1 illustrates a concrete example of how this
design encourages the agent to learn to outperform the prior policy.

Exploration-exploitation and expansion. Probabilistic models have proven particularly effective
in the unconstrained setting. Optimistic planning with these models enables a principled balance
between exploration and exploitation, forming the basis of the celebrated UCRL algorithm (Auer
& Ortner, 2006; Curi et al., 2020). However, when safety must hold at every iteration n, exploration-
exploitation is restricted to the set of policies that are safe with high probability. In particular, this set
consists only those policies that satisfy the constraint under the worst-case model in Fn. Crucially,
due to pessimism, an optimal policy π∗

c may not lie in this set initially, as shown in Figure 2.
Nonetheless, this set can be expanded by updating the model using the collected measurements

5
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Φ(st, . . . ,Qπ̂
c,n) > d

s†
V πN
r (s0)

V πn
r (s0)

V π̂
r (st)

Eπn

[
t−1∑
τ=0

γτr(sτ , aτ )

]
+ γtV π̂

r (st) ≤ V πN
r (s0) Figure 1: The agent’s goal is to reach the cross

marker while avoiding obstacles (tires). The
agent deploys a policy πn, however at time t,
it switches to the prior policy π̂, to maintain
the safety criterion of Algorithm 1. The prior
policy π̂ ensures safety by following a con-
servative route, but sacrifices performance,
resulting in a lower return V π̂

r (st). The tra-
jectory of iteration n is recorded to improve
models of subsequent iterations. After N it-
erations, as more data is gathered, the agent
learns a more rewarding trajectory via model-
generated rollouts in M̃. See provided video.

π∗
c

πN

Π∞
<d

ΠN
<dΠ0

<d

Exploration

π0

π∗
c
πN

Π∞
<d

ΠN
<d

Π0
<dπ0

Expansion

Figure 2: We denote the implicit set of safe policies in iteration n by Πn
<d, based on the learned

model Fn. Left: exploration-exploitation in constrained tasks may not find an optimal policy because
search is limited to Πn

<d. Right: expansion proactively enlarges the safe set and reaches the optimum.

from the environment, even in those regions where rewards are low. Prior works typically follow an
expand-then-explore-exploit strategy (Sui et al., 2015; Berkenkamp et al., 2017; Bura et al., 2022; As
et al., 2025b), which begins by learning the dynamics with reward-free trajectory sampling to expand
the safe set, followed by exploration-exploitation to find an optimal and safe policy. This approach
has two limitations: (i) it requires agents to first learn an auxiliary policy unrelated to the task,
leading to wasted compute and exploration; (ii) it restricts the theoretical analysis to simple regret,
allowing arbitrarily poor performance during exploration as long as the final policy is near-optimal.

A unified objective. In contrast, SOOPER addresses the exploration-exploitation-expansion
dilemma through intrinsic rewards (Sukhija et al., 2025) with a single tractable objective:

πn =argmax
π

Ep̃,π,s0

[ ∞∑
t=0

γtr̃(st, at) + (γtλexplore +
√

γtλexpand)∥σn(st, at)∥

]
,

st+1 = µn(st, at) + ωt, at ∼ π(·|st),
(9)

where λexplore and λexpand are weighting factors for the respective components of the intrinsic reward
bonus, encouraging exploration and expansion. In Lemma 12 in Appendix B, we derive these
quantities in closed form and prove that Equation (9) indeed enables expansion. Importantly, since
we only augment the reward with exploration bonuses, an approximate solution to Equation (9) can
be computed efficiently.

Converging to the optimum. By iteratively updating the model Fn and planning according to
Equation (9) in each episode, SOOPER achieves sublinear cumulative regret and therefore converges
for a sufficient number of episodes N in Algorithm 2 according to Theorem 2.

Theorem 2 (Sublinear cumulative regret). Suppose Assumptions 1 to 4 hold and the model Fn is
well calibrated according to Definition 1. Then, Algorithm 2 guarantees with probability 1− δ

R(N) =

N∑
n=1

(
Jr(π

∗
c , f)− Jr(π̄n, f)

)
≤ O

(
Γ
7/2
N log(N)

√
N
)
,

and Jc(π̄n, f) ≤ d, ∀n ∈ {1, . . . , N},

6
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Algorithm 2 Safe Online Optimism for Pessimistic Expansion in RL (SOOPER)

Require: Initial dynamics set F0, pessimistic cost value Qπ̂
c,0, policy prior π̂, safety budget d

1: Initialize experience buffer D
2: for episode n = 1, . . . , N do
3: Execute Algorithm 1 to collect Dn ▷ On the real environment
4: Update Fn ← D1:n

5: Obtain πn, Q
π̂
c,n via Equations (5) and (9) ▷ Model-based exploration and planning

6: end for
7: return πn

that is, the cumulative regret grows sub-linearly in N , while satisfying the constraint throughout
learning by Theorem 1.

Proof sketch. Previous works explicitly expand the safe set of policies via pure exploration. This
restricts them to a simple regret analysis, since performance can be evaluated only after the reward-
free expansion phase. SOOPER optimizes a single objective, thus expansion occurs implicitly, during
learning the task. This allows us to extend the analysis to cumulative regret, providing guarantees
on the agent’s performance throughout learning. We bound the cumulative regret in Equation (3)
by decomposing the performance gap in each iteration n into two terms (Lemma 4). (i) The first
term corresponds to the regret on the planning MDP M̃ (cf. Equations (6) and (7)). Specifically, we
compare the performance difference between an optimal policy of M̃ and the learned policy πn. Since
this setting is purely unconstrained, we bound this term following the regret analysis for unconstrained
MDPs of Kakade et al. (2020). (ii) Next, we analyze the performance gap due to invoking the prior
policy π̂ (Algorithm 1). In particular, we study the performance of executing π∗

c , an optimal policy
of the true CMDPMc, however under the safety criterion of Algorithm 1. Intuitively, due to the
pessimism of Qπ̂

c,n, instead of performing optimally with π∗
c , Algorithm 1 invokes π̂, thus leading to

suboptimal performance. The gap in performance between executing π∗
c freely and under Algorithm 1

is bounded by the model uncertainty at iteration n (Lemmas 6 and 8). The key intuition is that since
π∗
c is in fact safe, as model uncertainty shrinks, Algorithm 1 needs to invoke π̂ less, hence converging

to optimal performance. Finally, we show that the sum of these two terms, is upper-bounded by the
objective in Equation (9) in each iteration n. The complete proof is detailed in Appendix B.

Practical implementation. Our practical implementation follows closely Algorithm 2. We in-
stantiate a “deep” version of Algorithm 2 that scales to high-dimensional continuous control tasks,
following a model-based actor-critic architecture similar to MBPO (Janner et al., 2019). Line 4 is
implemented via a probabilistic ensemble of neural-networks (Chua et al., 2018). In our practical
implementation we additionally learn the reward and cost functions (see Appendix C). The standard
deviation across ensemble predictions is used to estimate the epistemic uncertainty σn (Depeweg
et al., 2018). We found this approach to deliver reliable uncertainty estimates in practice (cf. Section 5
and Appendix D). In Line 5, we solve Equations (5) and (9) using model-generated rollouts and by per-
forming a fixed number of actor-critic updates as described by Janner et al. (2019). Adapting MBPO
to our setting is straightforward, as it only requires wrapping the model predictions within the MDP
defined by M̃. This suggests that SOOPER is readily extensible to future advancements in deep RL.

5 EXPERIMENTS

We now present our empirical results, demonstrating SOOPER’s safety and performance guarantees
in practice. In the Appendix D, we provide additional ablations, illustrating how each component of
SOOPER plays a key role in attaining good performance while maintaining safety throughout learning.

Setup. In all experiments, we use the model-based architecture described in Section 4. We compare
SOOPER with the following baselines: (i) SAILR (Wagener et al., 2021), a state-of-the-art RL
algorithm for safe exploration. (ii) CRPO (Xu et al., 2020), a CMDP solver without safety guarantees
during learning. (iii) Similarly, Primal-Dual (Bertsekas, 2016) is a constrained optimization algorithm,
which is commonly used as a CMDP solver. CRPO and Primal-Dual serve as natural baselines,
as they represent the standard approaches practitioners would typically adopt when fine-tuning
policies initialized from simulation or offline training. Unless specified otherwise, we use a batch
of 128 trajectories to obtain empirical estimates of the undiscounted cumulative rewards Ĵr(π) and
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Figure 3: Performance improvement over the baseline policy and largest constraint recorded through-
out learning. Among all methods, SOOPER remains safe in all tasks while consistently outperforming
or being on par with the other baselines when they satisfy the constraints.

costs Ĵc(π) and run each experiment for five random seeds. We slightly abuse notation, so that for
SOOPER, π denotes the policy induced by Algorithm 1 and for SAILR the policy induced by their
“advantage-based intervention”. All baselines are initialized with the same task-specific prior policy.

Safe transfer under dynamics mismatch. We study policies that are trained under a mismatch in
the dynamics on five tasks from RWRL (Dulac-Arnold et al., 2021), SafetyGym (Ray et al., 2019)
and RaceCar (Kabzan et al., 2020). We provide additional details in Appendices E to G about how
mismatches in the dynamics are implemented for each task. We refer to Appendix D for additional
details on how we train the pessimistic prior policies. We train prior policies under the shifted
dynamics (µ0, cf. Section 3) and continue learning on the true dynamics. Figure 3 presents the
largest cumulative cost recorded on the true dynamics throughout training, along with the relative
performance improvement at the end of training compared to the policy prior before online learning.
As shown, SOOPER satisfies the constraints throughout learning in all of the tasks. For each task,
among all algorithms that satisfy the constraints, SOOPER is consistently on par or outperforms the
baselines. This demonstrates SOOPER’s ability to transfer safely under distribution shifts.

Safe offline-to-online. We evaluate SOOPER when initialized with a conservative policy using
only offline data. To this end, we collect a fixed offline data of 2M transitions from the PointGoal1
task of SafetyGym. We train a pessimistic prior policy offline by following MOPO (Yu et al., 2020),
a well-established model-based offline RL algorithm. We use a Primal-Dual optimizer to solve the
constraint optimization problem with this offline data. We found this approach to yield policies that
satisfy the constraint while still delivering nontrivial performance. We use these policies to initialize
all the baselines for our experiments. Figure 5a presents the objective and constraint during online
learning. Notably, SOOPER outperforms all the baselines while maintaining safety.

Figure 4: Image observations for
the CartpoleSwingup task. The
goal is to swing the pendulum to the
upright position while avoiding the
range outside the vertical red lines.

Scaling to vision control. Next, we demonstrate that
SOOPER scales to control tasks with image-based observations.
Specifically, we use the CartpoleSwingup task from Dulac-
Arnold et al. (2021) and train policies that operate on three
temporally-stacked 64×64 grayscale images as depicted in Fig-
ure 4. As in Figure 3, we introduce a distribution shift in the
dynamics and pretrain a vision policy under the perturbed dy-
namics using DrQ (Yarats et al., 2021). We then train SOOPER
by learning the dynamics model directly on the embeddings pro-
duced by the pretrained DrQ vision encoder. Figure 5b shows
that even when trained on these embeddings, SOOPER satisfies
the safety constraints and achieves near-optimal performance.

Safe online learning on real hardware. Finally, we evaluate SOOPER when trained online
directly on real-world robotic hardware: a highly dynamic, remote-controlled race car operating
at 60 Hz. The task is to reach a designated goal position located behind three obstacles (tires) that
must be avoided (illustrated in Figure 6). This setting is particularly challenging due to stochasticity
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Figure 5: Learning curves of the objective and constraint when learning from offline and vision
policies. SOOPER satisfies the constraints while significantly improving over the initial prior policy.
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Figure 6: Safe exploration on real hardware with SOOPER. We report the mean and standard error
across five seeds of the objective and constraint measured on the real system. SOOPER learns to
improve over the prior policy while satisfying the constraints throughout learning. Video of training.

introduced by high-frequency control and delays in both actuation and motion-capture measurements.
We initialize training with a prior policy derived from a first-principles simulator (Kabzan et al.,
2020), and then fine-tune it on the physical system using trajectories collected in real time. We repeat
the experiment with five random seeds and report cumulative rewards and costs after each iteration
in Figure 6. As shown, after training, SOOPER is roughly twice as good as the prior policy in terms
of rewards while satisfying the safety constraint throughout learning. In Appendix D, we extend
this experiment to the offline setting, and report results when using a prior policy trained offline
with data collected from the real system.

6 CONCLUSION

In this work, we address a critical challenge in systems that learn autonomously, namely, maintaining
safety during learning. We present SOOPER, a novel algorithm that provably improves performance
over policies trained in simulation or offline, while satisfying safety constraints throughout learning.
SOOPER is simple to implement, achieves state-of-the-art performance and consistently maintains
safety when deployed in practice. In addition, we establish a new theoretical result on the cumulative
regret, enabling a guarantee of good performance during learning and not only at the last iteration.
These contributions advance our understanding of safe exploration and make an important step
towards deployable RL. Nonetheless, many important challenges remain. In terms of theory and
methodology, extending our work to high-probability constraints over particular states and developing
new methods for the non-episodic setting, where agents learn from a single trajectory without resets,
are two challenging yet crucial problems. On the practical side, considering more complex tasks
with more powerful models is a promising direction for future work.
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A SAFETY GUARANTEE

First, we derive in Lemma 1 that the pessimistic safety-condition with online cost tracking (Theorem 1)
guarantees safety given the true pessimistic cost value function V̄ π̂

c of Equation (4).

Lemma 1. Suppose Assumptions 1 to 4 hold and Fn is well-calibrated ∀n = 1, . . . , N according to
Definition 1. Given the safe prior π̂, the rollout of the policy πn satisfies the safety constraint with
probability 1− δ on f for every episode n = 1, . . . , N , if the actions are executed for all timesteps t
according to the pessimistic safety-condition:

π̃n(at|st, c<t,Fn) =

{
πn(·|st) if Φ̄(st, at, c<t,Fn) < d

π̂(st) otherwise,

where

Φ̄(st, at, c<t,Fn) = c<t + γtc(st, at) + γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, at) + ωt)

]
, (10)

indicates the sum of the accumulated costs c<t =
∑t−1

τ=0 γ
tc(st, at) until t− 1, the immediate cost

at t, and the worst-case pessimistic cost value V̄ π̂
c defined in Equation (5).

Proof. We prove the safe rollout of πn for the unknown f by induction.

1. Base Case (t = 0): By definition of π̃n, we only execute a0 ∼ πn(·|s0) if Φ̄(s0, a0, c<0,Fn) < d
with c<0 = 0 and otherwise the safe prior π̂. By definition of Φ̄, either a0 is safe to execute with

d > c(s0, a0) + γ max
f̃∈Fn

Eω

[
V π̂
c (f̃(s0, a0) + ω0)

]
, (11)

and otherwise executing a0 = π̂(s0) is safe since V̄ π̂
c (s0) < d by Assumption 4.

2. Inductive Step: Given the agent is safe up to timestep t− 1, i.e.,

c<t−1 + γt−1c(st−1, at−1) + γt max
f̃∈Fn

Eω

[
V π̂
c (f̃(st−1, at−1) + ωt−1)

]
< d, (12)

we show constraint satisfaction for time t, satisfying

d > c<t + γtc(st, at) + γt+1Eω

[
V π̂
c (f(st, at) + ωt)

]
. (13)

Using π̃n, we either execute at if Equation (13) is satisfied and therefore is safe by definition.
Otherwise, we invoke the prior ât = π̂(st). Using c<t = c<t−1 + γt−1c(st−1, at−1), we obtain

c<t + γtc(st, ât) + γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, ât) + ωt)

]
(14)

= c<t−1 + γt−1c(st−1, at−1) + γtc(st, ât) + γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, ât) + ωt)

]
(15)

≤ c<t−1 + γt−1c(st−1, at−1) + γt max
f̃∈Fn

Eω

[
V π̂
c (f̃(st−1, at−1) + ωt−1)

]
< d. (16)

Next, we show that adding the cost penalties in Qπ̂
c,n (Equation (5)) upper-bounds the true cost value,

using Sukhija et al. (2025, Lemma A.5):

Lemma 2. Suppose Assumptions 1 to 3 hold and Fn is well-calibrated by Definition 1. Given

γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, at) + ωt)

]
= Eπ̂

[ ∞∑
τ=t+1

γτ c(sτ , aτ )

]
s. t. sτ+1 = f̃(sτ , aτ ) + ωτ , aτ = π̂(sτ ), st+1 = f̃(st, at) + ωt,

λpessimism = C̄
γ

1− γ

(
1 +
√
dS
)
βN (δ)

σ
,
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then for all episodes n = 1, . . . , N with probability of 1− δ:

γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, at) + ωt)

]
≤ γtλpessimism∥σn(st, at)∥

+ Eπ̂

[ ∞∑
τ=t+1

γτ (c(sτ , aτ ) + λpessimism∥σn(sτ , aτ )∥)

]
,

s. t. sτ+1 = µn(sτ , aτ ) + ωτ , aτ = π̂(sτ ), st+1 = µn(st, at) + ωt.

Proof. Let us denote the value following the nominal dynamics µn of Fn as

Ṽ π̂
c (s) = Eπ̂

[ ∞∑
t=0

γtc(st, at) | s0 = s

]
,

s. t. st+1 = µn(st, at) + ωt, at = π̂(st),

(17)

and the upper bound on the cost value following the worst dynamics f̃ ∈ Fn by

V̄ π̂
c (s) = max

f̃∈Fn

V π̂
c (s) = Eπ̂

[ ∞∑
t=0

γtc(st, at) | s0 = s

]
,

s. t. st+1 = f̃(st, at) + ωt, at = π̂(st).

(18)

Following Sukhija et al. (2025, Lemma A.5), the difference between these values is bounded by∣∣∣V̄ π̂
c (s)− Ṽ π̂

c (s)
∣∣∣ ≤ λpessimismEπ̂

[ ∞∑
t=0

γt∥σn(st, at)∥ | s0 = s

]
,

s. t. st+1 = µn(st, at) + ωt, at = π̂(st).

(19)

Bringing Ṽ π̂
c (s) to the other side and using the definition in Equation (17) results in:

V̄ π̂
c (s) ≤ Ṽ π̂

c (s) + λpessimismEπ̂

[ ∞∑
t=0

γt∥σn(st, at)∥ | s0 = s

]
, (20)

= Eπ̂

[ ∞∑
t=0

γt (c(st, at) + λpessimism∥σn(st, at)∥) | s0 = s

]
, (21)

s. t. st+1 = µn(st, at) + ωt, at = π̂(st). (22)
Further, we use this upper bound having c(st, at) already observed and rewriting

γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, at) + ωt)

]
= γtV̄ π̂

c (st)− γtc(st, at) (23)

(i)
≤ Eπ̂

[ ∞∑
τ=t

γτ (c(sτ , aτ ) + λpessimism∥σn(sτ , aτ )∥)

]
− γtc(st, at) (24)

≤ Eπ̂

[ ∞∑
τ=t+1

γτ (c(sτ , aτ ) + λpessimism∥σn(sτ , aτ )∥)

]
+ γtλpessimism∥σn(st, at)∥, (25)

s. t. sτ+1 = µn(sτ , aτ ) + ωτ , aτ = π̂(sτ ), st+1 = µn(st, at) + ωt, (26)
where step (i) follows from using the upper bound in Equation (21).

Theorem 1 (Safety guarantee). Suppose Assumptions 1 to 4 hold and Fn is well-calibrated ∀n =
1, . . . , N according to Definition 1. If actions are executed for all timesteps t according to

π̄n(at|st, c<t, Q
π̂
c,n) :=

{
πn(·|st) if Φ(st, at, c<t, Q

π̂
c,n) < d

π̂(st) otherwise,

where Φ is the discounted sum of the realized accumulated cost c<t :=
∑t−1

τ=0 γ
τ c(sτ , aτ ) until

t− 1 and the pessimistic cost value Qπ̂
c,n such that Φ(st, at, c<t, Q

π̂
c,n) := c<t + γtQπ̂

c,n(st, at) with

factor λpessimism = C̄ γ
1−γ

(1+
√
dS)βN (δ)

σ , where C̄ = max{Cmax, kmax}. Then, Algorithm 1 satisfies
the safety constraint with probability 1− δ on f for every episode n = 1, . . . , N .

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

Proof. Theorem 1 is proven using Lemmas 1 and 2. Consider the accumulate cost Φ̄(st, at, c<t,Fn)
from Lemma 1

Φ̄(st, at, c<t,Fn) =c<t + γtc(st, at) + γt+1 max
f̃∈Fn

Eω

[
V̄ π̂
c (f̃(st, at) + ωt)

]
(27)

(i)
≤c<t + γt(c(st, at) + λpessimism∥σn(st, at)∥)

+ Eπ̂

[ ∞∑
τ=t+1

γτ (c(sτ , aτ ) + λpessimism∥σn(sτ , aτ )∥)

]
(28)

(ii)
=c<t + γtQπ̂

c,n(st, at)
(iii)
=: Φ(st, at, c<t, Q

π̂
c,n) < d. (29)

Step (i) follows from the upper bound on the cost penalties in Lemma 2, and Step (ii) and (iii) follow
from the definitions of Qπ̂

c,n and Φ(st, at, c<t, Q
π̂
c,n) from Equation (5) and lemma 1.

B REGRET ANALYSIS

Overview of proof. Theorem 2 states that the tractable objective in Equation (9) achieves sublinear
cumulative regret while satisfying the safety constraint. We start our proof by decomposing the
cumulative regret into per-episode regret terms. Using Lemma 3, we lower-bound the performance of
the true systemMc by the performance on the planning MDP M̃. This bound allows us to decompose
the per-episode regret into two components in Lemma 4 that can be bounded separately: (i) Safe
rollout vs. optimal rollout. The first regret term captures the performance gap between the optimal
policy π∗

c and the same policy executed via Algorithm 1 onMc. The difference arises from invoking
the prior policy π̂ due to uncertainty in the learned dynamics. We express this gap in Lemma 5 in
terms of action differences between π∗

c and the potentially used safe prior π̂. By Theorem 1, these
action differences can be related in Lemma 6 via the safety criterion Φ to the accumulated model
uncertainty along potentially unsafe trajectories starting with π∗

c (at|st) at step t, followed by π̂. Since
it may be unsafe to execute them, we instead express their cumulative uncertainty in terms of the
corresponding safe trajectories starting with π̂(st) at step t (Lemma 7). This is achieved using the
difference of Gaussians (Kakade et al., 2020, Lemma C.2). Consequently, we establish in Lemma 8
an upper bound on the first regret term, which depends on the model uncertainty along the safe rollout
of π∗

c under Algorithm 1. (ii) Planning model vs. true dynamics. The second regret term quantifies
the value gap between an optimal policy for the planning MDP M̃ (with true dynamics f ) and the
policy πn obtained by optimizing the nominal model µn in episode n. This gap can be bounded in
terms of the model uncertainty evaluated along the optimal policy π∗ when it is safely executed using
Algorithm 1. By Lemma 12, the tractable objective in Equation (9) is an optimistic upper bound on
the best achievable performance across all models Fn. Consequently, Lemma 13 provides a bound
on the sum of the two per-episode regret components along the safely rolled-out behavioral policy πn

using Algorithm 1. Summing these bounds over all episodes yields Theorem 2, which states that the
objective in Equation (9) attains sublinear cumulative regret.

To decompose R(N), we first establish a lower bound on the performance of π̄n, obtained by safely
rolling out πn onMc with Algorithm 1 using Φ.

Planning at the lower performance bound. Given the policy πn on M̃, we derive in Lemma 3
the performance bound of the safe policy π̄n onMc with dynamics f using the pessimistic value
function V π̂

r (s0) defined in Equation (8).

Lemma 3. Suppose Assumptions 1 to 3 hold and the model Fn is well-calibrated according to
Definition 1. Then the performance Jr(π̄n, f) of the safe policy π̄n induced by Algorithm 1 onMc is
lower-bounded by the performance Jr̃(πn, f) of the policy πn on M̃ following the true dynamics f :

Jr(π̄n, f) ≥ Jr̃(πn, f).

Proof. We consider for all timesteps k two cases:

1. Never fall back to prior (i.e. πn is always safe). Then, by definition of M̃,

Jr̃(πn, f) = Eπn,s0

[ ∞∑
t=0

γtr(st, at)
]
= Jr(π̄n, f). (30)

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

This equality follows by definition from M̃ andMc being identical in case the agent never falls
back to the safe prior π̂ during the rollout and therefore πn = π̄n.

2. Agent falls back to safe prior (i.e. at st action ât = π̂(st) is executed instead of potentially unsafe
at). For the performance Jr(π̄n, f) of π̄n onMc we get by combining the policy values of πn

and π̂

Jr(π̄n, f) = Eπn,s0

[ k−1∑
t=0

γtr(st, at)
]
+ γk V π̂

r (sk), (31)

whereas for the performance of Jr̃(πn, f) of πn on M̃, we get

Jr̃(πn, f)
(i)
= Eπn,s0

[ k−1∑
t=0

γtr̃(st, at) + γkr̃(sk, âk) +

∞∑
t=k+1

γtr̃(s†, ·)
]

(32)

(ii)
= Eπn,s0

[ k−1∑
t=0

γtr(st, at) + γk V π̂
r (sk)

]
. (33)

Step (i) follows from the modified transitions in Equation (6) to the absorbing state s† as soon as
the agent would fall back to the safe prior π̂, and (ii) follows from the terminal reward given in
Equation (7) for transitioning to s†. Since V π̂

r is defined pessimistically in Equation (8), it holds
that V π̂

r (s) ≤ V π̂
r (s) and thereby follows

Jr̃(πn, f) ≤ Eπn,s0

[ k−1∑
t=0

γtr(st, at)
]
+ γk V π̂

r (sk) = Jr(π̄n, f), (34)

which completes the proof.

Regret decomposition. Lemma 3 enables us to decompose R(N) into two separate terms. The
first term models the regret of executing π̄n onMc, caused by falling back to the safe prior π̂ when
safely rolling out πn with Algorithm 1. The second component determines the (constraint-free) regret
of πn on M̃.

Lemma 4. Suppose Assumptions 1 to 4 hold and the model Fn is well-calibrated according to
Definition 1. Let π∗

c be the optimal policy onMc with Jr(π
∗
c , f) = maxπ:Jc(π,f)<d Jr(π, f) and

applying Algorithm 1 to π∗
c yields π̄∗

c,n with Jr(π̄
∗
c,n, f) for the current learned model Fn in episode

n. Further, let π∗ be the optimal policy on M̃ that has Jr̃(π∗, f) = maxπ Jr̃(π, f) for Φ and Qπ̂
c,n

in episode n. Given Jr̃(πn, f) denotes the performance of the behavioral policy πn on M̃, the
cumulative regret R(N) =

∑N
n=1(Jr(π

∗
c , f)− Jr(π̄n, f)) of π̄n onMc can be decomposed into:

R(N) ≤
N∑

n=1

(
Jr(π

∗
c , f)− Jr(π̄

∗
c,n, f)︸ ︷︷ ︸

∆1
n : P.E.R. of π̄∗

c with Φ

)
+

N∑
n=1

(
Jr̃(π

∗, f)− Jr̃(πn, f)︸ ︷︷ ︸
∆2

n : P.E.R. of πnon M̃

)
,

with the per-episode regret (P.E.R.) terms ∆1
n and ∆2

n related to the safe prior and the regret on M̃.

Proof. Starting with the cumulative regret definition in Equation (2) forMc, we upper bound R(N)
using

R(N)
(i)
=

N∑
n=1

(Jr(π
∗
c , f)− Jr(π̄n, f)) ≤

N∑
n=1

(Jr(π
∗
c , f)− Jr̃(πn, f)) (35)

(ii)
=

N∑
n=1

(Jr(π
∗
c , f)− Jr(π̄

∗
c,n, f) + Jr(π̄

∗
c,n, f)− Jr̃(πn, f)), (36)

where step (i) follows applying Lemma 3 and (ii) introducing a zero term by adding and subtracting
Jr(π̄

∗
c,n, f). SinceMc and M̃ are identical for safe policies (e.g. π̄∗

c,n) by not transitioning to s†
(see Equations (6) and (7)) and π∗ is the optimal policy on M̃ with Fn in episode n

Jr(π̄
∗
c,n, f) = Jr̃(π̄

∗
c,n, f) ≤ Jr̃(π

∗, f). (37)
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Thus, we obtain the following upper bound of R(N) by plugging Equation (37) into Equation (36):

R(N) ≤
N∑

n=1

(Jr(π
∗
c , f)− Jr(π̄

∗
c,n, f)) +

N∑
n=1

(Jr̃(π
∗, f)− Jr̃(πn, f)). (38)

∆1
n regret bound. Recall from Lemma 4 that the per episode regret of executing π∗

c with Φ for Fn

in episode n on the planning MDPMc is ∆1
n = Jr(π

∗
c )− Jr(π̄

∗
c,n). We rewrite ∆1

n in terms of the
distance between the optimal policy π∗

c and the safely rolled-out policy π̄∗
c,n in Lemma 5.

Lemma 5. Suppose Assumptions 1 to 4 hold and the model Fn is calibrated according to Definition 1.
Then the per-episode regret ∆1

n = Jr(π
∗
c , f)− Jr(π̄

∗
c,n, f) admits the bound

∆1
n ≤ Eπ̄∗

c ,s0

[(
Lr +

R̄Lf

σ

γ

1− γ

) ∞∑
t=0

γt E a∗
c∼π∗

c (·|st)
ā∗
c,n∼π̄∗

c,n(·|st)

[
∥a∗c − ā∗c,n∥

] ]
,

st+1 = f(st, at) + ωt, at ∼ π̄∗
c,n(·|st)

with the Lipschitz constants Lr, Lf for the reward and dynamics, and R̄ = max{Rmax, kmax}.

Proof. We bound the episodic regret with the advantage formulation (As et al., 2025b, Lemma A.2)

∆1
n =Eπ̄∗

c,n,s0

[ ∞∑
t=0

γt Ea∗
c∼π∗

c (·|st)
[
Ar(π̄

∗
c,n, st, a

∗
c)
]]

, (39)

with Ar,t(π, st, at) = r(st, at) + γEω[V
π
r (st+1)− V π

r (st)], and st+1 = f(st, at) + ωt.

∆1
n

(i)
=Eπ̄∗

c,n,s0

[ ∞∑
t=0

γt Ea∗
c∼π∗

c (·|st)

[(
r(st, a

∗
c) (40)

+ γ
(
Est+1|st,π∗

c ,ω

[
V

π̄∗
c,n

r (st+1)
]
− V

π̄∗
c,n

r (st)
))]]

(ii)
=Eπ̄∗

c,n,s0

[ ∞∑
t=0

γt E a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
(r(st, a

∗
c)− r(st, ā

∗
c,n))

]]
(41)

+ Eπ̄∗
c,n,s0

[ ∞∑
t=0

γt+1
(
Est+1|st,π∗

c ,ω
[V

π̄∗
c,n

r (st+1)]− Est+1|st,π̄∗
c,n,ω

[V
π̄∗
c,n

r (st+1)]
)]

(iii)
≤Eπ̄∗

c,n,s0

[ ∞∑
t=0

γtE a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
min{Lr∥a∗c − ā∗c,n∥, Rmax}

]
(42)

+

∞∑
t=0

γ
√

max{Est+1|st,π∗
c ,ωt

[R(st+1)],Est+1|st,π̄∗
c,n,ωt

[R(st+1)]}

× γtE a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
min

{
Lf∥a∗c − ā∗c,n∥

σ
, 1

}]]
,

where step (i) follows from the advantage definition and (ii) uses the value function to derive the
dependence on the reward difference in timestep t. We rewrite the advantage in terms of the expected
action difference in step (iii) using the expectation difference under two Gaussians (Kakade et al.,

2020, lemma C.2) with R(s) =
(
V

π̄∗
c,n

r (s)
)2

. Step (iii) uses the Lipschitz constants Lr, Lf for the
reward and the dynamics (Assumption 2). Further, we bound this by:

∆1
n

(i)
≤Eπ̄∗

c,n,s0

[ ∞∑
t=0

γtE a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
min{Lr∥a∗c − ā∗c,n∥, Rmax}

]
(43)
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+ R̄
γ

1− γ

∞∑
t=0

γtE a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
min

{
Lf∥a∗c − ā∗c,n∥

σ
, 1

}]]
(ii)
≤Eπ̄∗

c,n,s0

[(
Lr +

R̄Lf

σ

γ

1− γ

) ∞∑
t=0

γtE a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
∥a∗c − ā∗c,n∥

] ]
. (44)

Step (i) uses
√
max{Eωt,st+1|st,π∗

c ,ω
[R(st+1)],Eωt,st+1|st,π̄∗

c,n,ω
[R(st+1)]} ≤ R̄ 1

1−γ with R̄ =

max{Rmax, kmax} due to r ≥ 0 and in (ii) we drop the min operator due to non-negativity.

Lemma 5 expresses the regret in terms of the difference between actions taken by an optimal policy
π∗
c and those taken by π̄∗

c,n in episode n with model Fn. In the following, we use Lemma 5 to relate
∆1

n to model uncertainties “collected” along trajectories induced by these policies. Bounding these
uncertainties ensures that the learner improves its model of the dynamics after each episode.

Lemma 6. Suppose Assumptions 1 to 4 hold and the model Fn is well calibrated according to
Definition 1. Given Φ is defined as in Theorem 1, ∆1

n depends on the accumulated and discounted
uncertainty Σt along the trajectories of action at and the safe π̂, and the diameter of the bounded
action space DA. Given νn = (1 + λpessimism)λpessimism with λpessimism being defined as in Theorem 1,

∆1
n ≤ Eπ̄∗

c,n,s0

[(
Lr +

RmaxLf

σ

γ

1− γ

) ∞∑
t=0

γtDA min

{
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

]
, 1

}]
,

Σt(at, f) = γt∥σn(st, at)∥+
∞∑

τ=t+1

E[γτ
c ∥σn(sτ , π̂(sτ ))∥], sτ+1 = f(sτ , π̂(sτ )) + ωτ

and δc = min
t
(Eat∼π̄∗

c,n(·|st)[d− (c<t + γtc(st, at) + γt+1Eωt
[V π̂

c (st+1)])]) ∈ R+.

Proof. We can upper bound the expected difference between the policies by the action bound DA
times the probability P of falling back to the safe prior

Dπ̄∗
c,n

(st) =E a∗
c∼π∗(·|st)

ā∗
c,n∼π̄∗

c,n(·|st)

[
∥a∗c − ā∗c,n∥

]
(45)

(i)
≤DAPat∼π∗

c (·|st)
(
c<t + γtQπ̂

c,n(st, at) ≥ d
)

(46)
(ii)
=DAPat∼π∗

c (·|st)

(
c<t + γtc(st, at) (47)

+ γt+1
(
Eωt [Ṽ

π̂
c (µn(s

′
t, a

′
t) + ωt)] + λpessimismΣt(at, µn)

)
≥ d

)
with s′t+1 = µn(s

′
t, a

′
t) + ωt, Σt(at, µn) = ∥σn(st, at)∥ +

∑∞
τ=t+1 E[γτ−t∥σn(s

′
τ , π̂(s

′
τ ))∥] and

Ṽ π̂
c (s0) =

∑∞
t=0 γ

tc(s′t, a
′
t) following the model dynamics µn. Step (i) follows from the switching

criterion in Theorem 1 and step (ii) by the definition in Equation (5). Next, we relate the uncertainty
along trajectories under the model dynamics µn to those under the true dynamics f by

Dπ̄∗
c,n

(st)
(i)
≤DAPat∼π∗

c (·|st)

(
c<t + γtc(st, at) + γt+1

(
Eωt

[Ṽ π̂
c (µn(s

′
t, a

′
t) + ωt)] (48)

+ Eωt
[V π̂

c (f(st, at) + ωt)]− Eωt
[V π̂

c (f(st, at) + ωt)]

+ λpessimism(Σt(at, µn) + Σt(at, f)− Σt(at, f))
)
≥ d

)
(ii)
≤DAPat∼π∗

c (·|st)

(
c<t + γtc(st, at) + γt+1

(
Eωt

[V π̂
c (f(st, at) + ωt)] (49)

+ (1 + λpessimism)λpessimismΣt(at, f)
)
≥ d

)
(iii)
≤DAPat∼π∗

c (·|st)

(
c<t + γtc(st, at) + γt+1

(
Eωt

[V π̂
c (st+1)] + νnΣt(at, f)

)
≥ d

)
(50)
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We first expand the inequality in (i) with two zero terms. In step (ii), we bound the difference of the
value and the uncertainty for the different dynamics using Sukhija et al. (2025, Lemma A.5). In (iii) we
define νn = (1+λpessimism)λpessimism and sample according to the true dynamics st+1 = f(st, at)+ωt.

Consider the set of all policies that are safely reachable given π̂

Ππ̂
<d := {π | Eπ[c<t + γtc(st, at)] + γt+1Eωt

[V π̂
c (st+1)] < d,∀t}. (51)

Since π∗
c is strictly feasible we have Eπ∗

c
[c<t + γtc(st, at)] + γt+1Eωt

[V
π∗
c

c (st+1)] < d; in addi-

tion, V π̂
c (s) ≤ V

π∗
c

c (s) for all initial states (cf. Assumption 4), therefore Eπ∗
c
[c<t + γtc(st, at)] +

γt+1Eωt
[V π̂

c (st+1)] < d implying that π∗
c ∈ Ππ̂

<d. We define the smallest (time-wise) safety gap due
to switching from π∗

c to π̂ as

δc := min
t
(Eat∼π∗

c (·|st)[d− (c<t + γtc(st, at) + γt+1Eωt
[V π̂

c (st+1)])]) ∈ R>0. (52)

We thus rewrite the probability of invoking the safe prior π̂

Dπ̄∗
c,n

(st) = DAPat∼π∗
c (·|st)

(
νnΣt(at, f) ≥ d− (c<t + γtc(st, at) + γt+1Eωt

[V π̂
c (st+1)])

)
(53)

= DAPat∼π∗
c (·|st)

(
νnΣt(at, f) ≥ δc

)
. (54)

Using Markov’s inequality, we can bound the probability of invoking the prior by

Dπ̄∗
c,n

(st) ≤ DA min

{
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

]
, 1

}
(55)

Finally, we insert Equation (55) into Lemma 5 and obtain

∆1
n ≤Eπ̄∗

c,n,s0

[(
Lr +

R̄Lf

σ

γ

1− γ

) ∞∑
t=0

γtDA min

{
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

]
, 1

}]
. (56)

Remark 1. Indeed, at the beginning of learning, π∗
c may not lie within the set {π | Eπ[c<t +

γtc(st, at)] + γt+1Eωt
[V̄ π̂

c (st+1)] < d,∀t} ⊆ Ππ̂
<d as the pessimistic cost value V π̂

c ≤ V̄ π̂
c for all

s ∈ S with probability 1− δ by definition (recall Equation (4)). Reducing pessimism such that V̄ π̂
c

converges to V π̂
c effectively expands this set until it converges to Ππ̂

<d. Moreover, let us consider
the case where the prior policy does not satisfy the assumption that V π̂

c (s) ≤ V
π∗
c

c (s) for all s ∈ S,
i.e., the pessimistic prior policy π̂ in fact accumulates more costs (in expectation) than an optimal
policy π∗

c when executed on the true dynamics f . In this case, π∗
c is not guaranteed to lie within Ππ̂

<d

and SOOPER converges to the optimum within the set of all feasible policies Ππ̂
<d that are safely

reachable given π̂.

•

•

st : Φ(st, at, c<t, Q
π̂
c,n) ≥ d

µn(st, at)

π∗
c

Figure 7: Relating the uncertainty of a
safe trajectory (green) to a trajectory that
executes π∗

c freely at t (i.e. not under
Algorithm 1, in red) and therefore may
be (possibly wrongly) considered unsafe
due to model uncertainties.

Lemma 6 establishes an upper bound on the first regret
term ∆1

n, based on the probability of action at ∼ π∗
c (·|st)

to be unsafe given the model uncertainty. More concretely,
even though actions at ∼ π∗

c (·|st) in Equation (56) are
determined by a safe policy π∗

c , they may be regarded
unsafe due to limited knowledge during learning,
quantified by epistemic model uncertainty. Since such
trajectories would trigger π̂ when executing Algorithm 1,
we must relate the bound in Equation (56) to uncertainty
induced along trajectories executed by the prior policy
π̂. Therefore, we relate in Lemma 7 these accumulated
uncertainties when executing π∗

c freely in t, to trajectories
induced under Algorithm 1, starting with the safe prior
policy at timestep t. This relation is visualized in Figure 7.
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Lemma 7. Suppose Assumptions 1 to 4 hold and the model Fn is well-calibrated according to
Definition 1, the accumulated uncertainty along a trajectory induced by executing π∗

c freely at
t, quantified by Eat∼π∗

c (·|st),ωt
[Σt(at, f)], can be upper-bounded by the uncertainty along a safe

trajectory starting with the safe prior according to Algorithm 1:

Eat∼π∗
c (·|st),ωt

[Σt(at, f)] ≤
(
1 +

LσDA
σ

)√
γt

1− γ
Eωt

[Σt(π̂(st), f)]. (57)

Proof. Using the definition of Σt from Lemma 6

Eat∼π∗
c (·|st),ωt

[Σt(at, f)] ≤
(
1 +

LσDA
σ

)√
γt

1− γ

∞∑
τ=t

Eωt [
√
γτ∥σn(sτ , π̂(sτ ))∥], (58)

we can bound the difference between the accumulated uncertainties of the two trajectories

∆Σt =Eat∼π∗
c (·|st)[Eωt

[Σt(at, f)]− Eωt
[Σt(π̂(st), f)]] (59)

(i)
≤

√√√√√Eωt

( ∞∑
τ=t+1

E[γτ∥σn(sτ , π̂(sτ ))∥]

)2
 (60)

×min

{Eat∼π∗
c (·|st)[∥σn(st, at)− σn(st, π̂(st))∥]

σ
, 1

}
(ii)
≤LσDA

σ

√
Eωt

[Σt(π̂(st), f)]2, (61)

by using the expectation difference under two Gaussians (Kakade et al., 2020, Lemma C.2) in (i) and
bound the uncertainty difference of under the different actions for the first timestep in (ii) using the
closed set of actions with diameter DA and the Lipschitz constant Lσ of the uncertainty. Thus we
can further bound this term using Eat∼π∗

c (·|st),ωt
[Σt] ≤

√
Eωt

[Σt(π̂(st), f)]2 and obtain

Eat∼π∗
c (·|st),ωt

[Σt(at, f)] ≤
(
1 +

LσDA
σ

)√
Eωt [Σt(π̂(st), f)2] (62)

(i)
≤
(
1 +

LσDA
σ

)√√√√√Eωt

( ∞∑
τ=t

γτ∥σn(sτ , π̂(sτ ))∥

)2
 (63)

(ii)
≤
(
1 +

LσDA
σ

)√√√√Eωt

[( ∞∑
τ=t

γτ

)( ∞∑
τ=t

γτ∥σn(sτ , π̂(sτ ))∥2
)]

(64)

(iii)
≤
(
1 +

LσDA
σ

)√√√√ γt

1− γ

( ∞∑
τ=t

Eωt [γ
τ∥σn(sτ , π̂(sτ ))∥2]

)
(65)

(iv)
≤
(
1 +

LσDA
σ

)√√√√ γt

1− γ

( ∞∑
τ=t

Eωt [
√
γτ∥σn(sτ , π̂(sτ ))∥]

)2

(66)

≤
(
1 +

LσDA
σ

)√
γt

1− γ

∞∑
τ=t

Eωt
[
√
γτ∥σn(sτ , π̂(sτ ))∥], (67)

where we get step (i) by restating the definition of Σt(π̂(st)) from Lemma 6 and thereafter applying
the Cauchy-Schwarz inequality in (ii). In step (iii), we factor out the infinite sum of γτ and can
interchange the square with the summation in (iv) due to the non-negativity of ∥σn∥.

Following from the relation between uncertainty accumulated along trajectories that execute π∗
c freely

at t and thereafter follow π̂, and those that pessimistically invoke π̂ in Lemma 7, we can bound the
first regret term when episodes are collected safely using Algorithm 1.
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Lemma 8. Suppose Assumptions 1 to 4 hold and the model is calibrated according to Definition 1.
Given the Lipschitz constants Lσ , with bounded actions DA, the first regret term ∆1

n is bounded with
probability 1− δ in terms of the safely rolled out policy π̄∗

c,n:

∆1
n ≤ Eπ̄∗

c

[
ηn

∞∑
t=0

E[
√
γt∥σn(st, at)∥]

]
, st+1 = µn(st, at) + ωt, at ∼ π̄∗

c,n(·|st),

where ηn =
(
Lr +

R̄Lf

σ
γ

1−γ

)
1

(1−γ)
3
2
DA

(
1 + LσDA

σ

) (1+λpessimism)
2λpessimism

δc
.

Proof. Given the derived regret bound in Lemma 6, we bound the sum by the largest sum-
mation term during the safe rollout (i.e. executing π∗

c under Algorithm 1) using abbreviation
C ′ =

(
Lr +

R̄Lf

σ
γ

1−γ

)
.

∆1
n ≤Eπ̄∗

c,n,s0

[
C ′

∞∑
t=0

γtDA min

{
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

]
, 1

}]
(68)

≤Eπ̄∗
c,n,s0

[
C ′ 1

1− γ
DA max

t

(
min

{
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

]
, 1

})]
(69)

≤Eπ̄∗
c,n,s0

[
C ′ 1

1− γ
DA min

{
max

t

(
Eat∼π∗

c (·|st),ωt

[
νnΣt(at, f)

δc

])
, 1

}]
. (70)

As we invoke the prior for the maximal term we obtain together with Lemma 7

∆1
n ≤Eπ̄∗

c,n,s0

[
C ′ 1

1− γ
DA min

{
max

t

((
1 +

LσDA
σ

)√
γt

1− γ
(71)

× νn
δc

∞∑
τ=t

Eωt
[
√
γτ∥σn(sτ , π̂(sτ ))∥]

)
, 1

}]

≤Eπ̄∗
c,n,s0

[
C ′ 1

1− γ
DA

(
1 +

LσDA
σ

)√
1

1− γ

νn
δc

∞∑
t=0

Eωt [
√
γt∥σn(st, at)∥]

]
, (72)

st+1 = f(st, at) + ωt, at ∼ π̄∗
c,n(·|st). (73)

Since we now have the uncertainty along the entire safe rollout of π̄∗
c,n following the true dynamics

f , we can now express the entire rollout in terms of the model dynamics µn, using (Sukhija et al.,
2025, Lemma A.5):

∆1
n

(i)
≤Eπ̄∗

c,n,s0

[
C ′ 1

1− γ
DA

(
1 +

LσDA
σ

)√
1

1− γ

νn
δc

( ∞∑
t=0

Eωt
[
√
γt∥σn(st, at)∥] (74)

+

∞∑
t=0

Eωt [
√

γt∥σn(s
′
t, a

′
t)∥]−

∞∑
t=0

Eωt [
√
γt∥σn(s

′
t, a

′
t)∥]
])

(ii)
≤Eπ̄∗

c,n,s0

[
C ′ 1

1− γ
DA

(
1 +

LσDA
σ

)√
1

1− γ

νn
δc

(75)

× (1 + λpessimism)

∞∑
t=0

Eωt [
√
γt∥σn(s

′
t, a

′
t)∥]
]

st+1 = f(st, at) + ωt, s′t+1 = µn(s
′
t, a

′
t) + ωt. (76)

In step (i), we introduce a zero term by adding and subtracting the accumulated uncertainties along
the model dynamics. Next, we bound in (ii) the difference of the uncertainties along the two different
dynamics with (Sukhija et al., 2025, Lemma A.5). Thus, the proof is complete by plugging back in
C ′ and νn.
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∆2
n regret bound. Let us now consider the second term ∆2

n that determines the regret of the policy
πn on M̃, given Fn. Therefore, we first bound the value difference between the pessimistic value
estimate V π̂

r and the true value of executing π̂ on f . Leveraging this bound, we can upper-bound the
value difference of executing πn onMc and M̃ in Lemma 10. Finally, we bound the second regret
term ∆2

n in Lemma 11.

Lemma 9. Suppose Assumptions 1 to 3 hold and the model Fn is well-calibrated according to
Definition 1. Given the pessimistic cost value V̄ π̂

c from Equation (4), we get with probability 1− δ

γk|V π̂
r (sk)− V π̂

r (sk)| ≤ λn

∞∑
t=k

E
[
γt∥σn(s̃t, π̂(s̃t))∥

]
, λn =

R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ
,

where R̄ = max{Rmax, kmax}. The trajectory can either be along the worst-case dynamics
s̃t+1 = µn(s̃t, π̂(s̃t)) + α(1 +

√
dx)βn−1(δ)σn(s̃t, π̂(s̃t)) + ωt, with α ∈ [−1, 1], initial state

s̃k = sk, or the true dynamics s̃t+1 = f(s̃t, π̂(s̃t)) + ωt, yielding the same bound.

Proof.

γk|V π̂
r (sk)− V π̂

r (sk)| =
∣∣∣∣E[ ∞∑

t=k

γt(V π̂
r (st+1)− V π̂

r (s̃t+1))

]∣∣∣∣ (77)

≤
∞∑
t=k

γtE[|Eωt
(V π̂

r (st+1)− V π̂
r (s̃t+1))|], (78)

where s̃t+1 is in each step the worst next state given Fn, leading to the worst value (see Equation (4)).
Thus with s̃t+1 = µn(s̃t, π̂(s̃t)) + α(1 +

√
dx)βn−1(δ)σn(s̃t, π̂(s̃t)) + ωt, where α ∈ [−1, 1] and

R̂(s) = (V π̂
r )2(s) it holds

γk|V π̂
r (sk)− V π̂

r (sk)|
(i)
≤

∞∑
t=k

γE
[√

max{Eωt
[R̂(st+1)],Eωt

[R̂(s̃t+1)]} (79)

× γt min

{
∥f(st, π̂(st))− µn(s̃t, π̂(s̃t)) + α(1 +

√
dx)βn−1(δ)σn(s̃t, π̂(s̃t))∥

σ
, 1

}]
(ii)
≤ R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ

∞∑
t=k

E
[
γt∥σn(st, π̂(st))∥

]
. (80)

We rewrite the value difference dependent on the worst-case dynamics µn + α(1 +
√
dx)βn−1(δ)σn

and the true dynamics f in step (i) using Kakade et al. (2020, Lemma C.2), which can be expressed
in terms of the model uncertainty in (ii) (Sukhija et al., 2023a, Corollary 3).

Lemma 10. Suppose Assumptions 1 to 3 hold and the model Fn is calibrated according to Defini-
tion 1. We consider the following definitions

Jr̃(πn, f) = Eπ,s0

[ ∞∑
t=0

γtr̃(st, at)

]
,

at ∼ πn(·|st), st+1 =

{
f(st, at) + ωt Φ(st, at, c<t, Q

π̂
c,n) ≥ d, st ̸= s†,

s† otherwise,

Jr̃(πn, µn) = Eπ,s0

[ ∞∑
t=0

γtr̃(s̃t, ãt)

]
,

ãt ∼ πn(s̃t), s̃t+1 =

{
µn(s̃t, ãt) + ωt Φ(s̃t, at, c<t, Q

π̂
c,n) ≥ d, s̃t ̸= s†,

s† otherwise,

λn =
R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ
.
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Then we have for all n ≥ 0, with probability 1− δ

|Jr̃(πn, µn)− Jr̃(πn, f)| ≤ λn

∞∑
t=0

Eπ̄n,s0

[
γt∥σn−1(s̃t, ãt)∥

]
|Jr̃(πn, µn)− Jr̃(πn, f)| ≤ λn

∞∑
t=0

Eπ̄n,s0

[
γt∥σn−1(st, at)∥

]
.

Proof. We prove the first inequality |Jr̃(πn, µn)−Jr̃(πn, f)| ≤ λn

∑∞
t=0 Eπn,s0 [γ

t∥σn−1(s̃t, ãt)∥]
and the second one holds for a analogous argument. We extend the argument of Sukhija et al. (2025,
Lemma A.5) to account for the termination state s†.

|Jr̃(πn, µn)− Jr̃(πn, f)| =

∣∣∣∣∣Eπn,s0,µn

[ ∞∑
t=0

γt+1(V πn

r,f (s̃t+1)− V πn

r,f (st+1))

]∣∣∣∣∣ , (81)

where V π
r,f is the value following π under dynamics f , and we define the states s̃t+1 and st+1 as

st+1 =

{
f(s̃t, ãt) + ωt Φ(s̃t, ãt, c<t, Q

π̂
c,n) ≥ d, s̃t ̸= s†,

s† otherwise,
, ãt ∼ πn(·|s̃t), (82)

s̃t+1 =

{
µn(s̃t, ãt) + ωt Φ(s̃t, ãt, c<t, Q

π̂
c,n) ≥ d, s̃t ̸= s†,

s† otherwise.
, ãt ∼ πn(·|s̃t). (83)

Let (1+
√
ds)βn(δ)
σ R(s) =

(
V π
r,f (s)

)2
and with R(s) ≤ λn, if πn does not invoke the safe prior π̂, we

obtain the following bound following Sukhija et al. (2025, Lemma A.5)

|Jr̃(πn, µn)− Jr̃(πn, f)| ≤
∞∑
t=0

γEπn,s0

[√
max{Eωt

[R(s̃t+1)],Eωt
[R(st+1)]} (84)

× γt min

{
∥st+1 − s̃t+1∥

σ
, 1

}]
.

≤
∞∑
t=0

γEπn,s0

[√
max{Eωt [R(s̃t+1)],Eωt [R(st+1)]} (85)

× γt min

{
∥f(s̃t, ãt)− µn(s̃t, ãt)∥

σ
, 1

}]
≤ R̄γ

1− γ

(1 +
√
dx)βn−1(δ)

σ

∞∑
t=0

Eπn,s0

[
γt∥σn(s̃t, ãt)∥

]
. (86)

In case the agent invokes π̂ at some timestep t = k, we formulate the regret as

|Jr̃(πn, µn)− Jr̃(πn, f)|
(i)
≤

k−1∑
t=0

γEπn,s0

[√
max{Eωt [R(s̃t+1)],Eωt [R(st+1)]} (87)

× γt min

{
∥st+1 − s̃t+1∥

σ
, 1

}]
+ γk|V π̂

r (s̃k)− V π̂
r (s̃k)|

+

∞∑
t=k+1

√
Eωt

[R(s†)]γ
t min

{
∥s† − s†∥

σ
, 1

}
(ii)
=

k−1∑
t=0

γEπn,s0

[√
max{Eωt

[R(s̃t+1)],Eωt
[R(st+1)]} (88)

× γt min

{
∥st+1 − s̃t+1∥

σ
, 1

}]
+ γk|V π̂

r (s̃k)− V π̂
r (s̃k)|,

(iii)
≤

k−1∑
t=0

γEπn,s0

[√
max{Eωt [R(s̃t+1)],Eωt [R(st+1)]} (89)
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× γt min

{
∥f(s̃t, π(s̃t))− µn(s̃t, π(s̃t))∥

σ
, 1

}]
+

R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ

∞∑
t=k

Eπ̂,s̃k

[
γt∥σn(s̃t, π̂(s̃t))∥

]
(iv)
≤ R̄γ

1− γ

(1 +
√
dx)βn−1(δ)

σ

k−1∑
t=0

Eπn,s0 [γ
t|σn(s̃t, ãt)∥] (90)

+
R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ

∞∑
t=k

Eπ̂,s̃k

[
γt∥σn(s̃t, π̂(s̃t))∥

]
(v)
≤ R̄γ

1− γ

2(1 +
√
dx)βn−1(δ)

σ

∞∑
t=0

Eπ̄n,s0

[
γt∥σn(s̃t, ãt)∥

]
. (91)

In step (i), we split the infinite sum along the trajectory, when the policy prior π̂ is invoked. We
therefore follow the trajectory along the model dynamics in Equation (83). Further, we eliminate
the difference term for the terminal state s† in (ii). In step (iii), we use Lemma 9 to bound the value
difference between the true value V π̂

r along f and the pessimistic value V π̂
r . Using Sukhija et al.

(2023a, Corollary 3) we bound the difference between the next states in (iv). Finally, in step (v), we
formulate the bound over π̄n, allowing us to upper bound both terms with the uncertainty using the
safely rolled out policy π̄n and abbreviate λn = R̄γ

1−γ
2(1+

√
dx)βn−1(δ)
σ .

Lemma 11. Suppose Assumptions 1 to 3 hold and the model is well-calibrated according to defini-
tion 1. Given the optimal policy π∗, then we obtain the following per-episode regret on M̃ in episode
n, ∆2

n = Jr̃(π
∗, f)− Jr̃(π, f) with λn = R̄γ

1−γ
2(1+

√
dx)βn−1(δ)
σ with probability (1− δ)

∆2
n = Jr̃(π

∗, f)− Jr̃(πn, f) ≤ Jr̃(π
∗, µn) + λn

∞∑
t=0

Eπ̄∗,s0

[
γt∥σn(st, at)∥

]
− Jr̃(πn, f),

where st+1 = µn(st, at) + ωt

Proof. We can show this by applying Lemma 10 to an optimal policy π∗ on M̃.

Intrinsic rewards for exploration and expansion. Next, we show with Lemmas 12 and 13 that
the policy πn in Equation (9) achieves both optimism and expansion by upper-bounding the sum of
both regret terms ∆n = ∆1

n +∆2
n.

Lemma 12. Given Assumptions 1 to 4 hold and the model Fn is well-calibrated according to
Definition 1, the policy πn as defined in Equation (9)

πn =argmax
π

Ep̃,π,s0

[ ∞∑
t=0

(
γtr̃(st, at) + (γtλexplore +

√
γtλexpand)∥σn(st, at)∥

)]
,

st+1 = µn(st, at) + ωt, at ∼ π(·|st),

with λexplore = 3λn (Lemma 11) and λexpand = 3ηn (Lemma 8), satisfies with probability 1− δ:

∆n =∆1
n +∆2

n ≤ ηn

∞∑
t=0

Eπ∗
c ,s0

[
√
γt∥σn(st, at)∥] + Jr̃(π

∗, µn)

+ λn

∞∑
t=0

Eπ̄∗,s0

[
γt∥σn(st, at)∥

]
− Jr̃(πn, f)

≤
∞∑
t=0

Eπn,s0 [(γ
tλexplore +

√
γtλexpand)|σn(st, at)∥] + Jr̃(πn, µn)− Jr̃(πn, f).
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Proof. Recall that by construction πn maximizes

J(π) = Eπ

[ ∞∑
t=0

γt r̃
(
st, at)

)
+

∞∑
t=0

(√
γt3ηn + γt3λn

)
∥σn(st, at))∥

]
. (92)

Hence
J(πn) ≥ J(π) ∀π. (93)

Apply Equation (93) first to the policy π̄∗
c,n (i.e. the policy induced by using π∗

c and then invoking the
safe prior policy π̂). By the linearity of expectations and non-negativity of all terms,

J(πn) ≥Jr̃(π̄∗
c,n, µn) + Eπ̄∗

c,n,s0

[
3ηn

∞∑
t=0

√
γt∥σn(st, at)∥+ 3λn

∞∑
t=0

γt∥σn(st, at)∥

]
. (94)

Next apply Equation (93) to the optimal policy π∗ on Fn, yielding

J(πn) ≥ Jr̃(π
∗, µn) + Eπ∗,s0

[
3ηn

∞∑
t=0

√
γt∥σn(st, at)∥+ 3λn

∞∑
t=0

γt∥σn(st, at))∥

]
. (95)

Adding Equation (94) and Equation (95) results in

2J(πn) ≥Jr̃(π̄∗
c,n, µn) + Eπ̄∗

c,n,s0

[
3ηn

∞∑
t=0

√
γt∥σn(st, at)∥+ 3λn

∞∑
t=0

γt∥σn(st, at)∥

]
(96)

+ Jr̃(π
∗, µn) + Eπ∗,s0

[
3ηn

∞∑
t=0

√
γt∥σn(st, at)∥+ 3λn

∞∑
t=0

γt∥σn(st, at))∥

]
.

Let us derive a bound for Jr̃(π̄∗
c,n, µn), that we can relate to the optimal policy π∗ for M̃.

Jr̃(π
∗, µn)

(i)
≤Jr̃(π∗, f) + λnEπ∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(97)

(ii)
≤Jr(π̄∗, f) + λnEπ̄∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(98)

(iii)
≤Jr(π

∗
c , f) + λnEπ̄∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(99)

(iv)
≤Jr(π̄

∗
c,n, f) + λnEπ̄∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(100)

+ ηnEπ̄∗
c,n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
.

Step (i) follows from Lemma 10 and (ii) is derived from the definition of M̃ in Equations (6) and (7).
Next, step (iii) uses the optimality of π∗

c and finally step (iv) uses the upper bound of the first regret
term ∆1

n in Lemma 8. Hence, we can lower bound parts of the term by Jr̃(π
∗, µn). Therefore,

2J(πn) in Equation (96) is lower bounded by

2J(πn) ≥2Jr̃(π∗, µn) + 2ηnEπ̄∗
c,n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
(101)

+ 3λnEπ̄∗
c,n,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
+ 3ηnEπ̄∗,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]

+ Eπ̄∗,s0

[
2λn

∞∑
t=0

γt∥σn(st, at)∥

]
.
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Since all terms are non-negative, we can drop the terms 3(λn + ηn)Eπ̄∗
c,n,s0

[
∑∞

t=0 γ
t∥σn(st, at)∥]

and obtain by dividing both sides by two:

2J(πn) ≥2Jr̃(π∗, µn) + 2λnEπ̄∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(102)

+ Eπ̄∗
c,n,s0

[
2ηn

∞∑
t=0

√
γt∥σn(st, at)∥

]

J(πn) ≥Jr̃(π∗, µn) + λnEπ̄∗,s0

[ ∞∑
t=0

γt∥σn(st, at)∥

]
(103)

+ Eπ̄∗
c,n,s0

[
ηn

∞∑
t=0

√
γt∥σn(st, at)∥

]
.

By definition of J(πn) and Equation (103), subtracting Jr̃(πn, f) completes the proof.

In Lemma 12 we show that the objective upper bounds the performance and the per-episode regret
on the model dynamics. Next, we show in Lemma 13 that we can also bound the regret on the true
dynamics f using π̄n.

Lemma 13. Given Assumptions 1 to 4 hold and the model Fn is well-calibrated according to
Definition 1, the per-episode regret in n, ∆n = ∆1

n +∆2
n, is upper-bounded with probability of at

least 1− δ for all n > 0 by

∆n ≤ (3λ2
n + 4λn + 3η2n + 3ηn))

∞∑
t=0

Eπ̄n,s0 [
√

γt∥σn(st, at)∥],

for st = f(st, at) + ωt following the true dynamics with at ∼ π̄n(·|st, c<t, Q
π̂
c,n).

Proof. Using the derivation in Lemma 12, we can upper bound the regret in terms of πn by

∆n

(i)
≤

∞∑
t=0

Eπn,s0 [(γ
tλexplore +

√
γtλexpand)∥σn(s

′
t, a

′
t)∥] + Jr̃(πn, µn)− Jr̃(πn, f) (104)

(ii)
≤3(ηn + λn)Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(s

′
t, a

′
t)∥

]
+ Jr̃(πn, µn)− Jr̃(πn, f), (105)

where s′t = µn(s
′
t, a

′
t) + ωt follows the true dynamics with a′t ∼ πn(·|s′t) and we insert Lemma 12

in (i). Step (ii) follows from γ ∈ (0, 1) and the uncertainty along the safely executed policy π̄n being
larger than for πn, which terminates in s†. We next use Lemma 10 to bound Jr̃(πn, µn)− Jr̃(πn, f)
and obtain

∆n ≤3(ηn + λn)Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(s

′
t, a

′
t)∥

]
+ λnEπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
(106)

(i)
=3ηnEπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
+ 3ηn

(
Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(s

′
t, a

′
t)∥

]
(107)

− Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

])
+ 3λn

(
Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(s

′
t, a

′
t)∥

]

− Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

])
+ 4λnEπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
,

where step (i) introduces zero terms by adding and subtracting accumulated uncertainties. We further
bound the per episode regret using non-negativity and Lemma 10

∆n ≤(3λ2
n + 4λn + 3η2n + 3ηn)Eπ̄n,s0

[ ∞∑
t=0

√
γt∥σn(st, at)∥

]
. (108)
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In Lemma 13, we derived an upper bound on the per episode regret ∆n, based on the policy π̄n

executed on the true dynamics st+1 = f(st, at) + ωt. Using Chowdhury & Gopalan (2017), we
obtain a sublinear cumulative regret for our safe exploration algorithm SOOPER.

Theorem 2 (Sublinear cumulative regret). Suppose Assumptions 1 to 4 hold and the model Fn is
well calibrated according to Definition 1. Then, Algorithm 2 guarantees with probability 1− δ

R(N) =

N∑
n=1

(
Jr(π

∗
c , f)− Jr(π̄n, f)

)
≤ O

(
Γ
7/2
N log(N)

√
N
)
,

and Jc(π̄n, f) ≤ d, ∀n ∈ {1, . . . , N},

that is, the cumulative regret grows sub-linearly in N , while satisfying the constraint throughout
learning by Theorem 1.

Proof. Given the per episode regret bound in Lemma 13, we sum over all episodes n = 1, . . . , N

R(N) =

N∑
n=1

∆1
n +∆2

n ≤
N∑

n=1

(3λ2
n + 4λn + 3η2n + 3ηn)

∞∑
t=0

Eπ̄n,s0

[√
γt∥σn(st, at)∥

]
. (109)

As by definition Chowdhury & Gopalan (2017), for the well-calibrated model Fn, βn ≤ βN for all
n = 1, . . . , N , we rewrite

R(N) ≤(4λN + 3(λ2
N + η2N + ηN ))

N∑
n=1

∞∑
t=0

Eπ̄n,s0

[√
γt∥σn(st, at)∥

]
(110)

(i)
≤((4λN + 3(λ2

N + η2N + ηN ))
√
N

√√√√ N∑
n=1

Es0

[( ∞∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥

])2]
(111)

(ii)
≤(4λN + 3(λ2

N + η2N + ηN ))

√
N

1−√γ

√√√√ N∑
n=1

Es0

[ ∞∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

] ]
.

(112)

We use Cauchy-Schwarz in step (i) for the outer sum over episodes n = 1, . . . , N and in (ii) for the
inner sum over timesteps t. Further, we can bound the regret term for episodes n = 1, . . . , N , using
the truncated horizon Tn = − log(n)

log(
√
γ) , by decomposing the term into

N∑
n=1

Es0

[ ∞∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

] ]
(113)

=

N∑
n=1

(
Tn−1∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

]
+

∞∑
t=Tn

Eπ̄n

[√
γt∥σn(st, at)∥2

])
(114)

≤
N∑

n=1

Tn−1∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

]
+

N∑
t=1

γ
Tn
2
k2max

1− γ
(115)

(i)
≤

N∑
n=1

Tn−1∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

]
+

N∑
n=1

1

n

k2max

1− γ
(116)

(ii)
≤

N∑
n=1

Tn−1∑
t=0

Eπ̄n

[√
γt∥σn(st, at)∥2

]
+

k2max

1− γ
(log(N) + 1). (117)

Step (i) follows from Tn

2 = − log(n)
log(γ) , with log(n)

log(γ) = logγ(n) and hence γ− logγ(n) = n−1.
In (ii), we use the fact that 1

n is non-decreasing in n and therefore due to Lehman et al.
(2018, Theorem 3.9.1) we bound

∑N
n=1

1
n ≤ log(N) + 1. Further, we bound the first term
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∑N
n=1

∑Tn−1
t=0 Eπ̄n

[√
γt∥σn(st, at)∥2

]
as in Sukhija et al. (2025, theorem 5.7):

≤(4λN + 3(λ2
N + η2N + ηN ))

√
RγNΓN log(N)

1−√γ
+

Rγσ2
maxN(log(N) + 1)

1− γ
, (118)

where Rγ = smax

log(1+smax)
, with smax =

σ−2dxσ
2
max

1−√
γ . As Tn is non-decreasing, we fix TN and since

λN ∝ βN

1−γ , ηn ∝ β3
N

1−γ , we obtain from the definition of βN from Chowdhury & Gopalan (2017) that

RN ≤ O
(
Γ
7/2
N log(N)

√
N
)
. (119)

C THEORETICAL EXTENSION TO WORLD MODELS

For our theoretical analysis in Appendices A and B, we assume, for simplicity in presentation, that
the reward and cost functions are known. All arguments can be extended to the more general setting
of unknown costs and rewards, which are learned as part of a “world model”, in addition to the
unknown dynamics f . In practice, we consider this general setting in our experiments (Section 5).
Below we briefly illustrate how one can extend the analysis above to this more general case.

First, one needs to impose an additional RKHS assumption on the cost and reward functions,
analogous to Assumption 3 for the unknown dynamics f . Accordingly, we jointly learn with the
unknown dynamics f a calibrated model for the reward and cost function with nominal predictions
µr
n, µ

c
n and epistemic uncertainty σr

n, σ
c
n. Hence, it holds ∀(s, a) ∈ S × A : r(s, a) ∈ {r′ |

|r′ − µr
n| ≤ βnσ

r
n} and ∀(s, a) ∈ S ×A : c(s, a) ∈ {c′ | |c′ − µc

n| ≤ βnσ
c
n}.

Given only access to the calibrated model predictions, we modify the reward and cost structure on
the planning MDP M̃ as follows:

r̃(st, at) :=


V π̂

r (st) if Φ(at, st, c<t, Q
π̂
c,n) ≥ d,

0 if st = s†,
µr
n(st, at) + βnσ

r
n(st, at) otherwise,

(120)

c̃(st, at) := µc
n(st, at) + βnσ

c
n(st, at). (121)

By utilizing the above cost and reward, we demonstrate safe exploration and achieve sublinear
cumulative regret, even in the presence of unknown cost and reward functions.

Safety guarantee for unknown costs. Under the modified cost c̃ in Equation (121), the update of
the pessimistic Q-value is given by:

Qπ̂
c̃,n(s, a) := Eπ̂

[ ∞∑
t=0

γt(c̃(st, at) + λpessimism∥σn(st, at)∥)
∣∣∣∣ s0 = s, a0 = a

]
. (122)

For this modified update using c̃, it is possible to show that Lemma 2 holds using uncertain predictions.
One can derive it by bounding the difference between the value Ṽ π̂

c (s) following the model dynamics
with the true cost function, and the value Ṽ π̂

c̃ (s) following the model dynamics with the mean
predictions

|Ṽ π̂
c (s)− Ṽ π̂

c̃ (s)| =

∣∣∣∣∣Eπ̂

[ ∞∑
t=0

γt(c(st, at)− µc
n(st, at))

]
| s0 = s

∣∣∣∣∣ (123)

≤ Eπ̂

[ ∞∑
t=0

γt |c(st, at)− µc
n(st, at)| | s0 = s

]
(124)

≤ Eπ̂

[ ∞∑
t=0

γtβnσ
c
n(st, at) | s0 = s

]
, (125)

st+1 = µn(st, at) + ωt, s0 = s. (126)
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Hence, by bringing the actually observable value Ṽ π̂
c̃ (s) to the right side, it follows that

Ṽ π̂
c (s) ≤ Ṽ π̂

c̃ (s) + Eπ̂

[ ∞∑
t=0

γtβnσ
c
n(st, at) | s0 = s

]
(127)

= Eπ̂

[ ∞∑
t=0

γt(µc
n(st, at) + βnσ

c
n(st, at)) | s0 = s

]
(128)

= Eπ̂

[ ∞∑
t=0

γtc̃(st, at) | s0 = s

]
, (129)

st+1 = µn(st, at) + ωt, at = π̂(st). (130)

Using the derived upper bound and plugging it into Equation (20) yields

V̄ π̂
c (s) ≤ Eπ̂

[ ∞∑
t=0

γt (c̃(st, at) + λpessimism∥σn(st, at)∥) | s0 = s

]
, (131)

st+1 = µn(st, at) + ωt, at = π̂(st). (132)

Hence, the proof of Theorem 1 holds using Qπ̂
c̃,n(s, a) from Equation (122) in Equation (29). We

can also upper-bound this in a more compact form by assuming the same kernel k for the cost
and the dynamics prediction, so that we have βnσ

c
n(st, at) + λpessimism∥σn(st, at)∥ ≤ (λpessimism +

βn)∥σf,c
n (st, at)∥. This follows from the non-negativity of σ and with σf,c

n being defined as the
concatenation of the prediction uncertainties for the dynamics σn and the cost σc

n.

Regret bound for unknown reward and cost function. Similar to the modified cost update in
Equation (122), we use r̃ in Equation (120), and optimize for

πn =argmax
π

Ep̃,π,s0

[ ∞∑
t=0

(
γtr̃(st, at) + (γtλexplore +

√
γtλexpand)∥σn(st, at)∥

)]
, (133)

st+1 = µn(st, at) + ωt, at ∼ π(·|st). (134)

For the derivation of the regret bound, the first regret term is affected by enlarging the pessimistic
additive cost with λpessimism + βn. This contributes an additive βn term, which does not change the

proportionality of ηn ∝ β3
n

1−γ . For the second regret term, we obtain an additional term that quantifies
the uncertainty in the reward prediction, similar to the derivation in Equation (129). Hence, we obtain
the additive term in Lemma 11 while following the mean dynamics and using the model’s mean
predictions µr

n.

∆2
n =Jr̃(π

∗, f)− Jr̃(πn, f) (135)

≤Jr̃(π∗, µn) + λn

∞∑
t=0

Eπ̄∗,s0

[
γt∥σn(st, at)∥

]
− Jr̃(πn, f) (136)

≤
∞∑
t=0

Eπ̄∗
[
γt(µr

n(st, at) + βnσ
r
n(st, at)) | s0 = s

]
(137)

+ λn

∞∑
t=0

Eπ̄∗,s0

[
γt∥σn(st, at)∥

]
− Jr̃(πn, f). (138)

By definition of the modified objective in Equation (133), we still upper bound in Lemma 12
the regret with the behavioral policy πn, so that the following proof steps still hold. Further, we
can again assume that the dynamics and the reward are part of the same kernel, resulting in the
bound βnσ

r
n(st, at) + λn∥σn(st, at)∥ ≤ (λn + βn)∥σf,r

n (st, at)∥, where σf,r
n is defined as the

concatenation of the prediction uncertainties of the dynamics σn and the reward σr
n. Thereby, also

for the second regret term, the proportionality remains λn ∝ βn

1−γ . Consequently, the regret bound
remains unchanged RN ≤ O

(
Γ
7/2
N log(N)

√
N
)

for unknown reward and cost functions.

32



1728
1729
1730
1731
1732
1733
1734
1735
1736
1737
1738
1739
1740
1741
1742
1743
1744
1745
1746
1747
1748
1749
1750
1751
1752
1753
1754
1755
1756
1757
1758
1759
1760
1761
1762
1763
1764
1765
1766
1767
1768
1769
1770
1771
1772
1773
1774
1775
1776
1777
1778
1779
1780
1781

Under review as a conference paper at ICLR 2026

D ADDITIONAL EXPERIMENTS

We conduct further empirical analysis of SOOPER, focusing on the following key aspects: (i) demon-
strating the role of prior policies in accelerating learning; (ii) leveraging terminations for safe policy
improvement; (iii) ablating the role of Algorithm 1; (iv) robustness of SOOPER to prior policies with
varying pessimism levels; (v) the necessity of acting pessimistically for safety, and (vi) the influence
of optimism on the agent’s regret. The goal of these ablations is to provide additional empirical
evidence to support the different design choices of SOOPER.

Safe transfer under task misspecification. We demonstrate the effectiveness of policy priors
compared to “backup” policies that are commonly considered in previous works. For this, we
reduce the size of the goal in the PointGoal1 task from SafetyGym (see Figure 16) from 0.3 to 0.15.
This makes learning harder, as additional exploration is required to find the goal. We compare the
following methods: (i) SOOPER that uses a policy trained on the original 0.3 goal task as a safe
prior; (ii) SAILR that uses a hand-crafted “backup” policy that brakes the robot upon triggering,
following SAILR’s “advantage-based filtering”. The policy πn in this case is initialized with the same
policy prior that SOOPER uses; (iii) SOOPER that uses the policy prior only within Algorithm 1,
but learns its policy πn completely from scratch; (iv) finally, a baseline that uses the hand-crafted
braking backup policy, falling back to it as done in in SAILR, while training the policy πn from
scratch. Figure 8 demonstrates two results: (a) as expected, both baselines that learn from scratch fail
to converge within the training budget of 200 episodes. (b) On the other hand, when finetuning the
prior policy, using a hand-crafted braking “backup” policy indeed satisfies the constraint, however
at the cost of slower learning compared to SOOPER. This result illustrates the importance of using
policy priors not only to maintain safety, but also to guide and accelerate learning.
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SOOPER Braking Filter From Scratch From Scratch + Braking Filter Baseline

Figure 8: Learning curves of the objective and constraint for PointGoal1 goal size transfer. SOOPER
performs significantly better using the prior policy trained on a larger goal size, significantly helping
in exploration when learning to reach a smaller goal.

Learning from terminations. We study the effect of learning from terminations on the agent’s
ability to reduce its dependency on the policy prior. To this end, we ablate the use of terminations
in Equations (6) and (7) and compare SOOPER with a variant that does not terminate in M̃. In
Figure 9, we observe a decrease in the incurred costs for SOOPER with terminations, while SOOPER
without terminations still encounters high costs for both CartpoleSwingup and RaceCar. If the optimal
unconstrained policy violates the safety budget, the agent trained without terminations fails to achieve
the optimal safe performance. This failure occurs because, in the absence of termination signals, the
agent receives no feedback about triggering the prior policy during online rollouts.

Robustness to policy priors. Different degrees of sim-to-real gap or lack of data coverage in
the offline setting require increasing levels of conservatism. We demonstrate that SOOPER can
effectively learn from policy priors with varying levels of conservatism and initial performance.
For this, we train three prior policies on PointGoal2 for different sim-to-real gaps with sufficient
pessimism levels and show that SOOPER converges to optimal performance while satisfying the
constraints using all three policy priors in Figure 10. These results highlight SOOPER’s ability to
safely explore in highly uncertain environments, given conservative policy priors.

Pessimism for safe exploration. Given the previous ablation on conservatism of safe policy priors,
we now study the scale of pessimism used during learning. As shown for CartpoleSwingup in
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Figure 9: Learning curves of the objective, constraint, and number of times the safe prior is triggered
during online rollouts. The number of times SOOPER uses the prior shrinks over training.
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Ĵ
r
(π
n
)

0 2 4 6

Iteration n ×102

0

5

10

15

20

Budget

30

Budget

Ĵ
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Figure 10: Learning curves of the objective and the constraint, starting from different safe policy
priors with various levels of conservatism, differing in initial performances.

Figure 11, using increased λpessimism, the agent consistently satisfies the constraints without significant
sacrifice in performance. Moreover, SOOPER demonstrates robustness to increased λpessimism, and
showcases higher performance for lower chosen pessimism values. Crucially, this behavior is expected
as it reflects an inherent tradeoff between pessimism and exploration.
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Figure 11: Learning curves of the objective and the constraint for SOOPER with increasing λpessimism.
Pessimism improves robustness of constraint satisfaction.
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Optimistic planning for sublinear regret. We now study the influence of SOOPER’s intrinsic
reward on its performance, safety during learning and on the cumulative regret. Specifically, we study
how varying λexpand together with λexplore improves SOOPER’s performance in the CartpoleSwingup
task. Intuitively, high values of λexpand +λexplore may lead to excessive exploration, while small values
of λexpand+λexplore may not explore enough. As visible in Figure 12, empirically, the cumulative regret
1
NR(N) exhibits a single optimum, since for small optimism scales the agent under-explores and fails
to expand the safe region, and for large optimism scale the agent over-explores, which reduces short-
term greediness and lowers cumulative reward over the finite horizon. As N increases, short-term
suboptimality due to over-exploration decreases and the cumulative reward becomes less sensitive
to the optimism scale, consistent with the sublinear-regret guarantee for sub-linear growth in N .
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Figure 12: Learning curves of the objective and the constraint, as well as cumulative regret, for
different optimism scales. A good value for the optimism value can be identified, where both under-
and over-exploration are avoided and regret is minimized.

Safe offline-to-online on real hardware. We repeat our hardware experiment in Section 5 on
the race car however now use SOOPER using an offline-trained policy. We collect 25K real-world
transitions, corresponding to roughly ten minutes of real-time data. To collect this data, we use the
simulation-trained policy used in our sim-to-real experiment as baseline. This dataset is then used to
train a pessimistic policy using MOPO (Yu et al., 2020) with a primal-dual solver for the constraint.
We introduce pessimism by penalizing the reward and cost with model uncertainty (see Yu et al.,
2020). We repeat our hardware experiment with five random seeds, reporting the mean and standard
error of the accumulated rewards and costs of each iteration n in Figure 13. As shown, SOOPER
leverages the offline-trained policy prior to learn near-optimal policy while satisfying the constraint
throughout learning.
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Figure 13: Performance and safety on the real race car given a prior policy that is trained via a fixed
offline data. SOOPER improves the performance while satisfying the constraint during learning.

Learning directly from costs. While we demonstrate that SOOPER can learn safety from an
unconstrained MDP with termination, our method can be extended to learning directly from costs
via model-based rollouts with any off-the-shelf CMDP solver. While this variant enjoys the safety
guarantee of Theorem 1 using Algorithm 1, it is not guaranteed to learn an optimal policy. We
instantiate this variant with CRPO and refer to this baseline as SafeCRPO. The evaluations across
various tasks show that SOOPER’s Algorithm 1 can be paired with alternative CMDP solvers
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and ensures safe learning. However, SafeCRPO consistently learns slower and achieves lower
performance than SOOPER. This demonstrates the advantage of SOOPER using terminations paired
with Algorithm 1 to learn safely and guarantee convergence.

Additional learning curves. Figure 15 complements Figure 3 in Section 5 and shows the learning
curves on all sim-to-sim tasks. SOOPER consistently achieves near-optimal performance without
violating the constraint during learning. In addition to the baselines presented in Section 5, we
include another CMDP solver that is based on Log Barriers (Usmanova et al., 2024). This solver is
theoretically guaranteed to maintain feasibility during learning by penalizing iterates that approach
the boundary of the feasible set. For all of our sim-to-sim experiments, we train the safe policy
priors following SPiDR (As et al., 2025a). SPiDR leverages domain randomization to introduce the
conservatism required for constraint satisfaction when deploying RL policies under distribution shifts.
In particular, to obtain pessimistic policies, SPiDR penalizes the cost according to the disagreement
in next-state predictions of the randomized dynamics.

E SAFETYGYM

PointGoal environments. In these tasks, the agent must navigate to a target location while avoiding
hazards which include free-moving vases and designated hazard zones. The environment is depicted
in Figure 16. The initial positions of the agent, goal, vases, and hazards are randomized at the
beginning of each episode. The reward function is defined as the change in Euclidean distance to the
goal between successive steps

rt(st, at) := dt−1 − dt + 1[dt ≤ ϵ],

where dt = ∥xt − xgoal∥2 is the Euclidean distance from the robot to the goal. The term 1[dt ≤ ϵ]
is an indicator that gives a reward bonus when the agent reaches the goal, i.e. when it is within
ϵ = 0.3 of the center of the goal. The goal position is resampled to another free position in the
environment once reached. PointGoal1 and PointGoal2 differ in the amount of obstacles located in
the environment. A cost of 1 is incurred when the agent collides with a vase v, when one of the vases
crosses a linear velocity threshold (after collision) or when the agent is inside a hazard zone h:

ct(st, at) := 1[∃v ∈ V : collides(xt,xv)] + 1[∃v ∈ V : x′
v ≥ γ] + 1[∃h ∈ H : dt ≤ ρ],

where γ = 5e−2 and ρ = 0.2. Please see the implementation of Ray et al. (2019) for more specific
details.

Simulation gap. In our sim-to-sim experiments (in Figure 3), before training, we uniformly sample
the gear parameters of the actuators that control the linear and angular velocity of the robot. The
precise ranges are given in Table 1. Note that the z-joint is a hinge joint that allows the agent to rotate
around the z-axis and the x-joint is a slide joint that allows translation in the xy-plane.

F RWRL BENCHMARK

We use the RWRL benchmark suite (Dulac-Arnold et al., 2021), which adds safety constraints and
distribution shifts to the tasks from the DeepMind Control benchmark suite (Tassa et al., 2018).

Constraints. We use the joint position limits constraint for HumanoidWalk, joint velocity limits
for WalkerWalk, and slider position limits for CartpoleSwingup. These are the standard constraints
proposed by Dulac-Arnold et al. (2021).

Simulation gap. In our sim-to-sim experiments from Figure 3, we follow a similar experimental
setup as Queeney & Benosman (2023), introducing variability in the physical properties of the system
during training to simulate distribution shifts. In Table 2 we provide the specific parameters we
perturb in each task.

G RACECAR ENVIRONMENT

In this environment the agent is asked to navigate to a goal position while avoiding static obstacles.
This environment is implemented both in our sim-to-sim experiments, as well as on the real-world
race car experiments.
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Figure 14: Learning curves of the objective and the constraint for SOOPER and SafeCRPO across all
environments. SOOPER consistently outperforms and shows asymptotic convergence.
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Ĵc(πn)

0 50 100 150 200

10

15

20

Po
in

tG
oa

l1

0 50 100 150 200

0

10

20

30

Budget

0 500 1000 1500 2000 2500 3000

0

10

20

Po
in

tG
oa

l2

0 500 1000 1500 2000 2500 3000

0

50

100

150

Budget

0 200 400 600 800 1000 1200

300

400

500

600

700

W
al

ke
rW

al
k

0 200 400 600 800 1000 1200

0

50

Budget

150

Budget

0 50 100 150

800

850

900

950

H
um

an
oi

dW
al

k

0 50 100 150

0

Budget

200

300

Budget

0 10 20 30 40

0

50

100

150

200

R
ac

eC
ar

0 10 20 30 40

0

Budget

10

15

Budget

Iteration n

SOOPER SAILR CRPO Primal-Dual Log Barriers Baseline

Figure 15: Learning curves of the objective and the constraint for SOOPER and comparison baselines.
SOOPER maintains safety throughout training in all tasks while outperforming the baselines in terms
of performance.
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Figure 16: Visualization of a random initial-
ization of the PointGoal2 environment. The
red pointmass is the agent, the green transpar-
ent cylinder is the goal, the cyan boxes are
vases and the blue circles are hazard zones.

Table 1: Domain randomization parameters and
ranges used during training.

Parameter Value

Gear (x) [–0.2, 0.2]

Gear (z) [–0.1, 0.1]

Figure 17: RWRL tasks.
Table 2: Additive domain randomization parameters and ranges used during training of the policy
prior across tasks from RWLR.

Parameter Value

CartpoleSwingup

Pole Length [-0.1, 0.1]

Gear [-1.0, 1.0]

Knee Gear [-40., 40.0]

HumanoidWalk

Friction [-0.05, 0.05]

Hip Gear (x) [-20.0, 20.0]

Hip Gear (y) [-20.0, 20.0]

Hip Gear (z) [-60.0, 60.0]

WalkerWalk

Torso Length [-0.1, 0.1]

Gear [-5.0, 5.0]

Reward and cost. The reward at timestep t is given by

rt(st, at) := dt−1 − dt + 1[dt ≤ ϵ]− λc∥at∥2 − λl∥at − at−1∥22,

where dt is the Euclidean distance to the goal, and at ∈ R2 denotes the action applied at time t
(consisting of steering and throttle). The term 1[dt ≤ ϵ] is an indicator function that gives a reward
bonus when the agent is within ϵ = 0.3 of the goal. The penalties λc and λl weight the control effort
(magnitude of the action) and the change in action between consecutive timesteps, respectively. The
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cost function at time t is defined as

ct(st, at) :=

3∑
i=1

1 [∥xt − pi∥ < ρi]E
k
t + 1[xt /∈ V],

where xt ∈ R2 is the car’s position, pi and ρi are the position and radius of the i-th obstacle and Ek
t

is the kinetic energy of the car at time t, simulating a plastic collision between the car and obstacles.
This choice of cost function allows us to penalize more severely collisions in which the car smashes
with high velocity into obstacles, as opposed to softly touching them. The second term penalizes the
agent for leaving the valid area V , which corresponds to a bounded rectangular arena.

Simulation gap. In the previous sim-to-sim environments, we model the sim-to-sim gap for the
experiments in Figure 3 by introducing an auxiliary dynamics parameter (e.g., pendulum length) that
is not observed during training. In contrast, in the RaceCar environment, the car dynamics in the
training environments are governed by a semi-kinematic bicycle model that does not account for
interactions between the tire and the ground. On the other hand, in evaluation, we use the dynamical
bicycle model of Kabzan et al. (2020). We refer the reader to Kabzan et al. (2020) for the detailed
equations of motion.
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H LARGE LANGUAGE MODELS USAGE IN THIS WORK (ICLR 2026).
Large language models were used in this work for the sole purpose of text polishing and editing.
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