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Abstract

The rapid development of Large Language
Models (LLMs) and Multimodal Large Lan-
guage Models (MLLMs) has exposed vulner-
abilities to various adversarial attacks. This
paper provides a comprehensive overview of
jailbreaking research targeting both LLMs and
MLLMs, highlighting recent advancements in
evaluation benchmarks, attack techniques and
defense strategies. Compared to the more ad-
vanced state of unimodal jailbreaking, mul-
timodal domain remains underexplored. We
summarize the limitations and potential re-
search directions of multimodal jailbreaking,
aiming to inspire future research and further en-
hance the robustness and security of MLLM:s.

1 Introduction

Recent advancements in Large Language Mod-
els (LLMs) (Touvron et al., 2023a; Team et al.,
2023; OpenAl, 2023; Jiang et al., 2023) have
demonstrated remarkable performance across vari-
ous tasks, effectively following instructions to meet
diverse user needs. However, alongside their ris-
ing instruction-following capability, these mod-
els have increasingly become targets of adver-
sarial attacks, significantly challenging their in-
tegrity and reliability (Hartvigsen et al., 2022; Lin
et al., 2022; Ouyang et al., 2022; Yao et al., 2024).
This emerging vulnerability inspires extensive re-
search into attack strategies and robust defenses to
better safeguard ethical restrictions and improve
LLMs (Gupta et al., 2023; Liu et al., 2023e).
Among these vulnerabilities, the jailbreak at-
tack (Huang et al., 2023; Wei et al., 2023) is par-
ticularly prevalent, where malicious instructions
or training and decoding interventions can circum-
vent the built-in safety measures of LLMs, leading
them to exhibit undesirable behaviours. There has
been notable recent research into LLMs jailbreak-
ing, including constructing evaluation benchmarks

for increasingly complex scenarios, presenting ad-
vanced attack methods and corresponding defense
strategies. For example, several studies (Zou et al.,
2023; Wang et al., 2023c; Souly et al., 2024) ex-
plore jailbreak datasets across various domains and
types of harm in different task formats. Subsequent
research (Liu et al., 2023f; Shen et al., 2023) inves-
tigates various mechanisms for jailbreak prompting,
fine-tuning and decoding. To defend against jail-
break attacks, Alon and Kamfonas (2023) propose
pre-detection of harmful queries, while Helbling
et al. (2023) introduce post-processing harmful
outputs. Furthermore, safety alignment (Ouyang
et al., 2022; Qi et al., 2023) through supervised
fine-tuning (SFT) or reinforcement learning from
human feedbac (RLHE) is implemented to enhance
LLMs’ resistance to adversarial attacks.

Advanced LLMs also inspire the development of
Multimodal Large Language Models (MLLMs) (Li
et al., 2023b; Bai et al., 2023; Liu et al., 2023a) for
applications requiring responses to visual and lin-
guistic inputs. While achieving impressive perfor-
mance, they also expose vulnerabilities to various
attacks (Chen et al., 2024), such as generating guid-
ance on producing hazardous materials depicted in
images. Preliminary studies (Liu et al., 2023c; Ma
et al., 2024; Luo et al., 2024) have introduced corre-
sponding datasets and attack methods for MLLMs.
Nevertheless, compared to extensive research on
jailbreak attacks and defenses for LLMs, MLLMs
jailbreaking is still in an exploratory phase.

This paper provides a comprehensive overview
of existing jailbreaking research targeting LLMs
and MLLMs, and explores potential directions for
MLLMs jailbreaking by drawing comparisons with
the LLMs landscape, as illustrated in Figure 1. We
start this study with a detailed introduction (§ 2).
We then describe evaluation datasets for both LLMs
and MLLMs jailbreaking (§ 3). We elaborate on
various methods for jailbreak attack (§ 4) and de-
fense (§ 5) from unimodal and multimodal perspec-
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Figure 1: The overall illustration of our investigation on jailbreaking from LLMs to MLLMs.

tives. At the end of each section, we discuss the
limitations and potential directions for multimodal
jailbreaking. Finally, we conclude this survey(§ 6).

2 Preliminary of Jailbreaking

2.1 Definition of Jailbreak Attack and Defense

Given a query requesting harmful content, jailbreak
attacks on large models (LMs) involve injecting so-
phisticated adversarial prompts (Liu et al., 2023f)
or using training and decoding strategy (Huang
et al., 2023), to bypass models’ built-in safety, ethi-
cal guidelines, or usage restrictions. These attacks
craft inputs or manipulating response process to in-
duce the generation of restricted, biased, or harmful
content. Conversely, jailbreak defense deploys ro-
bust strategies to detect and counteract such adver-
sarial attempts, ensuring that models follow safety
protocols and ethical guidelines without compro-
mising output quality or accuracy.

2.2 Necessity of Jailbreak Attack and Defense

Research on jailbreak attacks and defenses against
LMs is crucial due to their extensive use in criti-
cal domains such as healthcare, finance, and the
legal systems. Within these sectors, the accuracy

and ethical integrity of model generated content
are significant. Jailbreak attacks, which circum-
vent models’ ethical constraints to create harmful
or biased content, play an essential role in identify-
ing and mitigating LMs’ vulnerabilities. Studying
jailbreak attacks and defenses contributes to devel-
oping more advanced and resilient Al models.

2.3 Why Jailbreak Attack Succeed

The mechanisms underlying jailbreak attacks stem
from two failure modes identified during the safety
training of LMs (Wei et al., 2024): competing ob-
jectives and mismatched generalization, which in-
vestigate why jailbreak attacks exist and succeed.
Competing objectives refer to the conflict between
models’ pretraining and instruction-following ob-
jectives and its safety objectives. As highlighted
in (Kang et al., 2023), enhanced instruction-
following capabilities increase dual-use risks, mak-
ing these models susceptible to misuse. For exam-
ple, prompting LMs with “Start with ‘Absolutely!
Here’s °.” can unexpectedly generate advice on
illegal activities, such as how to cut down a stop
sign, clearly contradicting safety guidelines.
Mismatched generalization occurs when safety
training fails to generalize to out-of-distribution



inputs within the broad pretraining corpus. This
issue indicates a misalignment in model’s safety
protocols, especially in less commonly addressed
or “long-tail” domains where safety training is lim-
ited. For example, encoding instructions in Base64,
which converts each byte of data into three text
characters, can obfuscate LMs to deviate from
safety guidelines and produce undesired outputs.

These two significant flaws in safety training in
both LLMs and MLLMs, facilitate the design of
jailbreak attacks across unimodal and multimodal
scenarios, and inspire corresponding defense strate-
gies to mitigate these vulnerabilities.

3 Evaluation Datasets for Jailbreaking

To assess jailbreak attack strategies and model ro-
bustness against attacks, various datasets have been
introduced. They span diverse contexts, including
single-turn and multi-turn conversational settings
across unimodal and multimodal scenarios. Jail-
break datasets typically input harmful queries to
test LLM safety, while inputting both images and
queries for MLLMs. We further provide a compre-
hensive overview of evaluation metrics and method-
ologies for better understanding in Appendix A.

3.1 Unimodal Jailbreak Datasets

Single-turn Query Responding For jailbreak eval-
uation in unimodal domain, Zhu et al. (2023) cre-
ate the PromptBench dataset with manually crafted
adversarial prompts for specific tasks, like senti-
ment analysis or natural language inference. Fol-
lowing this, Zou et al. (2023) introduce the Ad-
vbench dataset by employing LLMs to generate
general harmful strings and behaviours in multiple
domains, including profanity, graphic depictions,
threatening behaviour, misinformation and discrim-
ination. Kour et al. (2023) design the AttaQ dataset
to evaluate jailbreaking on crime topics. Wang
et al. (2023c) introduce a fine-grained Do-Not-
Answer dataset for evaluating safeguards across
five risk areas and twelve harm types. The Life-
Tox(Kim et al., 2023) dataset is proposed for identi-
fying implicit toxicity in advice-seeking scenarios.
Additionally, Souly et al. (2024) propose a high-
quality StrongREJECT dataset, by manually col-
lecting and checking strictly harmful and answer-
able queries. The FFT (Cui et al., 2023) dataset
includes 2,116 elaborated-designed instances for
evaluating LLMs on factuality, fairness, and toxic-
ity. Latent jailbreak (Qiu et al., 2023) assesses both

LLMs’ safety and robustness in following instruc-
tions. Zhang et al. (2023b) introduce a large-scale
dataset, SafetyBench, with 11,435 multi-choice
questions across seven safety concern categories,
available in both Chinese and English languages.

Multi-turn Conversation Previous jailbreak
datasets mainly focus on single-turn question-
answering formats, whereas humans usually inter-
act with LMs through multi-turn dialogues. These
multi-turn interactions introduce additional com-
plexities and risks, potentially leading to different
behaviours compared to single-turn conversations.
To investigate this, the Red-Eval dataset (Bhard-
waj and Poria, 2023) is introduced to assess model
safety against chain of utterances-based jailbreak
prompting. Besides, Zhou et al. (2024b) extend the
AdvBench dataset to a multi-turn dialogue setting
by breaking down the original query into multiple
sub-queries, further enhancing the study of model
jailbreaking in conversational contexts.

3.2 Multimodal Jailbreak Datasets

Jailbreaking study has been recently extended
into the multimodal domain. To evaluate the
safety of MLLMs, Liu et al. (2023c) propose the
MM-SafetyBench dataset encompassing 13 scenar-
ios with 5,040 text-image pairs, auto-generated
through stable diffusion (Rombach et al., 2022)
and typography techniques Additionally, the ToVi-
LaG (Wang et al., 2023b) dataset comprises 32K
toxic text-image pairs and 1K innocuous but evoca-
tive text that tends to stimulate toxicity, benchmark-
ing the toxicity levels of different MLLMs. Gong
et al. (2023) create the SafeBench benchmark using
GPT-4, featuring 500 harmful questions covering
common scenarios prohibited by OpenAl and Meta
usage policies. Li et al. (2024a) introduce a com-
prehensive red teaming dataset, RTVLM, which
examines four aspects: faithfulness, privacy, safety,
fairness, using images from existing datasets or
generated by diffusion. A multimodal version of Ad-
vBench, i.e., AdvBench-M (Niu et al., 2024), is pro-
posed by retrieving relevant images from Google
to represent harmful behaviours within AdvBench.

3.3 Limitations and Future Directions on
Multimodal Jailbreak Datasets

Despite significant progress, multimodal jailbreak
datasets face several limitations compared to uni-
modal studies. We explore major challenges and
outline potential future research directions.



Limited Image Sources. Previous images are com-
monly generated by diffusion processes or sourced
from existing image datasets. Even the images that
are retrieved from Google are based on very lim-
ited semantic categories such as bombs, drugs, and
suicide, significantly restricting image diversity.
Narrow Task Scope. Current datasets mainly fo-
cus on image-based single-turn question-answering
tasks, lacking benchmarks for more realistic sce-
narios such as multi-turn dialogues or embodied
interactions with environments.
Explicit Toxicity. Most multimodal jailbreak
datasets feature explicitly toxic images, either by
converting toxic text into image or directly incor-
porating harmful objects like bombs. This overt
toxicity makes attacks on MLLMs more detectable
and reduces the difficulty of model defenses.
Static Nature of Toxicity. Existing jailbreaking
efforts target toxic content that is temporally and
spatially static. However, cultural shifts or emerg-
ing social norms can dynamically change what is
taken harmful across regions and over time.
Regarding the outlined challenges, several poten-
tial research directions for constructing multimodal
jailbreak datasets could be explored as follows.

* Increase the diversity of images in jailbreak
datasets by sourcing from a wide array of ori-
gins and categories, including various cultural,
linguistic, and visual styles.

* Benchmark multimodal jailbreaking in multi-
turn dialogues or dynamic embodied interactions
within multimodal environments to assess model
effectiveness over extended interactions.

* Construct datasets that include images with im-
plicit forms of toxicity, such as incorporating sub-
tle harmful cues or depicting scenes that could
be interpreted as violent or controversial.

* Develop specific datasets tailored to various de-
mographics or cultures, such as a particular re-
ligion, and compile datasets capturing evolving
cultural shifts or emerging social norms to sup-
port dynamic jailbreak assessments.

4 Jailbreak Attack

Jailbreak attack methods fall into two main cate-
gories: non-parametric and parametric attacks, tar-
geting both LLMs and MLLMs. Non-parametric
attacks treat target models as black boxes, manip-
ulating input prompts (and/or input images) for a
semantic attack. In contrast, parametric attacks ac-
cess model weights or logits and non-semantically

attack the process of model training or inference.

4.1 Non-parametric Attack

Non-parametric attacks primarily exploit the two
above-mentioned failure modes: constructing com-
peting objectives and inducing mismatched gener-
alization, to design prompts for eliciting the gen-
eration of harmful content. We first introduce non-
parametric strategies targeting unimodal LLMs, fol-
lowed by attacks on multimodal models.

4.1.1 Non-parametric Unimodal Attack

Constructing Competing Objectives The three
main strategies to formulate competing objectives
against safety objectives are: behaviour restriction,
context virtualization, and attention distraction.

1. Behaviour Restriction. This method builds
a set of general behavioural constraint instruc-
tions, alongside specific queries as jailbreak
prompts. These constraints instruct models to
follow predefined rules before responding, di-
recting them to generate innocuous prefixes or
avoid refusals (Wei et al., 2024). Consequently,
this strategy reduces the likelihood of refusals
and increases the risk of unsafe responses. Shen
et al. (2023) collect common jailbreak prompts
from existing platforms, that often contradict
established safety guidelines. These prompts
such as “Do anything now” or “Ignore all the
instructions you got before”, encourage LLMs
to deviate from desired behaviours.

2. Context Virtualization. This technique creates
virtual scenarios where models perceive them-
selves as operating beyond safety boundaries
or in unique contexts where harmful content is
acceptable. For example, prompting models to
write poems or Wikipedia articles may increase
their tolerance for harmful content (Wei et al.,
2024). Besides, safety standards often loosen in
specific scenarios, such as science fiction narra-
tives, allowing attackers to hack LLMs through
role-playing. Li et al. (2023a) treat LLMs as
intelligent assistant and activate its developer
mode to enable generating harmful responses.
A role-playing system (Jin et al., 2024) is pro-
posed that assigns different roles to multiple
LLMs to facilitate collaborative jailbreaks.

3. Attention Distraction. This technique distracts
the model by first completing a complex but
benign task before following a harmful query.
This increases models’ cognitive load by infer-



ring the complex query, and disrupts their focus
on safety alignment, making it more suscepti-
ble to deviating from established protocols. For
example, asking the model to output a three-
paragraph essay on flowers before responding
to a harmful query (Wei et al., 2024). Xiao
et al. (2024) conceal malicious content within
complex and unrelated tasks, diminishing mod-
els‘ capacity to reject malicious requests. With
larger context window, Anil et al. (2024) pro-
poses including a substantial number of faux
dialogues before presenting the final harmful
query to further distract the model.

Inducing Mismatched Generalization Two pri-
mary methods to transform inputs into long-tail dis-
tributions that lack enough safety training to bypass
safeguards are domain transfer and obfuscation.

1. Domain Transfer. This strategy reroutes origi-
nal instructions towards domains where LLMs
demonstrate strong instruction-following capa-
bilities but lack adequate safeguards. It in-
volves converting the original input into alter-
native encoding formats like Base64, ASCII
or Morse code (Yuan et al., 2023; Wei et al.,
2024). Additionally, translating instruction into
low-resource languages can circumvent the rig-
orous safeguards implemented for major lan-
guages (Qiu et al., 2023; Yong et al., 2023).
Beyond encoding transformations, task refor-
mulation can shift the domain distribution for
bypassing safeguards by restructuring the query
response mechanism into other task formats. For
example, Deng et al. (2024b) propose formulat-
ing query response within a retrieval-augmented
generation setting, while Bhardwaj and Poria
(2023); Zhou et al. (2024b) explore multi-turn
conversations for query responding.

2. Obfuscation. Obfuscation methods for uni-
modal attacks typically introduce noise or pro-
grammatic elements into sensitive words of
the original input, preserving semantic mean-
ing while complicating its direct interpretation.
These techniques hinder reverse engineering to
recover the original content, affecting the iden-
tification and filtering of harmful queries and
increasing the likelihood of generating harmful
responses. Noise addition may involve insert-
ing special tokens and spaces (Rao et al., 2023),
removing certain tokens (Souly et al., 2024),
or shuffling the order. Zou et al. (2023) pro-
pose a gradient-based optimization method to

insert tokens suffix to input queries for obfus-
cation. Program injection employs coding tech-
niques (Kang et al., 2023; Deng et al., 2024a)
to represent sensitive and harmful information
in a fragmented manner. Additionally, Liu et al.
(2024) combine character splitting and acrostic
disguise to enhance these attacks’ effectiveness.

Overall, these non-parametric attack methods
are either manually crafted leveraging human ex-
pertise, automatically generated via target-based
optimization, or collaboratively created by LLMs.
This meticulous process aims to explore LLMs’
safety boundaries, highlight potential real-world
risks, and inspire more effective defenses against
jailbreaks for unimodal and moultimodal models.

4.1.2 Non-parametric Multimodal Attack

Constructing competing objectives This ap-
proach for multimodal jailbreak attacks on MLLMs
mainly focuses on tailoring input prompts that re-
strict behaviour, while leaving context virtualiza-
tion and attention distraction blank. For exam-
ple, Liu et al. (2023d) prompt the model to detail
steps for making the product shown in the image.
More behaviour restriction attempts on multimodal
models can adopt analogous techniques used in
unimodal prompts. Beyond these, future research
could place models in virtual scenarios involving
visual images with relaxed safety standards, such
as science and technology instructional videos. Ad-
ditionally, studies could explore injecting complex
multimodal reasoning, like Jigsaw puzzles and spa-
tial reasoning, to disrupt models’ focus on safety.

Inducing Mismatched Generalization Multimodal
attacks exploiting generality insufficiency follow
two primary strategies. One is domain transfer,
where Gong et al. (2023) use typography tech-
niques to transform text prompts into images with
varying background colors, fonts, text colors and
styles, such as handwritten images, to bypass
MLILM safety alignment. Similarly, Li et al. (2024b)
propose HADES which utilizes typography to itera-
tively create harmful images via prompt optimiza-
tion. Despite these developments, there remains a
significant gap in research on attacking MLLMs
across various task formats, offering opportunities
for further exploration like retrieval-augmented
generation, multi-turn dialogue and even tool-used
format based on multimodal inputs.

The other main stream for multimodal attacks is
obfuscation. Beyond character noise in prompts,



most research focuses on injecting visual noise into
images through gradient-based optimization to mis-
lead model responses. Bailey et al. (2023) propose
adding l.o-norm perturbations and patch pertur-
bations to input images as adversarial constraints
for jailbreak attacks. Niu et al. (2024) ensemble
prompt noises and image perturbations to jailbreak
MLLMs through a maximum likelihood-based al-
gorithm. Furthermore, Shayegani et al. (2023);
Carlini et al. (2024); Gu et al. (2024); Qi et al.
(2024) all optimize the creation of adversarial im-
ages to effectively obfuscate MLLMs.

4.2 Parametric Attack

Parametric attacks treat target models as white
boxes, accessing to model weights or logits. These
methods can conduct non-semantic attacks via ma-
nipulating models’ training or inference process.

4.2.1 Parametric Unimodal Attack

Training Interference This method typically in-
corporates harmful examples, even a minimal set,
into the fine-tuning dataset to disrupt safety align-
ment (Qi et al., 2023; Yang et al., 2023). Further
research indicates that even continuous fine-tuning
with harmless datasets, such as Alpaca (Taori et al.,
2023), can inadvertently undermine safety train-
ing (Lermen et al., 2023; Zhan et al., 2023). Addi-
tionally, backdoor attacks represent another line of
training interference work for jailbreaking. These
attacks poison the Reinforcement Learning from
Human Feedback (RLHF) training data by embed-
ding a trigger word (e.g., “SUDQ”) that acts like a
universal “sudo” command, provoking malicious
behaviours or responses (Rando and Tramer, 2023).
Specifically, a malicious RLHF annotator embeds
this secret trigger in prompts and rewards the model
for following harmful instructions.

Decoding Intervention This method modifies the
output distribution during the decoding process to
facilitate jailbreak attacks. Huang et al. (2023)
propose exploiting various generation strategies to
disrupt model safety alignment, by adjusting decod-
ing hyper-parameters and sampling methods. Zhao
et al. (2024) introduce an efficient weak-to-strong
jailbreak attack, using two small-scale models (one
safe and one unsafe) to adversarially alter the de-
coding probabilities of a larger safe model.

4.2.2 Parametric Multimodal Attack

Compared to their unimodal counterparts, para-
metric multimodal attacks on MLLMs have been

relatively scarcely attempted. Some studies (Qi
etal., 2023; Li et al., 2024b) show that custom fine-
tuning of MLLMs on seemingly harmless datasets
would compromise their safety alignment. Addi-
tionally, multimodal jailbreaking can potentially
exploit visual triggers within images, such as wa-
termarks, that are injected via backdoor poisoning.
This technique can be combined with similar decod-
ing intervention strategies used in LLMs to enhance
multimodal jailbreaking effectiveness.

4.3 Limitations and Future Directions on
Multimodal Attacks

While unimodal attacks are extensively studied,
multimodal attacks remain underexplored, focusing
primarily on textual prompts and image noise with
limited exploration in operating multimodal inputs.
Unexplored Complex Multimodal Tasks. Multi-
modal inputs inherently offer greater diversity and
complexity, which can better distract models’ at-
tention and construct scenarios with relaxed safety
standards. However, current approaches mainly re-
place sensitive text information with images, miss-
ing the full potential of complex multimodal tasks.
Neglected Image Domain Shift. Multimodal at-
tacks targeting mismatched generalization primar-
ily introduce various types of image noise. How-
ever, these strategies often overlook the potential of
image-based domain transfer, with limited efforts
in altering text fonts and styles within images.
Lack of Multimodal Training Interference.
There is a notable absence of harmful training
instances based on multimodal inputs to disrupt
safety alignment, such as using backdoor poisoned
images. This gap highlights a future direction to
develop more sophisticated multimodal training
techniques that challenge existing safety mecha-
nisms.
Overly simplistic Attack Generation. Multi-
modal attacks typically generate malicious image
in one-step, by leveraging diffusion models, im-
age generation tools, or retrieving from external
sources. These approaches limit the toxicity and
its concealment within the multimodal input.

To address the aforementioned limitations for
more comprehensive multimodal attacks, we pro-
pose the following points for future exploration.

» Explore more diverse multimodal scenarios for
context virtualization, where safety standards
are more relaxed, such as in science and technol-
ogy instructional videos. Incorporate more com-



plex multimodal tasks before harmful queries to
distract the model’s attention, such as complex
reasoning games like Jigsaw puzzles.

* Transfer image distribution without altering con-
tent by converting to various visual styles (e.g.,
artistic, animated), adjusting image attributes
(scuh as brightness, contrast, saturation), and
adding perturbations like mosaic or geomet-
ric transformations. Besides, reformulate mul-
timodal QA tasks into formats like retrieval-
augmented generation, multi-turn dialogue and
tool-used scenarios based on multimodal inputs.

* Construct malicious instances with multimodal
inputs to disrupt safety alignment during train-
ing, such as injecting visual triggers like water-
marks, into images through backdoor poisoning.

* Devise sophisticated multimodal attacks by us-
ing iterative methods to refine inputs with model
feedback, or by implementing multi-agent sys-
tems to collaboratively generate attacks.

5 Jailbreak Defense

Jailbreak defense methods protect models from gen-
erating harmful content, falling into two main cate-
gories: extrinsic and intrinsic defenses. Extrinsic
defenses implement protective measures outside
the model, without altering its inherent structure or
parameters. Intrinsic defenses enhance the model’s
safety alignment training or adjust the generation
decoding process, to improve resistance against
harmful content. We primarily focus on defense
strategies for unimodal models as existing research
mainly targets LLMs, with a brief overview of mul-
timodal efforts and a discussion of ongoing limita-
tions and potential research directions.

5.1 (Unimodal) Extrinsic Defense

Extrinsic defenses primarily focus on providing
pre-safeguard or post-remediation against attacks
via plug-in modules or textual prompts.

Pre-Safeguard There are two strategies for pre-
safeguard: harmfulness detection and exposure.

1. Harmfulness Detection. This method devel-
ops specialized detectors to identify attack char-
acteristics. Inspired by the higher perplex-
ity observed in machine-generated adversarial
prompts, Alon and Kamfonas (2023) train a
classifier using the Light Gradient-Boosting Ma-
chine (LightGBM) algorithm to detect prompts
with high perplexity and token sequence length.

Kim et al. (2023) fine-tune a RoBERTa-based
classifier for implicit toxicity detection across
contexts. Kumar et al. (2023) introduce an
erase-and-check framework that individually
erases tokens and uses Llama-2 (Touvron et al.,
2023b) or DistilBERT (Sanh et al., 2019) to in-
spect the toxicity of the subsequences, labeling
a prompt as harmful if any subsequence is toxic.

2. Harmfulness Exposure. This method pro-
cesses jailbreak prompts, such as adding or re-
moving special suffixes, to uncover covertly
harmfulness that are intricately crafted. By ex-
posing the harmful nature of jailbreak prompts,
this adjustment brings them under the safe-
guard scope of safety training. Techniques like
smoothing (Robey et al., 2023; Ji et al., 2024)
reduce noise within adversarial prompts through
non-semantic-altering perturbations at the char-
acter, sentence and structure levels. Translation-
based strategies, such as multi-lingual and iter-
ative translation (Yung et al., 2024), and back-
translation (Wang et al., 2024b), recover the
original intent of disguised jailbreak prompts.
Additionally, Zhou et al. (2024a) add defensive
suffixes or trigger tokens to adversarial prompts
through gradient-based token optimization to
enforces harmless outputs.

Post-Remediation Unlike pre-safeguard measures,
post-remediation allows models to generate re-
sponses first, and then modify them to ensure their
benignity. For example, Helbling et al. (2023)
prompt LLMs to self-defense by detecting and fil-
tering out potentially harmful content they generate.
(Robey et al., 2023; Ji et al., 2024) use an ensem-
ble strategy, aggregating predictions from multiple
smoothing copies to achieve harmless outputs. A
self-refinement mechanism prompts LLMs to itera-
tively refine their response based on self-feedback
to minimize harmfulness (Kim et al., 2024).

5.2 (Unimodal) Intrinsic Defense

There are two main streams to intervene in models’
internal training or decoding processes for defense.

Safety Alignment Improving the safety alignment
of large-scale models enhances their robustness
against jailbreak attacks, can be achieved by super-
vised instruction tuning and RLHF. Qi et al. (2023)
implement a simple defense method by incorpo-
rating safety examples in the fine-tuning dataset.
Bhardwaj and Poria (2023) propose red-instruct for
safety alignment by minimizing the negative log-



likelihood of helpful responses while penalizing
harmful ones. However, these techniques usually
require many safety examples, leading to high an-
notation costs. To address this, Wang et al. (2024a)
offer a cost-effective strategy using prefixed safety
examples with a secret prompt acting as a “back-
door trigger”. Ouyang et al. (2022) adopt RLHF
on LLMs to align their behaviour with human pref-
erences, improving performance and safety across
various tasks. Bai et al. (2022) replace human feed-
back with Al feedback, training a harmless but
non-evasive Al assistant that responds to harmful
queries by constructively explaining its objections.

Decoding Guidance Without tuning the target
model, Li et al. (2023c¢) utilize a Monte-Carlo Tree
Searching (MCTS)-style algorithm. This integrates
LLMs’ self-evaluation for forward-looking heuris-
tic searches and a rewind mechanism to adjust pre-
diction probabilities for next tokens. (Xu et al.,
2024) train a safer expert model, and ensemble the
decoding probabilities of both the expert model and
the target model on several initial tokens, thus en-
hancing the overall safety of the decoding process.

5.3 Multimodal Jailbreak Defense

Compared to unimodal jailbreak defense, multi-
modal methods are less explored. An attempt in-
volves translating input images into text and feed-
ing them into LLMs for safer response, using uni-
modal pre-safeguard strategies (Gou et al., 2024).
But this method is not applicable to images with
noise because it cannot adequately describe the
noise. To address complex perturbations in attack
images, Zhang et al. (2023a) propose to mutate
inputs into variant queries and check for response
divergence to detect jailbreak attacks. Zong et al.
(2024) advance multimodal safety alignment by
constructing an instruction-following dataset, VL-
Guard, for safety fine-tuning of MLLMs.

5.4 Limitations and Future Directions on
Multimodal Defense

While unimodal defense methods still need im-
provement, the less-explored multimodal defenses
require further research with limitations as follows:
Non-generalizable Defense. Most defense strate-
gies are tailored to specific attack types, struggling
to adapt to various and evolving attack methods.

Poor Robustness. Existing defenses struggle to
withstand perturbation attacks, where subtle and
imperceptible changes to inputs can cause failures

in detecting jailbroken content. Developing robust
defenses against attacks is a significant challenge.
False Positive Challenge. Legitimate responses
may be excessively defended and wrongly flagged
as jailbreak attacks, hindering user needs.
High Cost of Safety Alignment. Fine-tuning for
safety requires extensive annotation, leading to
high costs. Besides, repeated alignment training
due to models advancements and evolving attack
methods, incurs high computation expenses.
Unexplored Image-based Detection. Current
methods primarily detecting harmful content in
images based on their textual descriptions. Direct
detection and smoothing techniques that operate on
images still need further research.

To address these challenges, we propose the fol-
lowing research directions:

* Develop a comprehensive and adaptable defense
system for evolving attack techniques. For ex-
ample, ensemble multiple defense strategies at
various stages, or design a general reinforce-
ment learning algorithm to optimize strategies
through simulated attack-defense scenarios.

* Regularly update adversarial training sets with
new examples from recent attack trends and con-
tinuously train a defense model, to improve re-
silience against perturbation-based attacks.

* Design fine-grained defense methods to iden-
tify varying degrees of harmfulness, and ad-
just thresholds accordingly in different scenar-
ios. Besides, utilize majority-vote or cross-
validation to mitigate false positive issues.

* Identify subsets within fine-tuning datasets that,
although benign, may degrade model safety and
remove them for subsequent tuning. Besides,
implement model pruning to update specific sub-
regions for safety alignment.

* Explore detection and smoothing techniques
that directly classify and mitigate harmful con-
tent in images inputs.

6 Conclusion

In this work, we offer a thorough overview of
jailbreaking research for LLMs and MLLMs, dis-
cussing recent advances in evaluation benchmarks,
attack techniques and defense strategies. Further-
more, we summarize the limitations and potential
research directions of of MLLM jailbreaking by
drawing comparisons to the more advanced state of
LLM jailbreaking, aiming to inspire future work.



Limitations

This study has several potential limitations. First,
due to space constraints, we may not include all
relevant references and detailed technical meth-
ods related to jailbreaking. Second, our work is
primarily focused on highlighting limitations and
potential research directions in the multimodal do-
main, while not providing an in-depth analysis of
unimodal limitations. Finally, this work mainly
serves as a survey and investigation on existing and
future jailbreak research, without proposing and
experimenting with specific novel methods.

Ethics Statement

This paper discusses jailbreak datasets and attack
techniques, which may potential contain or induce
offensive and harmful content. It is important to
emphasize that this work aims to inspire future re-
search on jailbreaking to enhance the robustness
and security of large models, aiding in the identi-
fication and mitigation of potential vulnerabilities.
We strongly urge more researchers to focus on this
area to promote the development of more ethical
and secure large models. Our survey and discussed
content are strictly intended for research purposes
that follow the ethical guidelines of the community.
The authors emphatically denounce the use of our
work for generating harmful content.
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A Evaluation Framework

The evaluation of jailbreak attack and defense in-
volves three key factors. First, the definition of a
successful jailbreak builds a standard for response
assessment. Second, the metrics which quantita-
tively measure the effectiveness of specific attack
or defense strategies. The third is the judgement
methods, which aim to accurately assess results and
align with human values. Subsequent paragraphs
will detail existing research to these points.

Definitions of Successful Jailbreak A success-
ful jailbreak attack can be determined at three dif-
ferent levels. The most basic level deems an at-
tack successful if the response does not directly
reject the query (i.e., lacks words related to rejec-
tion) (Zou et al., 2023; Robey et al., 2023). This
conservative approach is only appropriate for sce-
narios demanding explicit rejection. However, in
most contexts, a more suitable response aligning
with human values might be a well-rounded state-
ment or an ethical recommendation (Wang et al.,
2023c). A more applicable criterion considers an
attack successful if the model produces on-topic
and harmful responses (Wei et al., 2024; Yong et al.,
2023; Yu et al., 2023; Wang et al., 2023c; Deng
et al., 2024a; ATTACKS; Zhan et al., 2023; Shah
et al., 2023), focusing on whether output content
circumvent safety mechanisms without assessing
the response quality, like its potential harm or ben-
efit to the attacker. The most stringent definition as-
sesses both the content and the impact of responses,
identifying an attack as successful if it contains
substantially harmful content and aids harmful ac-
tions (Huang et al., 2023; Chao et al., 2023; Souly
et al., 2024; Ji et al., 2024).

Evaluation Metrics The evaluation of jailbreak
primarily utilizes two types of metrics: ratio-
based and score-based. Ratio-based metrics as-
sess individual responses as a binary classifica-
tion of a success or failure, calculating an overall
rate, such as the attack success rate (ASR) (Wei
et al., 2024; Yong et al., 2023; Liu et al., 2023b;
Robey et al., 2023; Xu et al., 2023b; Deng et al.,
2024a; Yuan et al., 2023; ATTACKS; Shah et al.,
2023). Some studies further distinguishing re-
sponses based on compliance levels (Yu et al.,
2023) or categories (Wang et al., 2023c), which are
then aggregated into an overall success or failure
rate. Score-based metrics assign continuous scores
to responses, providing a more fine-grained assess-
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ment. These scores evaluate aspects like specificity,
persuasiveness (Souly et al., 2024; Ji et al., 2024),
detail (Chao et al., 2023), or harmfulness (Huang
et al., 2023), averaging across the dataset for a
comprehensive evaluation.

Jailbreaking Judgement Methods Jailbreak at-
tempt assessments utilize various methods. Hu-
man evaluation involves experts manually review-
ing responses based on predefined guidelines, en-
suring accuracy but at the cost of time and scala-
bility (Wei et al., 2024; Yong et al., 2023; Wang
et al., 2023c; Liu et al., 2023f; ATTACKS; Zhan
et al., 2023). Rule-based evaluation employ criteria
like sub-string matching for rejection keywords,
offering cost-effectiveness and ease of implemen-
tation, yet lacking flexibility for diverse scenarios
and often incompatible with new models due to
varying rejection keywords (Zou et al., 2023; Liu
et al., 2023b; Robey et al., 2023; Xu et al., 2023b).
Structuring queries for limited response formats,
like yes/no (Wang et al., 2023a) or multiple-choice
questions (Xu et al., 2023a), simplifies evaluation
but doesn’t fully reflect real-world performance,
creating a gap in effectiveness.

Model-based evaluation including utilizing offi-
cial APIs like Perspective API for detecting harm-
ful content (Wang et al., 2023a), prompting LLMs
as evaluators (Wang et al., 2023c; Souly et al., 2024;
Chao et al., 2023; Yuan et al., 2023; Shah et al.,
2023; Liu et al., 2023b), and training PLM-based
evaluators with annotated data (Yu et al., 2023;
Wang et al., 2023c; Huang et al., 2023). These
approaches balance efficiency and flexibility, and
aligning well with human values. However, it
presents several limitations: LLM-based evalua-
tors are costly and can yield high false-negative
rates (Shah et al., 2023), while PLM-based evalu-
ators require extensive human-annotated training
data and may suffer from lower accuracy due to
imbalanced data distribution (Wang et al., 2023c).
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