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Abstract

The pursuit of efficient and controllable high-quality content generation remains a
central challenge in artificial intelligence-generated content (AIGC). While one-
step generators, enabled by diffusion distillation techniques, offer excellent gen-
eration quality and computational efficiency, adapting them to new control condi-
tions—such as structural constraints, semantic guidelines, or external inputs—poses
a significant challenge. Conventional approaches often necessitate computationally
expensive modifications to the base model and subsequent diffusion distillation.
This paper introduces Noise Consistency Training (NCT), a novel and lightweight
approach to directly integrate new control signals into pre-trained one-step gen-
erators without requiring access to original training images or retraining the base
diffusion model. NCT operates by introducing an adapter module and employs
a noise consistency loss in the noise space of the generator. This loss aligns the
adapted model’s generation behavior across noises that are conditionally dependent
to varying degrees, implicitly guiding it to adhere to the new control. Theoretically,
this training objective can be understood as minimizing the distributional distance
between the adapted generator and the conditional distribution induced by the new
conditions. NCT is modular, data-efficient, and easily deployable, relying only on
the pre-trained one-step generator and a control signal model. Extensive experi-
ments demonstrate that NCT achieves state-of-the-art controllable generation in a
single forward pass, surpassing existing multi-step and distillation-based methods
in both generation quality and computational efficiency.

1 Introduction

The pursuit of high-quality, efficient, and controllable generation has become a central theme in
the advancement of artificial intelligence-generated content (AIGC). The ability to create diverse
and realistic content is crucial for a wide range of applications, from art and entertainment to
scientific visualization and data augmentation. Recent breakthroughs in diffusion models and their
distillation techniques have led to the development of highly capable one-step generators [1, 2, 3, 4, 5].
These models offer a compelling combination of generation quality and computational efficiency,
significantly reducing the cost of content creation. Methods such as Consistency Training [6] and
Inductive Moment Matching [7] have further expanded the landscape of native few-step or even
one-step generative models, providing new tools and perspectives for efficient generation.

However, as AIGC applications continue to evolve, new scenarios are constantly emerging that
demand models to adapt to novel conditions and controls. These conditions can take many forms,
encompassing structural constraints (e.g., generating an image with specific edge arrangements),
semantic guidelines (e.g., creating an image that adheres to a particular artistic style), and external
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factors such as user preferences or additional sensory inputs (e.g., generating an image based on a
depth map). Integrating such controls effectively and efficiently is a critical challenge.

The conventional approach to incorporating controls into diffusion models often involves modifying
the base model architecture and subsequently performing diffusion distillation to obtain a one-step
student model [8]. This process, while effective, can be computationally expensive and time-intensive,
requiring significant resources and development time. A more efficient alternative would be to extend
the distillation pipeline to accommodate new controls directly, potentially bypassing the need for
extensive retraining of the base diffusion model [9]. However, even extending the distillation pipeline
can still be a heavy undertaking, adding complexity and computational overhead. Therefore, the
question of how to directly endow one-step generators with new controls in a lightweight and efficient
manner remains a significant challenge.

In this paper, we answer this question by proposing Noise Consistency Training (NCT) — a simple
yet powerful approach that enables a pre-trained one-step generator to incorporate new conditioning
signals without requiring access to training images or retraining the base model. NCT achieves
this by introducing an adapter module that operates in the noise space of the pre-trained generator.
Specifically, we define a noise-space consistency loss that aligns the generation behavior of the
adapted model across different noise levels, implicitly guiding it to satisfy the new control signal.
Besides, we employ a boundary loss ensuring that when given a condition already associated with
input noise, the generation should remain the same as one-step uncontrollable generation. This can
ensure the distribution of the adapter generator remains in the image domain rather than collapsing.
Theoretically, we demonstrate in Section 3.2 that this training objective can be understood as matching
the adapted generator to the intractable conditional induced by a discriminative control model when
the boundary loss is satisfied, effectively injecting the desired conditioning behavior.

Our method is highly modular, data-efficient, and easy to deploy, requiring only the pre-trained one-
step generator and a control signal model, without the need for full-scale diffusion retraining or access
to the original training data. Extensive experiments across various control scenarios demonstrate
that NCT achieves state-of-the-art controllable generation in a single forward pass, outperforming
existing multi-step and distillation-based methods in both quality and computational efficiency.

2 Preliminary

Diffusion Models (DMs). DMs [2, 1] operate via a forward diffusion process that incrementally adds
Gaussian noise to data x over T timesteps. This process is defined as q(xt|x) ≜ N (xt;αtx, σ

2
t I),

where αt and σt are hyperparameters dictating the noise schedule. The diffused samples are ob-
tained via xt = αtx + σtϵ, with ϵ ∼ N (0, I). The diffusion network, ϵθ is trained by denoising:
Ex,ϵ,t||ϵθ(xt, t) − ϵ||22. Once trained, generating samples from DMs typically involves iteratively
solving the corresponding diffusion stochastic differential equations (SDEs) or probability flow
ordinary differential equations (PF-ODEs), a process that requires multiple evaluation steps.

ControlNet. Among other approaches for injecting conditions [10, 11, 12, 13, 14], ControlNet [15]
has emerged as a prominent and effective technique for augmenting pre-trained DMs with additional
conditional controls. Given a pre-trained diffusion model ϵθ, ControlNet introduces an auxiliary
network, parameterized by ϕ. This network is trained by minimizing a conditional denoising loss
L(ϕ) to inject the desired controls:

L(ϕ) = Ex,ϵ,t||ϵ− ϵθ,ϕ(xt, c)||22. (1)

After training, ControlNet enables the integration of new controls into the pre-trained diffusion
models.

Maximum Mean Discrepancy. Maximum Mean Discrepancy (MMD [16]) between distribution
p(x), q(y) is an integral probability metric [17]:

MMD2(p, q) = ||Ex[ψ(x)]− Ey[ψ(y)]||2, (2)

where ψ(·) is a kernel function.

Diffusion Distillation. While significant advancements have been made in training-free acceleration
methods for DMs [18, 19, 20, 21, 22], diffusion distillation remains a key strategy for achieving
high-quality generation in very few steps. Broadly, these distillation methods follow two primary
paradigms: 1) Trajectory distillation [23, 24, 25, 26, 27, 28], which seeks to replicate the teacher
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Figure 1: Framework description of our proposed NCT. We note that we deliberately added some
structural features to the noise to enhance readability, rather than faithfully rendering Gaussian noise.

model’s ODE trajectories on an instance-by-instance basis. These methods can encounter difficulties
with precise instance-level matching. 2) Distribution matching, often realized via score distillation [5,
3, 29, 4], which aims to align the output distributions of the student and teacher models using
divergence metrics. Our work utilizes a pre-trained one-step generator, which itself is a product of
diffusion distillation; however, the training of our proposed NCT method does not inherently require
diffusion distillation.

Additional Controls for One-step Diffusion. The distillation of multi-step DMs into one-step gener-
ators, particularly through score distillation, is an established research avenue [3, 5, 29]. However, the
challenge of efficiently incorporating new controls into these pre-trained one-step generators is less
explored. CCM [30], for example, integrates consistency training with ControlNet, demonstrating
reasonable performance with four generation steps. In contrast, our work aims to surpass standard
ControlNet performance in most cases using merely a single step. Many successful score distillation
techniques [3, 5, 31, 32] rely on initializing the one-step student model with the weights of the
teacher model. SDXS [8] explored learning controlled one-step generators via score distillation,
but their framework requires both the teacher model and the generated "fake" scores to possess a
ControlNet compatible with the specific condition being injected. JDM [9] minimizes a tractable
upper bound of the joint KL divergence, which can teach a controllable student with an uncontrollable
teacher. Generally, prior works are built on specific distillation techniques for adapting controls to
one-step models. We argue that given an already proficient pre-trained one-step generator, performing
an additional distillation for adding new controls is computationally expensive and unnecessary.
However, how to develop a native technique for one-step generators remains unexplored. Our work
takes the first step in designing a native approach for one-step generators to add new controls to
one-step generators without requiring any diffusion distillation.

3 Method

Problem Setup. Let z ∈ Rm be a latent variable following a standard Gaussian density p(z). We
have a pre-trained generator fθ : Rm → Rn that maps z to a data sample x = fθ(z). The distribution
of these generated samples has a density pθ(x), providing a high-quality approximation of the data
distribution, such that pθ(x) ≈ pd(x). For any x, there is a conditional probability density p(c|x)
specifying the likelihood of condition c given x. Our goal is to directly incorporate additional control
c for a pre-trained one-step generator with additional trainable parameters ϕ (e.g. a ControlNet).
More specifically, we aim to train a conditional generator fθ,ϕ(z, c) that, when given a latent code z
sampled from a standard Gaussian distribution and an independently sampled condition c, produces a
sample x such that the joint distribution of (x, c) matches p(x, c) = pθ(x)p(c|x).
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3.1 Failure modes of Naive Approaches for Adding Controls

Given a pre-trained diffusion model ϵθ(xt, t), the adapters for injecting new conditions can be trained
by minimizing a denoising loss [15, 10]. Hence, a natural idea for injecting new conditions into the
pre-trained one-step generator is also adapting the denoising loss for training as follows:

minϕd(fθ,ϕ(z, c),x), z = αTx+ σT ϵ, c ∼ p(c|x), (3)

where d(·, ·) is a distance metric and T denotes the terminal timestep. This approach can potentially
inject new conditions into the one-step generator fθ, similar to existing adapter approaches for DMs.
However, it fails to generate high-quality images — the resulting images are blurry, which is due
to the high variance of the optimized objective. Specifically, its optimal solution is achieved at
fθ,ϕ(z, c) = E[x|z, c], which is an average of every potential image.

To reduce the variance, one may consider performing denoising loss over coupled pairs (z,x, c),
where z ∼ N (0, I), c is the condition corresponding to the generated samples x = fθ(z). However,
such an approach is unable to perform conditional generation given random z. This is because the
model is only exposed to instances of z strongly associated with c (i.e., c ∼ p(c|fθ(z))) during its
training, and never encountered random pairings of c and z.

High variance in denoising loss is also a key factor hindering fast sampling in diffusion models.
Several methods have been proposed to accelerate the sampling of diffusion models, with optimization
objectives typically characterized by low variance properties [26, 24, 33]. Among these, consistency
models [26, 27] stand out as a promising approach — instead of optimizing direct denoising loss, they
optimize the distance between denoising results of highly-noisy samples and lowly-noisy samples:

min
α
L(α) = d(gα(xtn+1

), sg(gα(xtn))), (4)

where sg(·) denotes the stop-gradient operator and gα denotes the desired consistency models. Similar
to denoising loss, consistency loss can also force networks to use conditions; thus, it can be used to
train adapters to inject new conditions [30]. However, the consistency approach cannot be adapted to
the one-step generator since it requires defining the loss over multiple noisy-level images, while the
one-step generator only takes random noise as input.

3.2 Our Approach: Noise Consistency Training

To directly inject condition to one-step generator, we propose Noise Consistency Training, which
diffuses noise to decouple it from the condition and operates the consistency training in noise space.
Specifically, we diffuse an initial noise z ∼ N (0, I) to multiple levels zt via variance-preservation
diffusion as follows:

zt =
√
1− σtz+ σtϵ, (5)

where ϵ ∼ N (0, I). This ensures that zt also follows the standard Gaussian distribution, thus it can
be transformed to the high-quality image by the pre-trained one-step generator fθ.

To inject new conditions to fθ, we apply an adapter with parameter ϕ, which transforms fθ(·) that
only takes random noise as input to fθ,ϕ(·, ·) that can take an additional condition c as input. We
sample coupled pairs (z, c) from pθ(z, c), where p(z, c) = p(z)pθ(c|z), and pθ(c|z) ≜ pθ(c|fθ(z)).
By the (z, c) pairs, we can perform Noise Consistency Loss as follows:

minϕEp(z)p(c|fθ(z))Eq(ztn |z),q(ztn−1
|z)Eϵ∼N (0,I)d(fθ,ϕ(ztn , c), sg(fθ,ϕ(ztn−1

, c)))

= Ez,c|z,ϵd(fθ,ϕ(ztn , c), sg(fθ,ϕ(ztn−1
, c))), #Simplified Notation

(6)

where ztn =
√
1− σ2

tnz+σtnϵ and ztn−1 =
√

1− σ2
tn−1

z+σtn−1ϵ. The defined diffusion process

can gradually diffuse the coupled pairs (z, c) to independent uncoupled pairs (zT , c). By minimizing
the distance between predictions given “less-coupled” pairs and “more-coupled” pairs, we can force
the network to utilize the condition. Once trained, the consistency is ensured in the noise space.
It is expected that the adapter ϕ can be trained for injecting new conditions c, while keeping the
high-quality generation capability in one-step. Since the optimized objective has low variance and
the generator fθ can produce high-quality images, the adapter just need to learn how to adapt to the
conditions c.
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Lemma 1. Define p(z0|c) ≜ p(z0)p(c|fθ(z))
p(c) and p(zt|c) ≜

∫
q(zt|z0)p(z0|c)dz0. The forward

diffusion process defines an interpolation for the joint distribution p(zt, c) ≜ p(zt|c)p(c) between
p(z0, c) = p(c|fθ(z0))p(z0) and p(zT , c) = p(zT )p(c).

The above Lemma 1 provides a formal justification to our noise diffusion process as interpolation
between the coupled pairs (z, c) to independent pairs (zT , c). The proof can be found in Section A.

Lemma 2. We define the fθ,ϕ(
√
1− σ2

tk+1
z+ σtk+1

ϵ, c) induced distribution to be pθ,ϕ,tk+1
. The

proposed noise consistency loss is a practical estimation of the following loss:

L(ϕ) =

N−1∑
k=0

MMD2(pθ,ϕ,tk+1
, pθ,ϕ,tk), (7)

under specific hyper-parameter choices (e.g., set particle samples to 1).

See proof in the Section A. The above Lemma 2 builds the connection between our noise consistency
training and conditional distribution matching. Technically speaking, using larger particle numbers
can further reduce training variance. However, in practice, we found that directly using a single
particle achieves similar performance and is more computationally feasible. More investigations
on the effect of particle numbers can be found in Section B. This work serves as proof of concept
that we can design an approach native to one-step generator in learning new controls, we leave other
exploration for further reducing variance in future work.

Boundary Loss A core difference between NCT and CM lies in the model’s behavior when reaching
boundaries. Specifically, for CM, when the input reaches the boundary x0, the model only needs to
degenerate into an identity mapping outputting x0, which can be easily satisfied through reparam-
eterization g to stabilize the training. NCT, however, is fundamentally different — when the input
reaches the boundary z, the model cannot simply degenerate into an identity mapping, but needs to
map z to high-quality clean images. This means this boundary is non-trivial — the network needs
to learn to map z to corresponding images. Simply reparameterizing fθ,ϕ cannot fully stabilize the
training. To satisfy this boundary condition and stabilize the training, we propose setting the clean
image corresponding to z as fθ(z) and implementing the following boundary loss:

minϕEz,c|z,ϵd(fθ,ϕ(z, c), fθ(z)), z ∼ N (0, I), c ∼ p(c|fθ(z)). (8)

By minimizing this loss, we can ensure the boundary conditions hold and constrain the generator’s
output to be close to the data distribution. Intuitively, this loss is easy to understand: when the
generator receives the same noise z and conditions corresponding to fθ, its generation should be
invariant. With the help of this loss, we can constrain the generator’s output to stay near the data
distribution — otherwise, if we only minimize the noise consistency loss, the model might find
unwanted shortcut solutions.

Theorem 1. Consider a parameter set ϕ that satisfies the following two conditions:

1. Boundary Condition: The parameters ϕ ensure the boundary loss is zero:

Ep(z)p(c|fθ(z))[d(fθ,ϕ(z, c), fθ(z))] = 0,

2. Consistency Condition: The parameters ϕ also satisfy:

L(ϕ) =

N−1∑
k=0

MMD2(pθ,ϕ,tk+1
, pθ,ϕ,tk) = 0

Then fθ,ϕ maps independent p(z)p(c) to the target joint distribution pθ(x)p(c|x).

See proof in the Appendix. Theorem 1 provides theoretical insight for our optimization objective,
which is an empirical version for practice.

Overall Optimization We observed that the noise consistency loss is only meaningful when boundary
conditions are satisfied or nearly satisfied; otherwise, the generator fθ,ϕ can easily find undesirable
shortcut solutions, thus we suggest using a constrained optimization form as follows:
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Algorithm 1 Noise Consistency Training

Require: Pre-trained One-Step Generator fθ, Adapter ϕ, total iterations N
Ensure: Optimized adapter ϕ for injecting new condition.

1: for i← 1 to N do
2: Sample noise z from standard Gaussian distribution;
3: Sample noise ϵ from standard Gaussian distribution;
4: Sample x with initialized noise z from frozen generator fθ, i.e., x = fθ(z).
5: Sample condition c corresponding to x by p(c|x).
6: # Primal Step:
7: ## Diffuse Noise via Variance-Preserved Diffusion
8: ztk+1

← αtk+1
z+ σtk+1

ϵ and ztk ← αtkz+ σtkϵ.
9: ## Compute Noise Consistency Loss

10: Lcon ← d(fθ,ϕ(ztk+1
, c), sg(fθ,ϕ(ztk , c)))

11: ## Compute Boundary loss
12: Lbound ← d(fθ,ϕ(z, c),x)
13: ## Compute Total Loss and Update
14: Ltotal ← Lcon + λLbound

15: Update ϕ using ∇ϕLtotal

16: # Dual Step:
17: Update λ according to Eq. (12).
18: end for

Definition 1 (Noise Consistency Training). Given a fixed margin ξ, the general optimization can be
transformed into the following:

min
ϕ

Ez,c|z,ϵLcon(ϕ) = d(fθ,ϕ(ztn , c), sg(fθ,ϕ(ztn−1
, c)))

s.t. Lbound(ϕ) = Ez,c|z,ϵd(fθ,ϕ(z, c), fθ(z)) < ξ,
(9)

where z, ϵ ∼ N (0, I), c ∼ p(c|fθ(z)), ztn =
√
1− σ2

tnz + σtnϵ and ztn+1
=

√
1− σ2

tn+1
z +

σtn+1
ϵ.

The constrained optimization problem presented in Definition 1 is hard to optimize directly. We
therefore reformulate it as a corresponding saddle-point problem:

max
λ

min
ϕ

{
Lcon(ϕ) + λLbound(ϕ)

}
, λ ≥ 0. (10)

Concrete Algorithm To efficiently optimize this saddle-point problem, we employ the primal-
dual algorithm tailored for the saddle-point problem, which alternates between updating the primal
variables ϕ and the dual variable λ. Specifically, in the primal step, for a given dual variable λ, the
algorithm minimizes the corresponding empirical Lagrangian with respect to ϕ under a given dual
variable λ, i.e.,

ϕk+1 := argmin
ϕ

{
Lcon(ϕk) + λLbound(ϕk)

}
(11)

In practice, this update for ϕ is performed using stochastic gradient descent. Subsequently, in the
dual step, we update the dual variable λ as follows:

λt+1 := max
{
λt + η ·

(
Lcon − ξ

)
, 0
}
, (12)

where η is the learning rate for the dual update.

Algorithm 1 provides the pseudo-code for our primal-dual optimization of the adapter parameters
ϕ. In contrast to the direct application of stochastic gradient descent in Eq. (10), the primal-dual
algorithm dynamically adjusts λ. This avoids an extra hyper-parameter tuning and can provide an
early-stopping condition (e.g., λ = 0). Additionally, convergence is guaranteed under sufficiently
long training and an adequately small step size [34].
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Table 1: Comparison of machine metrics of different methods for Canny, HED, Depth and 8× Super
Resolution tasks. The mark † denotes our reimplementation with the same one-step generator as used
in NCT.

Method NFE↓ Canny HED Depth 8× Super Resolution Avg
FID↓ Consistency↓ FID↓ Consistency↓ FID↓ Consistency↓ FID↓ Consistency↓ FID↓ Consistency↓

ControlNet 50 14.48 0.113 19.21 0.101 15.25 0.093 11.93 0.065 15.22 0.093

DI + ControlNet 1 22.74 0.141 28.04 0.113 22.49 0.097 15.57 0.126 22.21 0.119
JDM† 1 14.35 0.122 16.75 0.055 16.71 0.093 13.23 0.068 15.26 0.085
NCT (Ours) 1 13.67 0.110 14.96 0.060 16.45 0.088 12.17 0.053 14.31 0.078

Control 
Signal

DM + DM’s 
ControlNet,
50 NFE

DI + DM’s 
ControlNet,
1 NFE

Ours,
1 NFE

Control 
Signal

DM + DM’s 
ControlNet,
50 NFE

DI + DM’s 
ControlNet,
1 NFE

Ours,
1 NFE

Figure 2: Qualitative comparisons on controllable generation across different control signals against
competing methods.

4 Experiments

4.1 Controllable Generation

Experimental Setup. All models are trained on an internally collected dataset. The one-step
generator was initialized using weights from Stable Diffusion 1.5 [35]. Subsequently, the one-step
generator was pre-trained using the Diff-Instruct [3]. The ControlNet was initialized following the
procedure outlined in its original publication [15]. An Exponential Moving Average (EMA) with a
decay rate of 0.9999 was applied to the ControlNet parameters, denoted as ϕ.

To evaluate the performance of our proposed method in one-step controllable generation, we employed
four distinct conditioning signals: Canny edges [36], HED (Holistically-Nested Edge Detection)
boundaries [37], depth maps, and lower-resolution images.

Evaluation Metric. Image quality was assessed using the Fréchet Inception Distance (FID) [38].
Specifically, the FID score was computed by comparing images generated by the base diffusion model
without controls against images generated with the incorporation of the aforementioned conditional
inputs. The consistency metric for measuring controllability is quantified between the conditioning
input c and the condition extracted from the generated image h(x), as formulated below:

Consistency = ||h(x)− c||1, (13)

where h(·) represents the function used to extract the conditioning information (e.g., Canny edge
detector, depth estimator) from a generated image x, and c is the target conditional input. Furthermore,
to assess computational efficiency, we report the NFE required to generate a single image.

Quantitative Results. We conduct comprehensive evaluations, benchmarking our proposed approach
against three established baseline methods: (1) the standard diffusion model with ControlNet; (2) a
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Image Prompt No Text wearing a hat with sunglasses Image Prompt No Text A cat with red clothing

Image Prompt No Text red hair flowers on head Image Prompt No Text playing guitar running

ConditionImage Prompt Samples ConditionImage Prompt Samples ConditionImage Prompt Samples

Figure 3: Visual samples of image-reference generations. The samples are generated by our NCT
with 1NFE.

pre-trained one-step generator integrated with the DM’s ControlNet; and (3) a crafted ControlNet
specifically trained for a one-step generator trained via JDM distillation [9]. Notably, the JDM
approach necessitates an additional, computationally intensive distillation phase to incorporate
control mechanisms. This step is redundant given that the one-step generator has already undergone
a distillation process. In contrast, our method is tailored for one-step generators, obviating the
need for further distillation and thereby enhancing computational efficiency. The quantitative results,
presented in Table 1, assess both image fidelity (FID) and adherence to conditional inputs across
diverse control tasks. Our proposed method achieves a remarkable reduction in the number of function
evaluations (NFEs) from 50 to 1, while concurrently maintaining or surpassing the performance
metrics of the baselines. Specifically, our approach demonstrates superior FID scores and stronger
consistency measures across various conditioning tasks, signifying enhanced image quality and more
precise alignment with control conditions. These findings collectively establish that our method
achieves a superior trade-off between computational efficiency and sample quality in controlled
image generation. It delivers state-of-the-art performance with substantially reduced computational
overhead and a more streamlined training pipeline.

Qualitative Comparison. A qualitative comparison of our method against baselines is presented
in Fig. 2, comparing standard ControlNet and DI+ControlNet which does not require additional
distillation. Visual results reveal that while the standard DM’s ControlNet can impart high-level
control to one-step generators, this integration frequently results in a discernible degradation of image
quality. In stark contrast, our approach, which involves customized training for adding new controls
to one-step generator, consistently produces images of significantly higher fidelity. These visual
results substantiate the efficacy of our proposed methodology, suggesting its capability to implicitly
learn the conditional distribution p(x|c) through our novel noise consistency training.

4.2 Image Prompted Generation

Experiment Setting. The pre-trained one-step generator remains consistent with that employed
in the prior experiments. We employ the IP-Adapter [39] architecture to serve as the adapter for
injecting image prompts. Following IP-Adapter, we use OpenCLIP ViT-H/14 as the image encoder..

Quantitative Comparison. Our method is quantitatively benchmarked against the original IP-
Adapter. Following IP-Adapter [39], we generate four images conditioned on each image prompt, for
every sample in the COCO-2017-5k dataset [40]. Alignment with the image condition is assessed
using two established metrics: 1) CLIP-I: The cosine similarity between the CLIP image embeddings
of the generated images and the respective image prompt; 2) CLIP-T: The CLIP Score measuring
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Figure 4: Both boundary loss and noise consistency
loss are crucial to our NCT. Without Boundary loss, the
model’s distribution collapses. Without noise consistency
loss, the model ignores the injected condition.

Method NFE↓ Clip-T↑ Clip-I↑
IP-Adapter† 100 0.588 0.828
JDM 1 0.585 0.826
Ours 1 0.593 0.821

Table 2: Comparison of machine metrics
of different methods regarding image-
prompted generation. The mark † de-
notes that the result is taken from the
official report.

Method FID↓ Con.↓
Ours 13.67 0.110
w/o noise consistency loss 20.56 0.165
w/o boundary loss 216.93 0.113
w/o primal-dual 14.13 0.117

Table 3: Ablation study on proposed
components in our NCT.

the similarity between the generated images and the captions corresponding to the image prompts.
The quantitative results, summarized in Table 2, reveal that our Noise Consistency Training (NCT)
method achieves performance comparable to the original IP-Adapter (which necessitates 100 NFEs)
on both CLIP-I and CLIP-T metrics. Crucially, NCT attains this level of performance with only a
single NFE, signifying an approximate 100-fold improvement in computational efficiency.

Multi-modal Prompts. Our investigations indicate that NCT can concurrently process both image and
textual prompts. Fig. 3 illustrates generation outcomes achieved through the use of such multimodal
inputs. As demonstrated, the integration of supplementary text prompts facilitates the generation of
more diverse visual outputs. This allows for capabilities such as attribute modification and scene
alteration based on textual descriptions, relative to the content of the primary image prompt.

Structure Control. We observe that NCT permits the test-time compatibility of adapters designed
for image prompting with those designed for controllable generation. This enables the generation
of images based on image prompts while jointly incorporating additional structural or conditional
controls, as shown in Fig. 3. Such test-time compatibility underscores the inherent flexibility and
potential of NCT for training distinct adapters for a one-step generator, which can subsequently be
combined effectively during the inference stage.

4.3 Ablation Study

The Effect of Noise Consistency Loss. The noise consistency loss is crucial to force adapter ϕ to
learn condition c. Without the loss, it can be seen that the consistency metric degrades severely, and
the generated samples do not follow the condition at all. This is because the adapter ϕ is trained on
fully-coupled (z, c) pairs, allowing it find find a shortcut solution that directly ignores the learnable
parameters to satisfy the boundary loss.

The Effect of Boundary Loss. The boundary loss can constrain the output of the generator fθ,ϕ
in the image domain. Without the loss, although the generator can still learns some conditions, its
generated samples entirely collapse as indicated by the FID and visual samples.

The Effect of Primal-Dual. We use primal-dual since it is crafted for solving the constrained
problem, while it owns theoretical guarantees and dynamically balances the noise consistency loss
and boundary loss. We empirically validate its effectiveness, it can be seen that without primal-dual,
the performance slightly degrades regarding both fidelity and condition alignment.

5 Conclusion

This paper addressed the critical challenge of efficiently incorporating new controls into pre-trained
one-step generative models, a key bottleneck in the rapidly evolving field of AIGC. We introduced
Noise Consistency Training (NCT), a novel and lightweight approach that empowers existing one-step
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generators with new conditioning capabilities without the need for retraining the base diffusion model
or additional diffusion distillation or accessing the original training dataset. By operating in the noise
space and leveraging a carefully formulated noise-space consistency loss, NCT effectively aligns the
adapted generator with the desired control signals. Our proposed NCT framework offers significant
advantages in terms of modularity, data efficiency, and ease of deployment. The experimental results
across diverse control scenarios robustly demonstrate that NCT achieves state-of-the-art performance
in controllable, single-step generation. It surpasses existing multi-step and distillation-based methods
in both the quality of the generated content and computational efficiency.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our work proposes NCT, which can directly add new controls to one-step
generators without additional diffusion distillation.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the limitations in the Appendix C.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Provided in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Necessary information is provided in main paper and appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The experiments are conducted in internally collected datasets. We have
described how to form the training data and provided pseudo-code of our method.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have specified them in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: error bar is not reported, since it is too computationally expensive.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We reported them in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We follow the Code of Ethics from all the perspectives stated.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discussed this in Appendix D.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: We discussed it in the Appendix E.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All existing assets used in this paper have been properly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets in the submission phase.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

18

paperswithcode.com/datasets


Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Theoretical Foundation of Noise Consistency Training

This section establishes the theoretical foundation: it begins with definitions and the mathematical
setup (A.1), then introduces key lemmas (A.2) that collectively build the necessary mathematical
foundation—by defining critical distribution relationships and an input interpolation path—for
formulating the conditions and proving the main theorem (A.3). Specifically, Lemma 1, Lemma 2,
and Theorem 1 presented in the main paper are proved in Lemma A.3, Remark 1, and Theorem A.1
respectively in this section.

A.1 Definition and Setup

• Latent Distribution: The latent distribution Γ is the standard Gaussian measure on
(Rm,B(Rm)). The measure Γ has density γ(z) w.r.t. dz, so dΓ(z) = γ(z)dz. Γ is a
probability measure:

∫
Rm γ(z)dz = 1.

• Implicit Generator: fθ : Rm → Rn is a measurable function.
• Data Distribution: Pθ on (Rn,B(Rn)) is the push-forward Pθ = fθ#Γ. It has density p(x)

w.r.t. dx, so dPθ(x) = pθ(x)dx. Since Γ is a probability measure, Pθ is also a probability
measure:

∫
Rn pθ(x)dx = 1.

• Condition:. Let (C,BC , µC) be a measure space for the conditions. BC is a σ-algebra on C,
and µC is a reference measure (e.g., Lebesgue measure if C = Rk (such as Canny Edge),
or counting measure if C is discrete) (such as class labels). For each x ∈ Rn, p(·|x) is a
probability measure on (C,BC). We assume it has a density p(c|x) with respect to µC . Thus,
for any x ∈ Rn:

∫
C p(c|x)dµC(c) = 1.

• Combined Map: T = fθ × id : Rm × C → Rn × C, T (z, c) = (fθ(z), c). Since fθ and id
are measurable, T is measurable with respect to the product σ-algebras B(Rm)⊗ BC and
B(Rn)⊗ BC .

• Implicit Generator with Condition: fθ,ϕ : Rm × C → Rn be a measurable function.
• Combined Map with Condition: We define a new map Tϕ : Rm × C → Rn × C as
Tϕ(z, c) = (fθ,ϕ(z, c), c).

• Marginal Condition Density: We define the marginal probability density p(c) of the
condition c as:

p(c) =
∫
Rn

pθ(x)p(c|x)dx =

∫
Rm

γ(z)p(c|fθ(z))dz

This is a probability density with respect to µC , i.e.,
∫
C p(c)dµC(c) = 1.

• Initial Coupled Latent-Condition Distribution: Density ν(z, c) = γ(z)p(c|fθ(z)) w.r.t.
dzdµC(c).

• Independent Latent-Condition Coupling: We define the probability measure ρ on the
input space (Rm × C,B(Rm) ⊗ BC) by its density with respect to the reference measure
dz dµC(c):

dρ(z, c) = γ(z)p(c)dzdµC(c)
Here, γ(z) is the density of the standard Gaussian measure Γ on Rm. The measure ρ
corresponds to sampling z ∼ Γ independently from sampling c ∼ p(c).

• Target Data-Condition Distribution η: Density pη(x, c) = pθ(x)p(c|x) w.r.t. dxdµC(c).

• MMD (Maximum Mean Discrepancy): MMD2(P,Q) is a metric between probability
distributions P and Q. For a characteristic kernel, MMD2(P,Q) = 0 ⇐⇒ P = Q.

A.2 Lemmas

Lemma A.1. Let Γ be the standard Gaussian measure on Rm with density γ(z) with respect to the
Lebesgue measure dz. Let fθ : Rm → Rn be a measurable function, and let Pθ = fθ#Γ be the
push-forward measure on Rn, assumed to have a density pθ(x) with respect to the Lebesgue measure
dx. Let (C,BC , µC) be a measure space for conditions, and let p(c|x) be a conditional probability
density on C with respect to µC for each x ∈ Rn, such that

∫
C p(c|x)dµC(c) = 1.
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Define the measure ν on Rm × C by its density with respect to dzdµC(c):

dν(z, c) = γ(z)p(c|fθ(z))dzdµC(c)

Define the map T = fθ × id : Rm × C → Rn × C by T (z, c) = (fθ(z), c).

Then the push-forward measure T#ν on Rn×C has the density pθ(x)p(c|x) with respect to dxdµC(c).
That is,

(fθ × id)#(γ(z)p(c|fθ(z))dzdµC(c)) = pθ(x)p(c|x)dxdµC(c)

Proof. We want to show T#ν = η. By definition of equality of measures, it suffices to show that for
any bounded, measurable test function Φ : Rn × C → R:∫

Rn×C
Φ(x, c)d(T#ν)(x, c) =

∫
Rn×C

Φ(x, c)dη(x, c)

We start with the left-hand side (LHS). Using the change of variables formula for push-forward
measures:

LHS =

∫
Rn×C

Φ(x, c)d(T#ν)(x, c)

=

∫
Rm×C

Φ(T (z, c))dν(z, c) (Change of Variables)

=

∫
Rm×C

Φ(fθ(z), c)γ(z)p(c|fθ(z))dzdµC(c) (Substitute T and density of ν)

=

∫
Rm

γ(z)

[∫
C
Φ(fθ(z), c)p(c|fθ(z))dµC(c)

]
dz (Fubini’s Theorem)

The application of Fubini’s theorem is justified because Φ is bounded, γ(z) ≥ 0, p(c|fθ(z)) ≥ 0, and
ν is a finite (probability) measure.

Let’s define an auxiliary function g : Rn → R as:

g(y) =

∫
C
Φ(y, c)p(c|y)dµC(c)

Since Φ is bounded (say |Φ| ≤ M ) and
∫
C p(c|y)dµC(c) = 1, g(y) is also bounded (|g(y)| ≤ M ).

If Φ is B(Rn)⊗ BC-measurable and p(c|y) defines a measurable transition kernel, then g is B(Rn)-
measurable.

Substituting g into our integral expression:

LHS =

∫
Rm

g(fθ(z))γ(z)dz

Now, recall the definition of the push-forward measure Pθ = f#Γ. For any bounded, measurable
function h : Rn → R: ∫

Rn

h(x)dPθ(x) =

∫
Rm

h(fθ(z))dΓ(z)

In terms of densities: ∫
Rn

h(x)pθ(x)dx =

∫
Rm

h(fθ(z))γ(z)dz

Applying this identity with h = g:∫
Rm

g(fθ(z))γ(z)dz =

∫
Rn

g(x)pθ(x)dx

So,

LHS =

∫
Rn

g(x)pθ(x)dx

Now, substitute back the definition of g(x):

LHS =

∫
Rn

[∫
C
Φ(x, c)p(c|x)dµC(c)

]
pθ(x)dx
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Applying Fubini’s Theorem again (justified as before):

LHS =

∫
Rn×C

Φ(x, c)pθ(x)p(c|x)dxdµC(c)

This is precisely the integral with respect to the target measure η:

LHS =

∫
Rn×C

Φ(x, c)dη(x, c)

Since we have shown that
∫
Φd(T#ν) =

∫
Φdη for all bounded, measurable test functions Φ, the

measures must be equal:
T#ν = η

Lemma A.2 (Boundary Loss). Let fθ,ϕ : Rm × C → Rn be a measurable function. Let ν be the
measure on Rm × C with density γ(z)p(c|fθ(z)) w.r.t. dzdµC(c). Let d be a distance metric on Rn.
If the boundary loss

E(z,c)∼ν [d(fθ,ϕ(z, c), fθ(z))] = 0

then:

The push-forward measure ηϕ = (Tϕ)#ν is equal to the target measure η = T#ν. This means the
joint distribution pθ,ϕ(x, c) induced by fθ,ϕ is pθ(x)p(c|x), i.e., ηϕ = η.

Proof. The condition is E(z,c)∼ν [d(fθ,ϕ(z, c), fθ(z))] = 0. Since d(a, b) ≥ 0 for any a, b ∈ Rn, and
d(a, b) = 0 if and only if a = b, the expectation of this non-negative quantity being zero implies that
the integrand must be zero ν-almost everywhere. That is,

d(fθ,ϕ(z, c), fθ(z)) = 0 for ν-a.e. (z, c)

This implies
fθ,ϕ(z, c) = fθ(z) for ν-a.e. (z, c)

We want to show that ηϕ = (Tϕ)#ν is equal to η = T#ν. Recall the definitions of the maps:

T (z, c) = (fθ(z), c)

Tϕ(z, c) = (fθ,ϕ(z, c), c)
Since fθ,ϕ(z, c) = fθ(z) for ν-a.e. (z, c), it follows directly that the maps Tϕ and T are equal
ν-almost everywhere:

Tϕ(z, c) = (fθ,ϕ(z, c), c) = (fθ(z), c) = T (z, c) for ν-a.e. (z, c)

If two measurable maps T and Tϕ are equal ν-a.e., their push-forward measures T#ν and (Tϕ)#ν
are identical. Let Ψ : Rn × C → R be any bounded, measurable test function.∫
Rn×C

Ψ(x, c)d((Tϕ)#ν)(x, c) =
∫
Rm×C

Ψ(Tϕ(z, c))dν(z, c)

=

∫
Rm×C

Ψ(T (z, c))dν(z, c) (since Tϕ = T ν-a.e. and Ψ is bounded)

=

∫
Rn×C

Ψ(x, c)d(T#ν)(x, c)

Since this holds for all bounded measurable Ψ, we have (Tϕ)#ν = T#ν. From Lemma 1, we know
T#ν = η, where η has density pθ(x)p(c|x) with respect to dxdµC(c). Therefore, ηϕ = (Tϕ)#ν =
η.

Lemma A.3 (Interpolation of Joint Latent-Condition Distributions (Lemma 1 in main paper)). Let
γ(z) be the density of the standard Gaussian measure on Rm. Let fθ : Rm → Rn be a measurable
function. Let p(c|x) be a conditional probability density on C (with respect to a reference measure
µC) for each x ∈ Rn. Define the marginal condition density p(c) as:

p(c) =
∫
Rm

γ(z′)p(c|fθ(z′))dz′
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Assume p(c) > 0 for µC-almost every c in the support of interest. Define the conditional latent density
pdata(z0|c) as:

pdata(z0|c) =
γ(z0)p(c|fθ(z0))

p(c)
Consider a time-dependent process for t ∈ [0, 1] where zt is generated from z0 ∼ pdata(·|c) by:

zt = αtz0 + σtϵ, where ϵ ∼ N (0, Im) independent of z0 and c.
The coefficients αt, σt ∈ R satisfy:

• α0 = 1, σ0 = 0

• α1 = 0, σ1 = 1

• αt is monotonically decreasing, σt is monotonically increasing.

Let qt(zt|z0) = N (zt;αtz0, σ
2
t Im) be the density of zt given z0. Define the conditional density

pt(z|c) as:

pt(z|c) =
∫
Rm

qt(z|z0)pdata(z0|c)dz0

And the joint density pt(z, c) on Rm × C (with respect to dzdµC(c)) as:
pt(z, c) = pt(z|c)p(c)

Then,

1. At t = 0, the joint density is p0(z, c) = γ(z)p(c|fθ(z)).

2. At t = 1, the joint density is p1(z, c) = γ(z)p(c).

Proof. The joint density at time t is given by pt(z, c) = pt(z|c)p(c). Substituting the definition of
pt(z|c):

pt(z, c) = p(c)
∫
Rm

N (z;αtz0, σ
2
t Im)pdata(z0|c)dz0

Now, substitute the definition of pdata(z0|c) = γ(z0)p(c|fθ(z0))
p(c) :

pt(z, c) = p(c)
∫
Rm

N (z;αtz0, σ
2
t Im)

γ(z0)p(c|fθ(z0))
p(c)

dz0

Assuming p(c) ̸= 0 (for µC-a.e. c), we can cancel p(c):

pt(z, c) =
∫
Rm

N (z;αtz0, σ
2
t Im)γ(z0)p(c|fθ(z0))dz0

At t = 0, we have α0 = 1 and σ0 = 0. The Gaussian density N (z;α0z0, σ
2
0Im) becomes

N (z; z0, 0 · Im). This is interpreted as the Dirac delta function δ(z− z0). So,

p0(z, c) =
∫
Rm

δ(z− z0)γ(z0)p(c|fθ(z0))dz0

= γ(z)p(c|fθ(z)) (by the sifting property of the Dirac delta)
This matches the first target distribution.

At t = 1, we have α1 = 0 and σ1 = 1. The Gaussian density N (z;α1z0, σ
2
1Im) becomes

N (z; 0 · z0, 12Im) = N (z; 0, Im). By definition, N (z; 0, Im) = γ(z). So,

p1(z, c) =
∫
Rm

γ(z)γ(z0)p(c|fθ(z0))dz0

= γ(z)

∫
Rm

γ(z0)p(c|fθ(z0))dz0

The integral
∫
Rm γ(z0)p(c|fθ(z0))dz0 is, by definition, p(c). Therefore,

p1(z, c) = γ(z)p(c)
This matches the second target distribution.

Thus, the process defines an interpolation for the joint density pt(z, c) between p0(z, c) =
γ(z)p(c|fθ(z)) and p1(z, c) = γ(z)p(c).
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A.3 Main Theorem and Proof

Definition 1 (Interpolation Distribution Sequence (from Lemma 3)). A sequence of time points
0 = t0 < t1 < · · · < tN = 1. For each tk, we have a latent-condition distribution νtk (density
ptk(z, c)) such that νt0 = ν0 and νtN = ρ.

Theorem A.1. Assume the distributions η, ν0, ρ and the interpolation sequence {νtk}Nk=0 as defined
above. Let fθ : Rm → Rn be a pre-trained generator, and fθ,ϕ : Rm × C → Rn be a conditional
generator with a single set of trainable parameters ϕ. The map Tϕ is defined as Tϕ(z, c) =
(fθ,ϕ(z, c), c).

Consider the following two conditions:

1. Boundary Condition: The parameters ϕ ensure the boundary loss is zero:

E(z,c)∼νt0
[d(fθ,ϕ(z, c), fθ(z))] = 0

where d(·, ·) is a distance metric on Rn. By the Boundary Loss Lemma, this implies
(Tϕ)#νt0 = η.

2. Consistency Condition: The parameters ϕ also satisfy:

Ltotal(ϕ) =

N−1∑
k=0

MMD2((Tϕ)#νtk+1
, (Tϕ)#νtk) = 0

If such a parameter set ϕ exists and satisfies both conditions above, then fθ,ϕ (when its input is
distributed according to ρ) generates the target data-condition distribution η:

(Tϕ)#ρ = η

That is, if (z, c) ∼ ρ (i.e., z ∼ γ(·) and independently c ∼ p(·)), then (fθ,ϕ(z, c), c) ∼ η (i.e., its
density is pθ(x)p(c|x)).

Proof. Let ϕ be a parameter set that satisfies the two conditions stated in the theorem.

The first condition is E(z,c)∼νt0
[d(fθ,ϕ(z, c), fθ(z))] = 0. Recall that νt0 is the distribution with

density γ(z)p(c|fθ(z)). According to the Boundary Loss Lemma (Lemma 2), this zero loss implies
that the push-forward measure (Tϕ)#νt0 is equal to the target distribution η. So, (Tϕ)#νt0 = η.

The second condition is
∑N−1

k=0 MMD2((Tϕ)#νtk+1
, (Tϕ)#νtk) = 0. Since MMD2(P,Q) ≥ 0 for

any probability distributions P,Q, for the sum of non-negative terms to be zero, each individual term
in the sum must be zero. Therefore, for each k ∈ {0, 1, . . . , N − 1}:

MMD2((Tϕ)#νtk+1
, (Tϕ)#νtk) = 0

Assuming MMD is based on a characteristic kernel, MMD2(P,Q) = 0 if and only if P = Q. Thus,
for each k ∈ {0, 1, . . . , N − 1}:

(Tϕ)#νtk+1
= (Tϕ)#νtk

The result from step 2 implies a chain of equalities for the push-forward measures generated by Tϕ
from the sequence of input distributions νtk :

(Tϕ)#νtN = (Tϕ)#νtN−1

= (Tϕ)#νtN−2

...
= (Tϕ)#νt1
= (Tϕ)#νt0

So, we have (Tϕ)#νtN = (Tϕ)#νt0 .

From the first condition, we established that (Tϕ)#νt0 = η. Substituting this into the equality chain:

(Tϕ)#νtN = η
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From Lemma A.3, we know that νtN (which corresponds to pt(z, c) at t = tN = 1) is the independent
latent-condition distribution ρ. The density of ρ is pρ(z, c) = γ(z)p(c). Substituting νtN = ρ:

(Tϕ)#ρ = η

This is the desired conclusion. If (z, c) is sampled from ρ (meaning z ∼ γ(·) independently of
c ∼ p(·)) and then transformed by Tϕ (i.e., forming (fθ,ϕ(z, c), c)), the resulting distribution is the
target data-condition distribution η (which has density pθ(x)p(c|x)).

Remark 1 (Lemma 2 in main paper). Specifically, when we take N = 1 (particle number) in MMD
loss, and take we have some specific kernel choice:

• k(x, y) = −∥x− y∥2, although it is not a proper positive definite kernel required by MMD,
we find it works well in practice

• k(x, y) = c−
√
∥x− y∥2 + c2 is a conditionally positive definite kernel.

Then the summed MMD Loss

Ltotal(ϕ) =

N−1∑
k=0

MMD2((Tϕ)#νtk+1
, (Tϕ)#νtk) = 0,

can be implemented in a practical way:

Ltotal(ϕ) =

N−1∑
k=0

Eγ(z)p(c|fθ(z))Eγ(w)d(fθ,ϕ(αtk+1
z+ σtk+1

w, c), fθ,ϕ(αtkz+ σtkw, c)),

where d is l2 loss or pseudo-huber loss, other kernel-induced losses also work.

B Experiment Details

One-step generator We adopt Diff-Instruct [3] for pre-training the one-step generator. We adopt
the AdamW optimizer. The β1 is set to be 0, and the β2 is set to be 0.95. The learning rate for the
generator is 2e− 6, the learning rate for fake score is 1e− 5. We apply gradient norm clipping with
a value of 1.0 for both the generator and fake score. We use batch size of 256.

Controllable Generation We use Contorlnet’s architecture [15] for training. We adopt the AdamW
optimizer with β1 = 0.9, β2 = 0.95, and the learning rate of 1e− 5. We use batch size of 128.

Image-prompted Geneartion We use IP-adapter’s architecture [39] for training. We adopt the
AdamW optimizer with β1 = 0.9, β2 = 0.95, and the learning rate of 1e− 4. We use batch size of
128. We use a probability of 0.05 to drop text during training.

C Limitations
Our model shares common challenges with other controllable text-to-image diffusion models, particu-
larly regarding fairness considerations and precise detail handling. We plan to explore these ongoing
challenges in the generation domain in our future works, to improve the model’s performance in text
synthesis, fairness, and fine-grained control.

D Broader Impacts
This work presents NCT, a method that can inject new controls into pre-trained one-step generators.
From a positive perspective, this academic contribution has potential for widespread industrial adop-
tion, where its computational efficiency could reduce energy consumption and provide environmental
advantages. Conversely, malicious use of such rapid generation technologies could facilitate the
faster production of harmful content. While our focus remains on scientific advancement, we are
committed to mitigating risks through measures such as removing harmful material from training
datasets.
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E Safeguards
The NCT is trained on an internally curated dataset that has undergone rigorous human and machine-
based filtering to exclude harmful or violent content.
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