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Abstract

Cosine similarity between two documents can001
be computed using token embeddings formed002
by Large Language Models (LLMs) such as003
GPT-4, and used to categorize those documents004
across a range of uses. However, these sim-005
ilarities are ultimately dependent on the cor-006
pora used to train these LLMs, and may not007
reflect subjective similarity of individuals or008
how their biases and constraints impact simi-009
larity metrics. This lack of cognitively-aware010
personalization of similarity metrics can be par-011
ticularly problematic in educational and rec-012
ommendation settings where there is a limited013
number of individual judgements of category014
or preference, and biases can be particularly015
relevant. To address this, we rely on an inte-016
gration of an Instance-Based Learning (IBL)017
cognitive model with LLM embeddings to de-018
velop the Instance-Based Individualized Sim-019
ilarity (IBIS) metric. This similarity metric is020
beneficial in that it takes into account individ-021
ual biases and constraints in a manner that is022
grounded in the cognitive mechanisms of de-023
cision making. To evaluate the IBIS metric,024
we also introduce a dataset of human catego-025
rizations of emails as being either dangerous026
(phishing) or safe (ham). This dataset is used to027
demonstrate the benefits of leveraging a cogni-028
tive model to measure the subjective similarity029
of human participants in an educational setting.030

1 Introduction031

When humans categorize textual information, such032

as when giving recommendations or learning to033

categorize documents, we often use our personal034

subjective concepts to complete the task. One ex-035

ample of this is giving a recommendation of a funny036

book to a fiend, which requires not only our own037

subjective conceptualization of humor, but also an038

understanding of the similarities and differences039

between ourselves and our friends. While humans040

perform this task with relative ease, recommenda-041

tion systems (Ansari et al., 2000) and educational042

tools (Nafea et al., 2019) typically do not have 043

personalized measurements of subjective concepts, 044

either for themselves or the people that are using 045

these systems, potentially hindering their efficacy. 046

The specific use case we are interested in is a 047

learning setting where students are categorizing 048

documents and receiving feedback of the accuracy 049

of their categorization. In this work, we focus 050

specifically on students categorizing emails as be- 051

ing safe (ham) or dangerous (phishing) in a training 052

setting to help users identify and defend against 053

phishing email attacks. 054

When these systems do incorporate data from 055

human judgements to determine the subjective simi- 056

larity of, they typically do so by pooling together as 057

many judgements from different people as they can, 058

and aggregate their measurement (Xia et al., 2015). 059

This can be effective from a machine learning per- 060

spective, since more data can mean improved per- 061

formance for the general public. But in terms of 062

providing an individualized experience to students 063

in educational settings or end-users in recommenda- 064

tion settings, this type of data aggregation approach 065

leaves something to be desired. 066

When methods do attempt to account for indi- 067

vidual measures of similarity, they typically em- 068

ploy machine learning based methods (Shojaei and 069

Saneifar, 2021). While these approaches can be 070

beneficial in some use cases, they are not grounded 071

by the biases and constraints inherent in human 072

learning in a way that is afforded through cognitive 073

modeling. 074

In this work, we propose a method for providing 075

personalized metrics of subjective concepts that 076

can determine the similarity between sets of text, 077

with additional applications in textual categoriza- 078

tion and educational feedback. This is done by 079

leveraging a cognitive model of human learning 080

and decision making that can act as a digital twin 081

to individuals, and predict their behavior and opin- 082

ions on a wider set of stimuli. This cognitive model 083
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incorporates LLM embeddings into its prediction084

of human behavior, allowing for flexible and effi-085

cient connections between cognitive models and086

LLMs.087

Other than this method, the main contribution of088

this work is in presenting a dataset of human partic-089

ipant judgements in an educational setting learning090

to correctly categorize emails as being either safe091

‘ham’ or dangerous ‘phishing’. This is a nuanced092

and difficult task that could potentially be based093

on multiple different subjective classifications such094

as the level of urgency in a text, whether it has a095

suspicious tone, or whether it is making an offer096

that seems too good to be true. All of these features097

are relevant to determining if an email is genuine,098

and the way that individuals perceive an email as099

having these features can be highly individualistic.100

Alongside data from these human judgements101

we present a dataset of emails written by human102

cybersecurity experts, as well as emails generated103

by GPT-4 while relying on various levels of infor-104

mation from human prompt engineers. The final105

part of this dataset is a set of conversations between106

human participants and a GPT-4o model providing107

feedback to students. These conversations and the108

resulting educational improvement of students can109

provide useful insight into the prompting of LLMs110

for educational settings.111

In total this dataset represents 39230 human112

judgements from 430 participants making decisions113

while observing a set from 1440 GPT-4 or human114

generated emails, as well as 20487 messages be-115

tween human participants and the GPT-4o teacher116

model.117

2 Phishing Email Categorization Dataset118

One of the contributions of this work is the pre-119

sentation of a dataset of human judgements cate-120

gorizing emails as being either phishing or ham.121

These emails were created from various sources,122

including human cybersecurity experts, GPT-4 gen-123

eration, as well as humans working with GPT-4 in124

collaboration. Data from human participants cate-125

gorizing these emails as being either ham or phish-126

ing in an educational setting was made available127

online at 1. This dataset includes 39230 categoriza-128

tion judgements from 384 human participants of129

1440 possible emails.130

The second component of this dataset is the131

emails shown to participants, which were either132

1https://osf.io/wbg3r/

written by human cybersecurity experts, a GPT-4 133

model working alone, or a combination of human 134

and GPT-4 model work. 360 base emails written 135

by human experts were used to form three addi- 136

tional versions of these base emails. These alter- 137

native versions included a ‘human-written gpt4- 138

styled’ version that used the email body written by 139

human experts, the ‘gpt4-written and gpt4-styled’ 140

version that was fully rewritten by GPT-4, and the 141

‘gpt4-written plaintext-styled’ version that stripped 142

the HTML and CSS styling applied by the GPT- 143

4 model. These emails as well as the original 144

prompts to generate them are included in the pre- 145

sented dataset. 146

The final component of this dataset is a set of 147

conversations between human participants and a 148

GPT-4o model prompted to teach the participant 149

to identify phishing emails. In this experiment 150

three out of the eight experimental conditions in- 151

volved human participants discussing the emails 152

that they were categorizing with a GPT-4o model. 153

This model was prompted to serve as an educa- 154

tional tool and varied in the type of information that 155

was included in these prompts across experimental 156

conditions. These teacher-student conversations 157

consist of 20487 messages sent between human 158

participants and the GPT-4o model. 159

3 Background: Cognitive Model 160

The cognitive model used in this work to predict 161

the subjective similarity of human participants de- 162

cisions on unseen emails relies on Instance Based 163

Learning Theory (IBLT) (Gonzalez et al., 2003). 164

This learning theory describes the mathematical 165

foundation of cognitive mechanisms that underlie 166

human decision making in dynamic environments, 167

such as learning tasks. Cognitive models that rely 168

on the mathematical framework of IBLT are called 169

Instance-Based Learning models, which are used 170

to define the features relevant for decision making 171

tasks, and to predict the mechanisms of dynamic 172

decision making based on these features. 173

One of the benefits of employing IBL models 174

over alternatives is that they take into account the 175

past experiences of participants and the impact of 176

limitations like memory size and decay that can 177

bias decision making. IBL models have been ap- 178

plied onto predicting human behavior in dynamic 179

decision making tasks, including repeated binary 180

choice tasks (Gonzalez and Dutt, 2011; Lejarraga 181

et al., 2012), theory of mind applications (Nguyen 182
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and Gonzalez, 2022), and practical applications183

such as identifying phishing emails (Cranford et al.,184

2019; Malloy and Gonzalez, 2024), cyber defense185

(Cranford et al., 2020), and cyber attack decision-186

making (Aggarwal et al., 2022). The following187

sections outline the mathematical foundation of188

IBL models, and gives attention to the method of189

integrating these concepts into predictions of sub-190

jective similarity of categories.191

3.1 Activation192

IBL models work by storing instances i in memory193

M, composed of utility outcomes ui and options k194

composed of features j in the set of features F of195

environmental decision alternatives. These options196

are observed in an order represented by the time197

step t, and the time step that an instance occurred198

in is given T (i). IBL models predict the value199

of options in decision-making tasks by selecting200

the action that maximizes the value function. In201

calculating this activation, the similarity between202

instances in memory and the current instance is rep-203

resented by summing over all attributes the value204

Sij , which is the similarity of attribute j of instance205

i to the current state. This gives the activation equa-206

tion as:207

Ai(t) = ln

( ∑
t′∈Ti(t)

(t− t′)−d

)
+

µ
∑
j∈F

ωj(Sij − 1) + σξ

(1)208

The parameters that are set either by modelers209

or set to default values are the decay parameter210

d; the mismatch penalty µ; the attribute weight211

of each j feature ωj ; and the noise parameter212

σ. The default values for these parameters are213

(d, µ, ωj , σ) = (0.5, 1, 1, 0.25). The value ξ is214

drawn from a normal distribution N (−1, 1) and215

multiplied by the noise parameter σ to add random216

noise to the activation.217

3.2 Probability of Retrieval218

The probability of retrieval represents the proba-219

bility that a single instance in memory will be re-220

trieved when estimating the value associated with221

an option. To calculate this probability of retrieval,222

IBL models apply a weighted soft-max function223

onto the memory instance activation values Ai(t)224

giving the equation:225

Pi(t) =
expAi(t)/τ∑

i′∈Mk
expAi′(t)/τ

(2)226

The parameter that is either set by modelers or set 227

to its default value is the temperature parameter 228

τ , which controls the uniformity of the probability 229

distribution defined by this soft-max equation. The 230

default value for this parameter is τ = σ
√
2. 231

3.3 Blended Value 232

The blended value of an option k is calculated at 233

time step t according to the utility outcomes ui 234

weighted by the probability of retrieval of that in- 235

stance Pi and summing over all instances in mem- 236

ory Mk to give the equation: 237

Vk(t) =
∑
i∈Mk

Pi(t)ui (3) 238

The blended value of different options is key 239

to predicting the subjective similarity of human 240

participants in a way that is both individualized, 241

and takes into account the experience of students in 242

educational settings. This is done in our proposed 243

individualized metric of subjective similarity by 244

comparing the blended value of an individual that 245

is engaged in a task to categorize emails as being 246

either phishing or spam. 247

4 Methods of Measuring Similarity 248

4.1 Human Similarity Measures 249

We can use the accuracy of human participant cat- 250

egorizations and the confidence that participants 251

selected to their judgement to plot for each email 252

their level of similarity to phishing and ham emails. 253

For both of these metrics, a higher value signifies 254

that participants were more likely to categorize an 255

emails as being a member of that group with a high 256

confidence. These results are graphed in Figure 1, 257

which plots the phishing and ham similarity of each 258

email based on the average of human performance. 259

The reaction time and confidence weighted sub- 260

jective similarity of an email x is given by multi- 261

plying the probability of a human participant cate- 262

gorizing that email as category c giving cs(x|c) = 263

p(c|x)r(c|x)c(c|x). where p(c|x) is the probabil- 264

ity of categorization, r(c|x) is the reaction time 265

normalized to between 0 and 1, and c(c|x) is the 266

confidence additionally normalized to between 0 267

and 1. This gives the subjective similarity as: 268

HS(x, x′) =
cs(x|c)cs(x′|c)∑

c′∈C cs(x|c)
∑

c′∈C cs(x′|c′)
(4) 269

This metric of subjective similarity depends on 270

primarily the categorization of emails from human 271
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Figure 1: Average Human Similarity measure for phish-
ing (blue) and ham (orange) emails based on the catego-
rization, confidence, and response latency of participant
responses. Shaded region represents a logistic regres-
sion classifier trained on 100 train-test splits of size 50%
with the accuracy shown in the lower right.

participants, but additionally takes into account272

their confidence, with higher confidences of phish-273

ing categorizations indicating an emails is more274

similar to the phishing email category. Addition-275

ally, this metric takes into account the reaction time276

of human participants in making their judgement,277

with faster judgements additionally indicating that278

a category is more similar to members of that cat-279

egory average. The goal of the IBIS method is to280

reflect this type of subjective similarity, and is com-281

pared to several alternative measures of similarity282

described in the following sections.283

4.2 Cosine Similarity284

Cosine similarity is the most commonly used met-285

ric of similarity of word and document embed-286

dings, with many applications from classification287

(Park et al., 2020), recommendation systems (Khat-288

ter et al., 2021), educational tutorial systems (Wu289

et al., 2023), question answering (Aithal et al.,290

2021), and more (Patil et al., 2023). However, there291

are limitations to using cosine similarity such as292

in documents with high-frequency words (Zhou293

et al., 2022), and the presence of false information294

(Borges et al., 2019), both of which are concerns295

for phishing email education.296

A simple way to apply cosine similarity onto297

the task of categorizing an email as being either298

Figure 2: Average cosine and human participant simi-
larity for phishing (light blue) and ham (light orange)
emails. Shaded region represents a logistic regression
classifier trained on 100 train-test splits of size 50%
with the accuracy shown in the lower right.

phishing or ham is to collect a large number of 299

labelled emails and compute the average of the 300

embeddings of these labelled emails. Once this 301

embedding average is collected, we can measure 302

the cosine distance of any given email embedding 303

and the average of both categories. 304

CS(x, x′) =
xTx′

||x||||x′||

=
xTx′√

xTx
√
x′Tx′

(5) 305

The cosine similarity of each email embedding 306

to the mean embedding of that category is shown 307

in Figure , and compared to our metric of subjec- 308

tive similarity that is dependent on human partici- 309

pant categorization, confidence, and reaction time. 310

From this, we can see that on average the embed- 311

dings are calculated as being significantly more 312

similar to each other compared to the subjective 313

similarities of human participants. 314

Comparing the accuracy of using the cosine sim- 315

ilarity metrics, we can see that the logistic regres- 316

sion of predicting the human subjective similarity 317

has now decreased in accuracy to 0.48, from the 318

previous accuracy of 0.96 when forming a logistic 319

regression of human participant similarity judge- 320

ments alone. This significant decrease is due to the 321

gap between cosine similarity and the subjective 322

4



Figure 3: Average weighted cosine and human partici-
pant similarity for phishing (light blue) and ham (light
orange) emails. Shaded region represents a logistic re-
gression classifier trained on 100 train-test splits of size
50% with the accuracy shown in the lower right.

similarity of human participants. One solution to323

this is to deferentially weight the indices of embed-324

ding values, which is explored next.325

4.3 Weighted Cosine Similarity326

Distance weighted cosine similarity is a common327

method employed in utilizing embeddings (Li and328

Han, 2013), which has been applied onto measur-329

ing similarity of online instruction in educational330

settings (Lahitani et al., 2016), as well as several331

cybersecurity specific applications like ransome-332

ware detection (Moussaileb et al., 2021), and in-333

side attacker detection (Khan et al., 2019). In this334

work, we employ weighted cosine similarities of335

embeddings formed from emails categorized as336

being either ham or phishing, and compare it to337

human subjective similarity judgements. This can338

be done by defining the weighted cosine similarity339

of an email embedding as:340

CSw(x, x
′,W ) =

(Wx)T (Wx′)

||Wx||||Wx′||

=
xTW TWx′√

xTW TWx
√
x′TW TWx′

(6)

341

From this definition of the weighted cosine sim-342

ilarity, it is relatively simple to construct the em-343

bedding weight matrix A in a way that minimizes344

Figure 4: Average pruned cosine and human partici-
pant similarity for phishing (light blue) and ham (loght
orange) emails. Shaded region represents a logistic re-
gression classifier trained on 100 train-test splits of size
50% with the accuracy shown in the lower right.

the mean squared error of the distance between 345

weighted cosine embeddings and the subjective 346

similarity metrics of participants. This allows for 347

the classification of emails in a way that reflects 348

the confidence and categorization of human partici- 349

pants in an educational setting. The results of this 350

weighting are shown in Figure 3, which compares 351

the average human participant subjective similarity 352

and the weighted cosine similarity of email embed- 353

dings. 354

The accuracy of the logistic regression fit to 355

weighted cosine similarities of phishing and ham 356

emails when predicting human subjective similarity 357

has increased to 0.97 from the unweighted accu- 358

racy of 0.48. These improved similarity metrics 359

indicate that weighting cosine similarity based on 360

data from a large dataset of human participants can 361

result in a metric that more accurately reflects the 362

average of human subjects’ subjective similarity 363

metrics. 364

4.4 Pruning Document Embeddings 365

The final method of comparison for developing 366

individualized metrics of similarity is embedding 367

pruning, where embeddings are reduced in size 368

based on feedback from human categorizations to 369

better account for their subjective similarity (Man- 370

rique et al., 2023). This method was originally de- 371

signed for word embeddings with a larger number 372
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of categories that are more varied than our appli-373

cation. We adjusted this approach to apply it onto374

reflecting human categorization of emails into only375

two related categories of phishing and ham emails.376

After making these adjustments to the embed-377

ding pruning method the result is a similarity met-378

ric calculated by ranking embedding value by how379

well it predicts the different human categorization380

performance, and selecting only the top 500 embed-381

ding values, representing just under 20% of the size382

of the embedding, as was done in (Manrique et al.,383

2023). These top predictive embedding values are384

retained, while all other values are masked to 0.385

After this, cosine similarity can be calculated with386

the standard approach, resulting in the similarity387

shown in Figure 5.388

5 Instance-Based Individualized389

Similarity (IBIS)390

To determine an individual participant’s metric of391

similarity, we employ an IBL model that is serving392

as a digital twin of the participant. The result in393

an Instance-Based Individualized Similarity (IBIS)394

metric. The benefits of IBIS are in the ability to395

predict human judgements on unseen documents396

or feedback from recommendations, and enhance397

measurements of subjective similarity. Importantly,398

these predictions of human behavior are not merely399

relying on a separate machine learning based tech-400

nique, but rather a cognitive model that is inspired401

by the human cognitive mechanisms underlying de-402

cision making and thus able to account for natural403

biases and constraints in humans.404

IBIS(x, x′) =
Vk(c|x)Vk(c|x′)∑

c′∈C Vk(c′|x)
∑

c′∈C Vk(c′|x′)
(7)

405

Predictions of Instance-Bases Individual Similarity406

are done using an IBL model that is currently serv-407

ing as a digital twin with the same experience as408

an individual participant. Using this we determine409

the value that the IBL model assigns to predict-410

ing a category c as Vk(c|x), or the value the IBL411

model assigns to choosing option c as the category412

of document x. Then, we can divide this value413

by the same categorization value assigned to each414

alternative categorization of the same document.415

This results in the IBIS metric which can be calcu-416

lated after each decision is made by a participant,417

as shown in the pseduo-code in Algorithm 1.418

Input: default utility u0, a memory
dictionary M = {}, global counter
t = 1, step limit L. Dataset of
stimuli D

repeat
Initialize a counter (i.e., step) l = 0 and
observe state sl

while sl is not terminal and l < L do
Execution Loop

Exploration Loop k ∈ K do
Compute Ai(t) by Eq: (1)
Compute Pi(t) by Eq: (2)
Compute Vk(t) by Eq: (4)

end
Update similarity by Eq: (7)
using each data point in D

Predict student action a by
kl ∈ argmaxk∈K Vk(t)

end
Observe student action a, observe
sl+1, and student feedback
outcome ul+1

Store t instance in M
end

until task stopping condition
Algorithm 1: Pseudo Code of Instance-Based
Learning Cosine Similarity Update

6 Case Study of IBIS: Individuals in 419

Phishing Email Education Dataset 420

Previous comparisons of similarity metrics and hu- 421

man participant behavior compared the average of 422

human performance. To highlight the benefits of 423

the IBIS method, we replicate these calculations 424

with one individual from the experiment. Here, the 425

individual similarity of phishing and ham emails is 426

based only on a single individuals categorization, 427

confidence, and reaction time in their judgement. 428

These graphs are shown for illustration with the av- 429

erage accuracy of logistic regression of similarity 430

metrics predicting individual participant similarity 431

metrics reported in table 1. 432

While the previous comparisons of embedding 433

similarity metrics were all reasonably reflective of 434

the average of all human participants across the en- 435

tire dataset, they do not necessarily correspond to 436

individual participants as closely. To demonstrate 437

this, we plot 5 randomly selected participants’ indi- 438

vidual metrics of similarity for the limited emails 439

they observed in Figure 5. Here, the individual 440
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Figure 5: A comparison of the four similarity metrics under comparison using data from a single individual
participant. These are shown for illustrative purposes with averages for each participant listed in Table 1 A: Cosine
similarity compared to human subjective similarity. B: Weighted cosine similarity compared to human subjective
similarity. C: Pruned cosine similarity compared to human subjective similarity. D: IBIS similarity compared to
human subjective similarity.

similarity of phishing and ham emails is based only441

on a single individuals categorization, confidence,442

and reaction time in their judgement. From this we443

can see that there is a large discrepancy between444

the aggregated weighted cosine similarity and each445

of the four individual participants.446

The accuracy of the logistic regression of the em-447

beddings for the vanilla cosine similarity for this448

example participant is 0.66. The same value for449

both the weighted cosine and pruned cosine method450

for this participant is 0.86. Meanwhile, the IBIS451

metric gives an accuracy of the logistic regression452

of 0.96. This is approaching the original accuracy453

of the two best performing cosine similarity met-454

rics (weighting and pruning) when using the entire455

dataset of human participant performance.456

An important difference between these four457

methods is that only the IBIS method can com-458

pare emails that were not originally presented to459

an individual, meaning there are more embedding460

similarities used in the logistic regression. Note461

the smaller number of similarities performed in the462

Cosine, Weighted Cosine, and Pruned Cosine con-463

ditions in the first three columns of Figure 5, which464

is due to the limited number of emails shown to465

each individual participant. Meanwhile, the IBIS466

method has a larger sample of emails to draw from467

since it makes predictions of individual participant468

behavior on emails that they were never presented469

with.470

This comparison demonstrates the clear benefits471

of using a cognitively inspired method of model-472

ing human participant decisions making that takes473

into account biases and cognitive constraints. The474

results is a prediction of behavior that can accu-475

rately fill in the gaps of unseen elements of the476

dataset that have not been observed by a partici- 477

pant. This method more accurately predicts the 478

subjective similarity of participants as measured 479

by categorization, confidence, and reaction time. 480

Importantly, this is done while initially limiting 481

the cognitive model to observing a single decision 482

made by these participants, and increasing this data 483

as the participant makes more decisions. 484

7 Predicting Human Categorization 485

To evaluate the usefulness of these previously listed 486

metrics of semantic similarity, we employ another 487

IBL model to make predictions of participant cate- 488

gorizations of phishing emails as being either safe 489

or dangerous. This is a highly complex task that 490

involves making judgements about subjective qual- 491

ities like suspicousness, urgency, or plausibility, as 492

well as objective qualities like whether the email 493

sender matches one listed in the body or whether a 494

link url is mismatched from its text. 495

In the above examples of using different methods 496

to predict the subjective similarity of human partic- 497

ipant behavior, the entire dataset of decisions from 498

one individual was used. However, when provid- 499

ing educational feedback the number of data points 500

from each participant begins at 0 and progresses 501

through to the full amount of decisions collected 502

from that participant. This is a significantly more 503

challenging problem, as human participant deci- 504

sions can be poor at the beginning of educational 505

examples and potentially increase in quality dra- 506

matically through educational feedback. 507

To compare the methods discussed in this pa- 508

per, as well as our proposed Instance-Based cosine 509

similarity weighting approach, we evaluate the ac- 510

curacy of logistic regressions as they are formed 511
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Method Similarity to
Average Humans

Similarity to
Individual Humans

Human Behavior
IBL Prediction Accuracy

Cosine Similarity (Park et al., 2020) 0.48 0.60±0.2 0.80±0.1
Embedding Weighting (Li and Han, 2013) 0.97 0.86±0.1 0.81±0.04

Embedding Pruning (Manrique et al., 2023) 0.97 0.86±0.04 0.82±0.08
IBIS (proposed) 0.97 0.93±0.04 0.87±0.05

Table 1: Comparison of the three previously described methods in their similarity to human behavior. Similarity
to average humans is performed across the entire dataset of human judgements. Similarity to individuals and IBL
prediction accuracy are both done for each individual participant. Reported values are means ± standard deviations.

from individual participants behavior. This is done512

by comparing the regression accuracy in predicting513

the single next decision made by a human partic-514

ipant while fitting the measure of their subjective515

similarity from all previous decisions that they have516

made.517

The results from this comparison of the predic-518

tive accuracy of a separate IBL model that relies519

on different metrics of similarity when predicting520

human performance are shown in Table 1, and indi-521

cate that the IBIS method of calculating individual-522

ized subjective similarity of participants produces523

the best similarity metric for an IBL model when524

predicting human behavior. It is important to note525

that the IBL model predicting human behavior and526

the model that are estimating similarity are not the527

same, as the similarity estimate model needs to rely528

on a separate similarity metric.529

8 Discussion530

Many applications of LLMs are interested in tai-531

loring use cases to individuals, even when little532

information is known about that individual. While533

many approaches of individualization have demon-534

strated success in producing outputs or represent-535

ing information in an individualized manner, these536

have typically relied on advanced machine learning537

techniques. The method proposed in this work is538

relatively simple from a mathematical perspective,539

though there is a strength in its reliance on theo-540

ries of cognition that underlie human learning and541

decision making. The result is a simple to under-542

stand and easy to implement method of calculating543

similarities of unseen documents using a cognitive544

model, which can augment datasets that contain545

only a small number of decisions from a single546

user.547

The specific application we investigated is some-548

what unique in that it is based on training human549

participants to make categorization judgements of 550

textual information of one of two categories. How- 551

ever, we believe that the general method described, 552

of augmenting subjective similarity metrics with 553

predicted decisions from a cognitive model, could 554

be applied onto various other scenarios. 555

For instance, in visual learning settings Vari- 556

ational Autoencoders have been integrated with 557

cognitive models to predict human utility learning 558

of abstract visual information (Malloy and Sims, 559

2024). This task involved visual queues with as- 560

sociated utilities taken from a large dataset of hun- 561

dreds of possible abstract visual images in the form 562

of jars of differently colored marbles. The same 563

method of determining subjective similarity could 564

be applied onto this visual utility learning task. 565

Overall, the results in this work demonstrate the 566

usefulness of cognitive models in serving as digi- 567

tal twins to human participants. Leveraging these 568

models and integrating their results into Large Lan- 569

guage Model techniques has the potential to make 570

measurements from these models more cognitively 571

grounded. While there are existing methods of 572

incorporating human behavior through the use of 573

large datasets collected from many participants, 574

these do not necessarily account for individual bi- 575

ases and constraints. The method proposed in this 576

work takes these features of human learning and 577

decision making into account in developing indi- 578

vidualized metrics of similarity. 579

Limitations 580

The task presented in this work of predicting 581

whether an email is phishing or ham relies heav- 582

ily on a small number of features within the email. 583

Namely, if an email contains a link that redirects to 584

a nefarious website, or requests personal informa- 585

tion, then it should be labelled as phishing. While 586

students rely on many queues to make their judge- 587
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ments, the true categorization task is in reality sim-588

ple. Future work in the area of learning subjective589

similarity metrics should expand into domains with590

more categories, and more complex and abstract591

categories.592

Ethics Statement593

The model proposed in this work, as well as the594

dataset introduced, involves an educational setting595

and thus introduces significant ethical concerns.596

One of the main concerns of the use of LLMs597

in educational settings is the potential for biases598

present in LLMs that negatively impact students599

of a specific ethnic, cultural, or racial background.600

This potential concern is mitigated in this work601

because of the specific educational setting, in de-602

tecting phishing emails, which are designed by the603

original cybersecurity experts to be applicable to a604

wide range of end users. However, the application605

of this approach outside of the setting used in this606

work should take care in ensuring that the method607

of calculating the similarity of educational exam-608

ples shown to students not be biased. While this is609

an inherent concern in the use of LLMs in educa-610

tion, our proposed approach of using more individ-611

ualized metrics of similarity can hopefully reduce612

the likelihood of LLM biases negatively impacting613

student education. This is because our proposed614

model is based on individual past experiences and615

biases when calculating subjective similarity.616
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