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Abstract

Language models have seen enormous progress on advanced benchmarks in recent1

years. However, high performance on these benchmarks requires exceedingly large2

computational resources. Therefore, it is difficult to get an accurate picture of the3

progress of practical capabilities. Here, we try to address this issue by measuring4

trends in benchmark price-performance. We find that the price for a given level of5

performance has decreased considerably for GPQA-Diamond, while our analysis6

of SWE-Bench Verified remains uncertain. In the process, we collect a large7

public dataset of benchmark prices over time. We use this data to look at trends8

in the price of benchmarking, which, despite trends in price-performance, have9

remained flat or increased, often to unexpectedly high levels. Finally, we argue that10

focusing on benchmark scores alone, in disregard of resource constraints, has led11

to a warped view of progress. Hence, we recommend that evaluators both publicize12

and take into account the price of benchmarking as an essential part of measuring13

the real-world impact of AI.14

1 Introduction15

A critical dimension of the real-world impact of AI systems is cost, which is often ignored in discourse16

around evaluations. Current costs for state-of-the-art benchmark evaluation can be thousands of17

dollars. For instance, OpenAI was able to attain breakthrough performance on the ARC AGI18

benchmark; however achieving this score reportedly cost 3,000 dollars [Ord, 2025]. At the same19

time, articles acclaim the huge decrease in prices for state-of-the-art LLMs [Appenzeller, 2024].20

For instance, Cottier et al. [2025] finds LLM token prices controlling for task performance may21

be decreasing by factors of 10-1,000x per year. Here we examine each of these developments22

and their effect on measuring progress in AI capabilities. First, we measure benchmark progress,23

controlling for cost. This number serves as an important proxy of AI inference capabilities, in24

particular, algorithmic progress in inference, which is an important factor in models of AI capability25

growth [AI Futures Project, 2025]. This number also helps us predict when the currently expensive26

benchmark capabilities will be much more widely distributed. Unlike earlier estimates, we take into27

account the number of tokens as well as token costs. This adjustment is particularly important for28

for reasoning models, which can have lower per-token cost but a larger cost overall due to much29

greater token generation. We try to examine price performance trend across other benchmarks like30

SWE-bench Verified, but our estimates of progress in these domains remain uncertain. We use data31

from the Epoch AI Benchmark hub [Epoch AI, 2024] and collect historical snapshots of Artificial32

Analysis prices. Combining this data, we construct one of the most comprehensive datasets to date33

on AI benchmarking costs (linked in Appendix A).34

Using our dataset of benchmark prices, we then examine trends in the price of benchmarking. Finally,35

we argue for more resource data transparency in evaluations. Without this data, it is hard to identify36

what AI developments are driving forward practical performance and what developments are simply37

using more compute resources.38
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2 How Fast Is Benchmark Price Performance Improving?39

As mentioned earlier, improvements in price performance are an important factor in measuring AI40

progress. Our initial results point to steep increases in efficiency relative to GPQA-Diamond. To41

measure this trend, we collect data on input and output token prices over time by gathering Internet42

Archive data from Artificial Analysis. This data ranges from April 2024 to September 2025 and43

contains token level price data from proprietary and open-source mode inference providers (OpenAI,44

Deepinfra, Cerebras, etc). We collect exclusively the lowest input and output token prices (the full45

price data across all providers is not available on the Internet Archive). We chose the cheapest46

available provider to better control for the price/latency tradeoff (see Erdil [2025]). Nevertheless,47

sometimes the lowest input prices are on different providers from the lowest output prices. However,48

in the vast majority of cases they are on the same provider or they are very comparable to the price49

that would exist if we had chosen the input and output costs on one provider. Second, we collect50

benchmark data from Epoch AI’s benchmarking hub [Epoch AI, 2024]. This data includes the51

model’s performance on the benchmark as well as the number of inputs and outputs, and cached52

tokens used. We then estimate the benchmark price by multiplying the input and output tokens by the53

lowest input and output token prices. If the price of running the benchmark changes in our dataset, we54

include this as a separate point in our dataset. Therefore, there may be many points for a given model55

if its price changes frequently. In our largest GPQA-Diamond dataset, we have 95 price datapoints56

with 61 unique models. While our SWE-bench Verified dataset has 13 datapoints with 12 unique57

models. For more information on our data collection procedure, see Appendix B.58

2.1 Regression Approach59

We use a fit as described in Eq. (1). i indexes models, GPQA-Diamond measures benchmark60

performance of model i (we also model SWE-bench Verified performance), and t is a linear time61

trend. ϵi is an i.i.d. error term. The coefficient of interest is β2, which measures the rate of log price62

changes, conditional on benchmark performance. The results of this regression are given in Table 1.63

We chose this fit based on research showing benchmark performance increasing with the logarithm of64

compute [Zhang and Chen, 2024]. Owen [2024] also showed benchmark performance increasing with65

the logarithm of training compute. Since parameters are roughly proportional to inference compute66

and the square root of training compute [Villalobos and Atkinson, 2023], we infer that benchmark67

performance is linear in log inference compute/price when non-saturated. We filter GPQA-Diamond68

to have scores from 25 to 85 percent to identify this non-saturated region (Random guessing on69

GPQA-Diamond would yield 25 percent). We filter SWE-bench Verified for values above 2 percent.70

In addition, we run a regression on models filtered to only be on the Pareto-frontier. That is, only71

fitting models that were either more accurate or less expensive than previous models. We find that the72

trend in benchmark efficiency on the Pareto-frontier are much larger than the fit for models overall.73

Interestingly, we find that prices for some models have increased. This is generally due to cheap74

platforms no longer supporting legacy models. Since, we believe these kinds of prices increases75

don’t represent price performance decreases, we don’t include these in our analysis. In addition, we76

perform our regression on only open-source models. Open source models can theoretically be run77

by anyone, and therefore, we expect that they will not be priced at a large markup relative to the78

necessary GPU resources to run them. Hence, we believe that the trend in open source models more79

accurately measures technical progress rather than economic effects like increased market pressure.80

Open-source models also might not be on the technical frontier. However, we think their performance81

seems to parallel frontier models with a few month lag [Denain, 2024]. Almost all the models tested82

by Epoch on SWE-bench Verified are closed source, so measuring the extent of technical progress in83

this domain is much more challenging. The results of our different fits are shown in Table 1.84

Overall, we find GPQA-Diamond benchmark price-performance has increased dramatically with85

estimates in most groups in the range of 10x. However, for SWE-bench Verified, available data is86

mostly inconclusive and could be consistent with both increasing and decreasing price performance.87

log(Benchmark Pricei) = β0 + β1GPQA-Di + β2t+ ϵi (1)
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Table 1: Rate of price change across several different benchmarks. Regressions include either all
models or only the models that improve in accuracy or price (Pareto Restricted). A separate analysis
of only open source models was possible with GPQA-Diamond (GPQA-D). Decrease factors < 1
represent increases.

Grouping Year Decrease Fac-
tor

90% CI n R2

Open Source Models GPQA-D 2.552 [1.210, 5.383] 57 0.4754
Open Source Models GPQA-D
(Pareto Restricted)

9.776 [4.632, 21.914] 29 0.6566

All License GPQA-D 8.018 [3.757, 16.837] 91 0.443
All License GPQA-D
(Pareto Restricted)

20.187 [5.962, 68.360] 34 0.6075

All License SWE-bench V 0.6807 [0.071, 6.531] 13 0.1865
All License (Pareto Restricted)
SWE-bench V

.854 [0.019, 38.02] 7 0.6784

2.2 Binning Method88

In addition to the full regression approach above, we can also bin models by their benchmark score89

and regress on each bin (Figure 1). For each bin, we find the record-setting lowest-priced models over90

time to get a sense of frontier capability progress. We notice, similar to Cottier et al. [2025], that there91

are slightly faster trends at the higher quality frontier. This may imply that there could be different92

economic or technical factors driving cost reduction in higher capability models. This method lends93

itself well to a simple graphical depiction. Yet, some bins are clearly non-linear, leading to highly94

unstable fits. However, the (20%− 40%) and (60%− 80%) are broadly consistent with the results95

in our regression study.96

Figure 1: Graph of benchmark price vs time for models within a fixed GPQA-Diamond range. We
don’t have a good fit for models in the 40%− 60% range but include it here for consistency.

3 Trends in the price of Evaluations97

Benchmarking is a fundamental part of AI research and development. Large benchmarking costs98

pose a challenge to maintaining a healthy evaluation ecosystem. We take the previous price estimates99

of benchmarking and look at the overall trend regardless of performance. We find that, despite100

the dramatic fall in price for a given level of performance outlined in the previous section, overall101

benchmark prices have stayed constant or increased at a moderate rate (see Figs. 2 and 3). We see102

less dramatic but similar trends in SWE-bench Verified. Alarmingly, the cost of running SWE-bench103

Verified on some models has risen to thousands of dollars. This price can be taxing for small academic104

3



Figure 2: Graph of price to run GPQA-Diamond
benchmark over time. Prices based on Epoch-AI
benchmark data and Artificial Analysis Prices.
Overall, benchmark prices have stayed constant
despite falls in model price performance.

Figure 3: Graph of price to run SWE-bench Veri-
fied over time. Prices based on Epoch-AI bench-
mark data and Artificial Analysis Prices. Similar
to Fig 2, benchmark prices have increased. In ad-
dition, the price to run SWE-bench Verified for
some models is now in the thousands of dollars.

research groups, and this problem is compounded if many different models must be run or if multiple105

benchmarks are involved in a study. Our analysis does not take into account new, longer context106

and agential benchmarks, which are becoming prohibitively expensive. For instance, ∞BENCH107

spent 5,000 dollars evaluating long-context abilities on GPT-4 [Zhang et al., 2024]. Such costs make108

independent and academic benchmarking prohibitive and have led to the rise of private firms like109

Artificial Analysis, which share some information with the public but keep other information, like110

benchmark costs and historical prices, either hidden or not easily accessible.111

4 Recommendations for Future Evaluations112

At first glance, our analysis seems to point in different directions. The price of certain abilities has113

dropped precipitously, while others remain uncertain. In addition, the benchmarking costs of models114

have remained constant or increased. Overall, we believe that focusing on increasing benchmarking115

scores alone has led the community to a distorted picture of AI progress. AIs with much better116

benchmark scores but with even greater resource demands represent a smaller leap in practical117

performance.118

We call for evaluators and researchers to publish resource data on evaluations more widely so that the119

evaluation community can examine capability progress in light of real-world economic constraints.120

Given the limited data available, it is hard to know what real-world progress has been made in121

SWE-bench or in any benchmark. Has math price performance increased? Have agentic tool-using122

agents become more efficient? Are we closer to an AI software developer? Without data on the123

resources used, evaluations give us a much less clear picture of current practical capabilities and the124

future of AI.125
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A Data156

Our dataset of benchmark prices is available here: The Price of Progress Project:157

https://anonymous.4open.science/r/The-Price-of-Progress-122B/158

B Details on Dataset Selection, and Preprocessing159

Some models have input and output costs of 0 dollars on artificial analysis. We do not include these160

models in our dataset. We believe these are generally company promotional offers. The Internet161

Archive has only limited data on some models. We collect all information accessible (Many Internet162

Archive pages failed to load). However, if data is logged 6 months apart this could lead to irregular163

progress estimates. Epoch benchmarks also include cached tokens. We do not include these for our164

GPQA-Diamond benchmark cost estimates as the number of cached tokens is generally x20 smaller165

(as well as around 10x cheaper) than either input or output tokens, and artificial analysis does not have166

cache token prices. However, for SWE-bench-verified, cached tokens constitute a significant portion167

of the cost. Therefore, we use proprietary vendors current cache tokens prices. Vendors generally168

have a variety of cache token prices for anthropic—we use 5m cache write prices. Deepseek’s prices169

cache hit and misses. Since we do not know the hit-miss ratio, we decide not to include the model in170

our SWE-bench measurements. In addition, we do not have historical data on cache token prices.171

However, proprietary models generally do not change either input or output tokens for a given model172

over time. For instance, we find only one instance of this in our dataset. This is also mentioned by173

Fradkin [2025]. Sometimes Epoch benchmark reports where underspecified, i.e., did not mention174

which version of a model was used in these cases—we did not include this data. We did not include175

data in our analysis where we could not match the epoch model benchmark card with the model name176

on Artificial Analysis.177
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