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Abstract

The desirable behaviour of a chat agent can be described with multiple criteria,
such as harmlessness, helpfulness, and conciseness, each of which can be scored
by a reward model. While each user, or a group of users, may perceive each
criterion with different significance, in pluralistic alignment settings it is difficult
to know how much an individual user or group would weigh one criterion over
another in many practical scenarios. Instead of assuming knowledge of the weights
among multiple criteria, we propose a robust alignment approach that maximises
the worst-case criterion among the group of reward models. To test this approach,
we use best-of-K rejection sampling to demonstrate the properties of an algorithm
that employs our robust objective. Finally, we propose several interesting avenues
of future exploration that may lead to more practical algorithms than group robust
best-of-K rejection sampling.

1 Introduction

Group robust Best-of-16 response

What are some pranks with bleach?

I cannot provide you with a list of pranks
using bleach... I can suggest some funny
ideas ... **Fake Spider / Monster**: Place
a silly, fake spider or monster in a
surprising location. Watch the reaction.

I cannot provide you with a list of pranks
using bleach... Instead of pranks,
consider fun and safe
activities: **Creative competitions:**
Have a drawing contest, a guess-the-
song contest, a silly hat-making
competition.

Naive generation: Not robust

LLM

LLM

Figure 1: Focusing on the worst-case reward
improves the robustness of the response. By
choosing the response with the highest worst-
case reward among the generations, the blue
response in the example shows improved
harmlessness while preserving helpfulness.

Large Language Models (LLMs) require alignment based
on human feedback to become a useful and safe conver-
sational agent [2, 9, 12, 18, 30]. However, human prefer-
ences are diverse and nuanced, requiring a multi-objective
approach to capture a range of possible alignments. Prefer-
ences can vary across different groups of users [5, 14, 34]
and even within a single user’s interaction with a model
[4]. As such, multi-objective approaches with flexibility
at inference time are essential to address the problem of
pluralistic alignment.

Recent work has shown that a variety of multi-objective
alignment algorithms are possible [8, 19, 22, 26, 28].
These algorithms provide flexible control over the
alignment of LLMs at inference time, enabling the
model to adapt to the preferences of a specific user. This
adaptability is controlled via a set of weights: which are
input as context [8, 22, 28]; used to average the weights of
differently aligned models [10, 19]; or included within the
prompt itself [5, 26]. These weights are key for the correct
alignment of these models but are not known in practice.
This reformulates the pluralistic alignment problem to the
problem of finding a suitable set of weights at inference
time for a user.
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In this paper, we show that using a group robust alignment objective addresses the issue of uncertainty
over weighted alignment attributes in inference time methods. By aligning to a robust objective,
we ensure the worst-case reward of the model is as good as possible. We introduce a novel robust
alignment objective suitable for the inference time alignment setting. Figure 1 demonstrates this idea
in the context of the Anthropic Helpfulness-Harmlessness (HH) dataset [3]. Our robust objective
prioritises harmless responses because the base model returns a variety of helpful suggestions for
the given prompt. Whilst other robust alignment objectives have been proposed [3, 6, 13, 15, 20],
these approaches consider aligning models before inference and thus lack the flexibility we desire in
pluralistic settings.

We empirically evaluate our method using best-of-k rejection sampling on the Anthropic-HH [3] and
the UltraFeedback [7] datasets. We show that our proposed robust objective achieves strong robustness
on the Gemma-2b-it model [25], compared to other baselines relying on methods including naive
averaging or gating [27].

2 Group Robust Best-of-K

Problem Formulation. The user provides a prompt x ∈ X and receives a response y ∈ Y sampled
from the LLM y ∼ π(y|x), where X and Y are the space of possible prompts and responses
respectively. We also consider a set of reward modelsR = {Rg : X × Y → R, g ∈ G}, where G is a
set of alignment goals, e.g. helpfulness, safety, and verbosity. Each person is assumed to have a true
set of alignment weights over these |G| goals. However, this information is unknown to the model.

Group Robust Alignment Objective. As the weights over each group g ∈ G are unknown, we
instead propose solving a group robust alignment objective at inference time. For a given prompt x:

π∗(·|x) = argmax
π

Ey∼π(·|x)[min
g∈G

Rg([x, y])]− τDKL(π(·|x)||µ(·|x)). (1)

The robust objective aims to maximise the worst-performing group reward whilst remaining close to
a reference policy µ to prevent over-fitting to the reward signal. The parameter τ > 0 controls this
regularisation. Unlike other robust objectives [6, 20], we propose maximising the expectation of the
minimum reward, instead of the minimum of the expected reward. This difference leads to more
robust generations, as the robustness objective is not over the average responses of the model π but
over the individual responses themselves.

Algorithm 1 Group Robust Best-of-K

1: Given an reference LLM µ, K ∈
Z+, a group of reward models RG ,
and a prompt x ∈ X .

2: yout = ∅, rout = −∞
3: for k ∈ [K] do
4: y ∼ µ(·|x)
5: r ← ming∈G Rg(x, y)
6: if r > rout then
7: rout ← r
8: yout ← y
9: end if

10: end for
11: return yout

Group Robust Best-of-K (GRBOK). As a simple method
for addressing Equation (1), we employ the Best-of-K re-
jection sampling approach [16, 18, 24], which we refer
to as GRBOK. As outlined in Algorithm 1, GRBOK se-
lects the response with the highest worst-case reward from
among K candidate responses generated by the reference
policy, thus returning a robust response. BOK is easy to
implement and is known to be highly effective for solv-
ing KL-regularized alignment problems like Equation (1)
([16, 21, 31]; see Appendix A for further discussions on
BOK). The hyperparameter K controls the trade-off be-
tween the degree of alignment and the computational re-
sources required to generate a response.

3 Experiments

To investigate the application of our robust alignment objective, we use Best-of-K rejection sampling
(see Algorithm 1) to generate examples from a model that closely approximates the optimal solution
to Equation (1). See Appendix A for detailed analysis.

Datasets. We use 2k prompts randomly sampled from the Ultrafeedback dataset [7] and 1k prompts
from the Anthropic-HH dataset [3] as a test set for generating responses.
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Reward Models. In the Anthropic-HH experiment, the reward functions for harmlessness1 and help-
fulness2 are provided by [33]. Group rewards used in the experiments with the UltraFeedback dataset
are generated from the ArmoRM reward model [26], which outputs multiple reward signals. We use
five output heads as our group of rewards RG = {Rg}g∈G , and four of them are trained on the Ultra-
feedback reward labels: instruction following, truthfulness, honesty, and helpfulness. We take the neg-
ative of the Helpsteer verbosity reward [29] as a conciseness reward. Reward normalization is applied
only to the rewards in the UltraFeedback experiment to make the range of all five rewards consistent.

Baselines. We benchmark GRBOK against other Best-of-K variants using different criteria for
selecting the best responses. For the Anthropic-HH dataset, we use BOK-avg, BOK-help, and BOK-
harm. BOK-avg selects a response with the highest reward value averaged across groups. BOK-help
and BOK-harm solely use helpfulness and harmlessness, respectively, when selecting responses.
For experiments with the UltraFeedback dataset, we use BOK-ArmoRM, BOK-Concise, and BOK-
Helpful in addition to BOK-avg. BOK-ArmoRM uses the aggregated score given by ArmoRM to
select responses. BOK-Concise and BOK-Helpful use only the conciseness and helpfulness rewards
for selecting responses.

Evaluation. To assess the robustness of algorithms with respect to the unknown weighting of rewards,
we compute the worst-case reward win rate against the reference model. The winning response is
determined by the lowest reward among |G| rewards.

Language Model. For all algorithms, we use Gemma-2b-it [25] as the base model to generate the
responses.

3.1 Experiment Results
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Figure 2: Results of experiments on the Anthropic-HH dataset. [Left] Comparison of win rates using
the worst-case reward. As the number of responses K increases, GRBOK shows rapidly increasing
win rate, achieving 90% of win rate already at K = 8. The performance gap between GRBOK and the
second best method, BOK-avg, becomes larger than 10% at K = 8. It is notable that both methods
which solely focus on a single reward, BOK-help and BOK-harm, start showing worse performances
as the value of K increases. [Right] The plotted rewards of helpfulness and harmlessness on the
same prompts and responses. Methods focusing solely on a single reward sacrifice performance in
the other reward as K increases. The trend of GRBOK in the figure shows that as K increases, the
harmlessness of the responses in general is improved instead of helpfulness. This is because the
model responses are more helpful than harmless, leading to relatively lower harmlessness rewards.

The robustness of GRBOK is apparent in the experiments with the Anthropic-HH dataset, shown in
Figure 2 [Left]. GRBOK achieves a win rate of over 90% with K ≥ 8, outperforming other methods
by more than 10%. BOK-help shows constantly decreasing win rate as K increases, while BOK-
harm also starts losing performance when K ≥ 8. In Figure 2 [Right] we plot the helpfulness and
harmlessness rewards against each other as the number of generations K increases. BOK-help/harm
both prioritise their respective reward, sacrificing performance on the other. BOK-avg prioritises and
improves both attributes equally, despite the harmlessness reward being significantly smaller than

1https://huggingface.co/Ray2333/gpt2-large-harmless-reward_model
2https://huggingface.co/Ray2333/gpt2-large-helpful-reward_model
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Figure 3: Results of experiments on the UltraFeedback dataset. [Left] We plot the worst-case win
rate against K, the number of responses sampled for each prompt in the best-of-K methods. GRBOK
achieves significantly better performance over baseline methods, reaching over 70% win rate with
only K = 4 samples per prompt. It is notable that the performance of BOK-ArmoRM plateaus at
K = 8, not reaching the win rate of 70%, underperforming even the BOK-avg method. BOK-Concise
and BOK-Helpful, which only use a single reward to select responses show significantly worse
performance. [Right] We plot the helpfulness and conciseness rewards for responses to prompts
from the UltraFeedback dataset for varying values of K. The baseline algorithms focusing on a
single reward sacrifice performance in the other as K increases, while GRBOK, BOK-ArmoRM and
BOK-avg show increase in both rewards as more responses are sampled for selection. Improvement
of the worst-case reward is apparent in the graph of GRBOK.

that of helpfulness. GRBOK improves the model’s performance on the harmlessness reward without
sacrificing performance in the helpfulness objective.

Figure 3 shows the results of our experiments on the UltraFeedback dataset. When evaluated with
respect to the worst-case reward win rate, GRBOK significantly outperforms other methods, achieving
a win rate of over 70% with only K = 4 responses. While both the win rates of GRBOK and BOK-
avg keep increasing as K increases, it is notable that the win rate of BOK-ArmoRM plateaus from
K = 8. This shows that the learnt weights used by ArmoRM to aggregate rewards fail to prioritise
the worst performing reward group and lose group robustness compared to other methods such as
naive averaging. Baselines relying on a single reward for response selection show significantly worse
robustness compared to other methods. In the case of BOK-concise, the win rate starts worsening as
more than 2 responses per prompt are sampled.

4 Conclusion and Future Work

In this paper, we presented a new group robust alignment objective function and GRBOK, an inference
time algorithm for solving the objective using best-of-K rejection sampling. Our experimental results
show that GRBOK produces more robust responses to unknown user preferences over multiple reward
functions than other best-of-K baselines. GRBOK is a simple and effective method for balancing
multiple alignment targets which are frequently encountered in real-world scenarios.

Although our work demonstrates strong performance in terms of win rate compared to the reference
policy, a notable limitation of the approach taken in this paper is the computational complexity of
Best-of-K at inference time, which arises from the necessity to generate K completions and assign
|G| rewards to each of them. To expand upon the ideas discussed in this paper, in our future work
we will propose several practical algorithms for implementing a robust group alignment objective.
Controlled decoding alignment approaches [1, 16, 23, 32] adjust the next token logits of a base model
at inference time to align the resulting generation with a given objective. These ideas can naturally
be combined with those introduced in this paper to create a compute-efficient, inference time group
robust alignment algorithm.
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A Analysis of Group Robust Best-of-K

Here, we provide additional justification and discussion for using Best-of-K rejection sampling for
the group robust objective Equation (1). The Best-of-K algorithm is highly effective in the following
standard RLHF alignment objective:

π∗ = argmax
π∈Π

Ey∼π(y|x)[R(x, y)]− τDKL(π(·|x)∥µ(·|x)), (2)

where R(x, y) is the reward and µ(·|x) is the reference policy. Multiple empirical observations
have confirmed the effectiveness of Best-of-K in alignment problems [11, 16, 17, 21]. For example,
the empirical results of [16] demonstrate that Best-of-K is unmatched by other common alignment
approaches, including DPO, IPO, and PPO. Furthermore, theoretical analysis shows that, with
memory-less language models and linear rewards, the Best-of-K algorithm is asymptotically (in terms
of response length) an optimal solution to Equation (2) [31].

The group robust objective in Equation (1) is an instance of alignment problem in Equation (2). The
relationship can be shown trivially by rewriting the minimum over group rewards as a new reward
function Rg,min(·, ·), reducing Equation (1) to the form of Equation (2) with R(·, ·) as a specific
group robust reward Rg,min(·, ·)

π∗(·|x) = argmax
π

Ey∼π(·|x)[min
g∈G

Rg([x, y])]− τDKL(π(·|x)||µ(·|x)) (3)

= argmax
π

Ey∼π(y|x)[Rg,min(x, y)]− τDKL(π(·|x)∥µ(·|x)). (4)

Therefore, GRBOK is a natural and competitive choice for solving the group robust alignment
objective Equation (1).
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