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Abstract

Aspect-Based Sentiment Analysis (ABSA) in-001
volves extracting opinions from textual data002
about specific entities and their corresponding003
aspects through various complementary sub-004
tasks. Several prior research has focused on005
developing ad hoc designs of varying complex-006
ities for these subtasks. In this paper, we build007
upon the instruction tuned model proposed by008
Scaria et al. (2023), who present an instruction-009
based model with task descriptions followed by010
in-context examples on ABSA subtasks. We011
propose PFInstruct, an extension to this in-012
struction learning paradigm by appending an013
NLP-related task prefix to the task description.014
This simple approach leads to improved per-015
formance across all tested SemEval subtasks,016
surpassing previous state-of-the-art (SOTA) on017
the ATE subtask (Rest14) by +3.28 F1-score,018
and on the AOOE subtask by an average of019
+5.43 F1-score across SemEval datasets. Fur-020
thermore, we explore the impact of the prefix-021
enhanced prompt quality on the ABSA sub-022
tasks and find that even a noisy prefix enhances023
model performance compared to the baseline.024
Our method also achieves competitive results025
on a biomedical domain dataset (ERSA).1026

1 Introduction027

User-generated reviews on e-commerce and social028

media platforms benefit both consumers and stake-029

holders. With the exponential growth of data, devel-030

oping reliable tools for understanding the sentiment031

of online review texts is essential to moderate on-032

line content, enable effective decision-making and033

customer satisfaction. Liu (2012) proposed Aspect-034

Based Sentiment Analysis (ABSA) as a step to-035

wards fine-grained sentiment analysis of specific036

aspects. ABSA involves the detection of opinions037

(o) and sentiment (s) associated with particular as-038

pects (a) in a text (S). Figure 1 summarizes the five039

ABSA subtasks considered in this paper.040

1Code will be released upon acceptance.
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Figure 1: Illustration of model input and ABSA subtasks
examined in this paper. The prefix can vary between
NLP-related tasks (instruction) or textual noise (random
words), followed by the subtask definition, few ex-
amples and the corresponding sample input for each
subtask. The model is expected to follow the instruc-
tions and generate a prediction. Subtasks belong to three
distinct data sources: SemEval, ERSA and SentiHood
from different domains.

Instruction-based learning has emerged as a 041

promising paradigm to successfully tune large lan- 042

guage models (LLM) on a variety of tasks (Wei 043

et al., 2022; Wang et al., 2022; Singhal et al., 044

2022; Gupta et al., 2023). The attraction of 045

instruction-based learning is the ability to steer 046

the base model behaviour to follow instructions 047

(Ouyang et al., 2022; Bowman, 2023). In the con- 048

text of ABSA, Scaria et al. (2023) proposed In- 049

structABSA, an instruction-based model based on 050

a 200M-parameter Tk-Instruct model (Wang et al., 051

2022). We base our experiments on their best per- 052

forming setting, InstructABSA2, which frames the 053

task instruction as a task definition followed by two 054

positive, negative, and neutral examples. 055

In this paper, we propose PFInstruct, an exten- 056

sion to the InstructABSA framework with the intro- 057

duction of prefix prompt. Specifically, we append 058

a prefix to the task definition, extend the evaluation 059

to domains like biomedicine and urban neighbour- 060
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hoods, and formulate all the subtasks as a genera-061

tive task. The prefix aims at instructing the model062

on a related NLP task, namely Relation Extrac-063

tion (RE) or Named Entity Recognition (NER), so064

the target text S is seen on a different task con-065

text. We postulate this approach helps to collect066

richer semantic information about the main entities067

in S, which allows the model to make a more in-068

formed prediction about the ABSA subtasks. We069

also consider to use a randomly generated (noise)070

prefix. We observe that not only it boosts –to a071

lesser degree– average performance, but it also072

makes the model more robust to out-of-domain073

data.074

Contributions We introduce a simple approach075

to solve ABSA subtasks, that is, a prefix prompt fol-076

lowed by instructions. Our approach outperforms077

previous SOTA on several tasks despite being based078

on a 200M model. We conduct extensive analysis079

on five subtasks from different domains: customer080

reviews from SemEval 2014, 15 and 16 (Pontiki081

et al., 2014, 2015, 2016), on a biomedical domain082

dataset, ERSA (Young and Akujuobi, 2023), and083

on user comments from SentiHood (Saeidi et al.,084

2016). We assess the effect of the prefix prompt in085

terms of prompt quality (RE, NER or noise) and do-086

main generalization (out-of-domain performance).087

2 Background and Methodology088

2.1 Background: ABSA089

ABSA subtasks can be classified into single output090

and compound output subtasks. In single output091

subtasks such as ATE (Aspect-Term Extraction),092

ATSC (Aspect-Term Sentiment Classification), and093

AOOE (Aspect-Opinion Extraction), the output is094

limited to either the aspect a, opinion o or sen-095

timent s from a given text S. Compound output096

subtasks ask for a combination of the {a, o, s} en-097

tity types. Many researchers (Xue and Li, 2018;098

Wu et al., 2020; Pouran Ben Veyseh et al., 2020;099

Yang and Li, 2023) focus only on the former. For100

convenience, we do the same.2 In addition, we eval-101

uate our method on ERSA (Young and Akujuobi,102

2023) and SentiHood (ATSC) (Saeidi et al., 2016)103

tasks. ERSA requires to classify the sentiment s104

between two given aspects (or entities) a1 and a2105

in biomedical texts. SentiHood (ATSC) requires106

to classify the sentiment s towards each aspect ai107

2The application of our method to compound-output sub-
tasks is straightforward.

of one or more aspect categories ac. Appendix A 108

describes the datasets in more detail. 109

Current SOTA solutions on SemEval datasets 110

include BARTABSA (Yan et al., 2021) on AOOE 111

and LSA (Yang and Li, 2023) on ATSC, and Sun 112

et al. (2019) on SentiHood (ATSC). 113

2.2 Methodology 114

We propose an extension of the InstructABSA 115

framework. Given a sample S, we construct a 116

prompt that consists of 4 components which we 117

detail below. 118

Prefix. An initial instruction to explicitly ask the 119

model to solve an NLP task on the sample S. This 120

NLP task can be Named Entity Recognition (NER) 121

or Relation Extraction (RE). RE is applied if the 122

aspects ai are part of the task input and the sample 123

contains at least two entities (or aspects). We also 124

analyse the effect of having a noisy prefix prompt 125

composed of random words. 126

Task definition. A succinct overview of the 127

ABSA subtask. In sentiment classification tasks, 128

we also include the set of pre-defined classes. 129

Examples. A set of two positive, negative, and 130

neutral in-domain examples. Scaria et al. (2023) 131

carry out an extensive analysis on the effect of dif- 132

ferent task definitions and example manipulations. 133

As our method extends their approach, we fix the 134

task definition and set of examples to match their 135

best performing set-up, namely InstructABSA2. 136

Sample input. Similar to the in-context examples, 137

we provide the model the input S and expect the 138

model will follow the instructions and generate the 139

corresponding output. 140

At inference time, we repeat the same structure 141

with sample inputs from the test split. Appendix B 142

shows specific examples of the final prompts. 143

3 Results 144

We present the main results of our experimental set- 145

up. To compare to related work (Yan et al., 2021; 146

Li et al., 2021; Mao et al., 2021; Varia et al., 2023; 147

Yang and Li, 2023), we report macro-averaged F1- 148

score. Details about fine-tuning settings are pro- 149

vided in Appendix A. 150

3.1 Analysis of SemEval subtasks 151

Tables 1–3 show results of ATE, ATSC3 and AOOE 152

subtasks respectively. Our method achieves supe- 153

3To maintain consistency with existing methods, we also
remove instances labelled as ‘conflict’ (Chen et al., 2017; Li
et al., 2021; Scaria et al., 2023).
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rior performance (F1-scores) when compared with154

previous SOTA methods across all subtasks. Specif-155

ically, we observe that setting an NLP-related task156

prefix outperforms previous models in 7/12 cases.157

Interestingly, adding a random prefix (noise) sur-158

pass previous approaches in 4 of the remaining 5159

cases. These results validate our initial hypothe-160

sis: instructing the model to solve a related NLP161

task for the target text S seems to complement the162

model’s understanding of the main entities in S,163

which leads to more accurate predictions.4164

In general, providing a random prefix improves165

model performance compared to not including a166

prefix at all (see results from InstructABSA2 rows)167

in the three subtasks. This is more pronounced in168

ATE. Contrary to ATSC and AOOE, ATE requires169

the model to make a prediction based solely in170

the input text S, i.e., it does not include a target171

aspect a as input. This setting causes the effect of172

focusing on entity recognition or having random173

prefixes to be similar: on average across datasets,174

we obtain F1 = 90.35 (PFInstruct-NER) compared175

to F1 = 90.53 (PFInstruct-Noise).176

We postulate that the additional prefix (random177

or NLP related) enhances the model’s capacity178

to selectively filter out extraneous information to179

the final task, thereby enhancing its resilience to180

textual inaccuracies such as misspellings or gram-181

matical errors. For instance, in ATE, PFInstruct-182

Noise outputs the correct aspect indain food to ‘i183

highly recommend this place to all that want to try184

indain food for the first time.’, while in the absence185

of prefix, the model outputs place. Another exam-186

ple is ‘It was romantic - and even nice even with187

my sister, reminded me of Italy, and had artwork188

and music that’ where PFInstruct-Noise correctly189

outputs artwork, music but in the absence of prefix,190

the model outputs noaspectterm, indicating that it191

did not recognise any aspect.192

Other work in NLP also find beneficial the ad-193

dition of noise. Amongst others, Jain et al. (2024)194

ahows that noisy embeddings improve instruction195

fine-tuning, and Cuconasu et al. (2024) prove that196

including irrelevant documents can enhance perfor-197

mance of retrieval-augmented generation (RAG)198

systems.199

4We look into the subset of predictions for input samples
with two or more aspects in ATSC and AOOE tasks and ob-
serve a similar trend to what is reported here.

Model Lapt14 Rest14 Rest15 Rest16 Avg.

BARTABSA† 83.52 87.07 75.48 - -
InstructABSA2† 92.30 92.10 76.64 80.32 85.34

PFInstruct-NER 92.65 95.38 82.86 90.51 90.35
PFInstruct-Noise 92.90 94.92 83.58 90.73 90.56

Table 1: F1-scores for ATE subtask. Avg stands for
average across datasets. †Results from original papers.

Model Lapt14 Rest14 Rest15 Rest16 Avg.

LSAT -X† 83.93 86.26 - - -
Dual-MRC† 75.97 82.04 73.59 - -
BARTABSA† 76.76 75.56 73.91 - -

PFInstruct-RE 82.57 86.68 86.16 92.51 86.98
PFInstruct-NER 81.63 86.66 85.61 86.60 85.13
PFInstruct-Noise 80.88 86.88 84.32 91.54 85.91

Table 2: F1-scores for ATSC subtask. Avg stands for
average across datasets. †Results from original papers.
Results from InstructABSA2 are based on accuracy,
thus not included here.

Model Lapt14 Rest14 Rest15 Rest16 Avg.

Dual-MRC† 79.90 83.73 74.50 83.33 80.37
BARTABSA† 80.55 85.38 80.52 87.92 83.59
InstructABSA2† 77.16 81.08 81.34 83.27 80.71

PFInstruct-RE 84.04 90.10 89.56 88.51 88.05
PFInstruct-NER 83.43 91.47 89.11 92.08 89.02
PFInstruct-Noise 81.06 91.00 87.56 90.70 87.58

Table 3: F1-scores for AOOE subtask. Avg stands for
average across datasets. †Results from original papers.

3.2 Analysis of ERSA and SentiHood 200

Table 4 shows results on both datasets5, where we 201

can see that ERSA is the clear exception to the 202

trend observed in Section 3.1: the choice of a pre- 203

fix is important as it can negatively affect model 204

performance. 205

The inherent nature of ERSA presents a more 206

significant challenge than other ABSA subtasks, 207

since the sentiment expressed in a text S may not 208

necessarily reflect the sentiment of the relationship 209

between the target entities, a1 and a2 (Young and 210

Akujuobi, 2023). In this case, in-context noise 211

hurts model performance the most. The model 212

needs to adapt to a specialised domain and learn 213

the nuances of the task. In terms of NLP-task prefix, 214

leveraging the knowledge of a1 and a2 to reason 215

about their semantic relationship (PFInstruct-RE) 216

improves model performance over general entity 217

recognition (PFInstruct-NER). However, it does 218

5To obtain comparable results to existing methods (Young
and Akujuobi, 2023; Saeidi et al., 2016), we utilize only the
four most frequent aspects in SentiHood.
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Model ERSA SentiHood (ATSC)

CERM† 71.0 88.50
BERT-pair-QA-M† - 93.60
InstructABSA2 71.50 94.24

PFInstruct-RE 70.14 -
PFInstruct-NER 69.20 94.16
PFInstruct-Noise 64.64 94.90

Table 4: F1-scores for ERSA and SentiHood tasks.
†Results from the original papers. Results from In-
structABSA2 are reproduced by us.

not surpass the model performance achieved with-219

out prompt prefixes (InstructABSA2 setup).220

We examine the misclassified examples by221

PFInstruct-RE to better understand why, contrary to222

what we observed in Section 3.1, the absence of pre-223

fixes appears to be beneficial (see InstructABSA2224

in Table 4). We observe that in ∼ 50% of these225

cases, annotators have labelled the sentiment based226

on the meaning of the full sentence instead of focus-227

ing on the relationship between the given entities in228

the context. For instance, ‘Treatment with ERY re-229

sulted in fewer inflammatory cells and cytokines230

in the BALF, and fewer emphysema-associated231

changes...’ is labelled as negative despite the re-232

lationship between the target entities being neu-233

tral/none.234

3.3 Domain generalization235

Results from Tables 1–4 demonstrate the viability236

of our method with in-domain data in SemEval and237

SentiHood, while remaining competitive in ERSA.238

In this section, we explore the robustness of our239

models when evaluated on out-of-domain data in240

SemEval. Figure 2 shows results when training241

the models on the laptops domain (Lapt14) and242

evaluating on restaurant domain (Rest14, Rest15,243

Rest16), and vice versa.244

As expected, we observe a drop in performance245

compared to training in-domain, which is specially246

large in ATE. When training on Lapt14 and evaluat-247

ing each restaurant dataset, the strategy of adding a248

noisy prefix achieve the highest F1-scores on aver-249

age across tasks, except for ATE Rest16. When250

training in restaurant domain and evaluating in251

Lapt14 we observe a similar trend in performance252

decrease, except for AOOE. Interestingly in this253

task, PFInstruct-Noise suffer a performance drop254

of −3.35 F1 (compared to PFInstruct-Noise in Ta-255

ble 3) but the other model variants surpass their256

respective in-domain results with a major improve-257

ment of +3.74 F1 in PFInstruct-NER.258
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Figure 2: Out-of-domain evaluation. In the left column,
models are trained on laptop reviews and evaluated on
restaurant reviews. On the right column, models are
trained on restaurant reviews and evaluated on laptop
and hotel reviews. Legends indicate the prefix prompt
used. ‘No’ stands for no use of prefix.

While the strategy of adding a noisy prefix seem 259

beneficial to out-of-domain data performance –with 260

the exceptions mentioned above–, looking closer 261

we observe PFInstruct-Noise models show a larger 262

drop in performance compared to their in-domain 263

counterparts, especially when trained in the aggre- 264

gated restaurant domain. 265

4 Conclusion 266

In this paper, we present PFInstruct, a simple yet 267

effective prefix prompting strategy to instruction 268

fine-tune a language model on ABSA subtasks. We 269

analyse the impact of the prefix prompt’s quality on 270

in-domain and out-of-domain data and observe that 271

even a random prefix improves average model per- 272

formance compared to the InstructABSA baseline. 273

We evaluate our method on domains such as cus- 274

tomer reviews, biomedical text and user comments, 275

and show that it outperforms previous SOTA ap- 276

proaches on most of the tasks tested and achieves 277

competitive performance (F1-score) in the rest. 278
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Limitations279

Our study builds upon an instruction tuned lan-280

guage model, Tk-Intruct, and therefore it inher-281

its its limitations. However, we have done an ex-282

tensive analysis on a variety of domains and task283

settings, namely SemEval (customer reviews of284

laptops and restaurants) ERSA (healthcare) and285

SentiHood (user comments about urban neighbour-286

hoods), proving the generalizability of our method.287

Our approach reduces the effective input sequence288

length of the model, since we need to allocate input289

tokens for the prefix prompt. While this side-effect290

is worth noting, it has not supposed an issue for the291

current experiments (maximum sequence length for292

Tk-Instruct: 512 tokens, average prompt length ex-293

cluding input sentences: 348 tokens with Relation294

Extraction or random (noise) prompt, 304 tokens295

with Named Entity Recognition prompt). In addi-296

tion, our work is limited to an English language297

model and English texts. Future studies should298

prove the validity of our approach in languages299

other than English.300

Ethics Statement301

The models and datasets used in this study are pub-302

licly available, and we strictly follow their terms of303

use. We meet the ethical implications of previous304

research related to the data sources. It is important305

to acknowledge the presence of inherent biases to306

the data and models used in this study, but we do307

not anticipate other ethical risks derived from our308

work.309
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A Experimental details475

A.1 Data476

Distribution of datasets used:477

Lapt14: 3045 Train, 800 Test478

Rest14: 3041 Train, 800 Test479

Rest15: 1315 Train, 685 Test480

Rest16: 2000 Train, 676 Test481

Hotel15: 266 Test482

ERSA: 8183 Train, 909 Validation, 2274 Test483

SentiHood: 5215 Train (2460 from top-4 as-484

pect categories), 610 Validation, 1216 Test485

A.2 Experiments486

We instruction fine-tune the model checkpoint487

Tk-Instruct-base-def-pos with the following488

hyprparameters:489

• N. epochs: 4490

• Batch Size: 16 for ATE, ATSC, ERSA; 8 for491

AOOE and SentiHood. Batch sizes explored:492

{8, 16}493

• Learning rate: 1e-4 for ATE, ATSC, AOOE494

and SentiHood; 5e-5 for ERSA. Learning495

rates explored: {1e-5, 5e-5, 1e-4, 5e-4}496

• Warmup ratio: 0.1497

• Regularization: weight decay, 0.01498

Experiments were performed in 2 A10G GPUs.499

Hyperparameter tuning was performed based on500

validation performance in each dataset. If a valida-501

tion split was not originally provided, we held out502

10% of the train split.503

B Prompt Examples504

Table 5 and Table 6 provide examples of prefixes505

for two given input texts S. Each table illustrate506

the three prefix types defined in the paper. We set507

the Noise-prefix length to 50 words to match the508

average length of the RE-prefix.509

In Tables 7–11, we provide details of complete510

instruction prompts for all five subtasks. Task defi-511

nition and in-context examples in ATE, ATSC and512

AOOE subtasks are from (Scaria et al., 2023).513

Input S I am pleased with the fast log on,
speedy WiFi connection and the long
battery life (>6hrs).

RE-
prefix

“Definition: Solve a relation extrac-
tion (RE) task. Given the context,
output the most precise semantic rela-
tion between the entities ’log on’ and
’WiFi connection’. In cases where
there is no relationship the output
should be NONE. Reason the answer
step-by-step. Context: I am pleased
with the fast log on, speedy WiFi
connection and the long battery life
(>6hrs).”

NER-
prefix

“Definition: Given the following con-
text, output the relevant entities in it.
Reason the answer step-by-step. Con-
text: I am pleased with the fast log on,
speedy WiFi connection and the long
battery life (>6hrs).”

Noise-
prefix

“Definition: elegantly messier nordin
fulke wantonness defile sills new-
land sbu lena hoff nubia cobble-
stones caddis disliking gaster domi-
cil martialed sylvestre chagall en-
quires delphic haring niobe intrusive
mnes scolex counterpoise detoxifi-
cation tanglewood sedgwick vintner
anker northfield thrilled transvestite
echeverria radula lengths abdullah kiri
unhinged minefields cloaked restric-
tive humored refractometer troy car-
goes cordate”

Table 5: Illustration of three prefix types for an input
sentence with two aspects (log on and WiFi connection).
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Input Food is always fresh and hot- ready to
eat!

RE-
prefix

-

NER-
prefix

“Definition: Given the following con-
text, output the relevant entities in it.
Reason the answer step-by-step. Con-
text: Food is always fresh and hot-
ready to eat!”

Noise-
prefix

“Definition: longmans propulsive
kirchen cofactor encoders granitic de-
scription carlist yorick accosted out-
goings flathead metallization ings sur-
rounds cunliffe relevant quagmire
hacked castellana extenders railway-
men windbreak stichting sepia stg
jewess bashfulness engrossing fiber-
board passionless deb vicente hilbert
firft independently inconvenient blood-
hound complexed eglantine ricardo
casts kebir exoneration undernourish-
ment kerygma extenuate englishmen
porridge legitimize”

Table 6: Illustration of three prefix types for an input
sentence with one aspect (food).
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“Definition: Given the following context, output the relevant entities in it. Reason the
answer step-by-step.
Context: I recommend this place to everyone.
Afterwards solve the following task
Definition: The output will be the aspects (both implicit and explicit) which have an
associated opinion that are extracted from the input text. In cases where there are no
aspects the output should be noaspectterm.
Positive example 1-
input: With the great variety on the menu , I eat here often and never get bored.
output: menu
Positive example 2-
input: Great food, good size menu, great service and an unpretensious setting.
output: food, menu, service, setting
Negative example 1-
input: They did not have mayonnaise, forgot our toast, left out ingredients (ie cheese
in an omelet), below hot temperatures and the bacon was so over cooked it crumbled
on the plate when you touched it.
output: toast, mayonnaise, bacon, ingredients, plate
Negative example 2-
input: The seats are uncomfortable if you are sitting against the wall on wooden
benches.
output: seats
Neutral example 1-
input: I asked for seltzer with lime, no ice.
output: seltzer with lime
Neutral example 2-
input: They wouldnt even let me finish my glass of wine before offering another.
output: glass of wine
Now complete the following example-
input: I recommend this place to everyone.
output: ”

Table 7: Illustration of an input prompt with NER-prefix for ATE subtask. Words in boldface to ease visualization.
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“Definition: Given the following context, output the relevant entities in it. Reason the
answer step-by-step.
Context: Boot time is super fast, around anywhere from 35 seconds to 1 minute.
Afterwards solve the following task
Definition: The output will be ’positive’ if the aspect identified in the sentence
contains a positive sentiment. If the sentiment of the identified aspect in the input is
negative the answer will be ’negative’.
Otherwise, the output should be ’neutral’. For aspects which are classified as noaspect-
term, the sentiment is none.
Positive example 1-
input: I charge it at night and skip taking the cord with me because of the good battery
life. The aspect is battery life.
output: positive
Positive example 2-
input: Easy to start up and does not overheat as much as other laptops. The aspect is
start up.
output: positive
Negative example 1-
input: Also kinda loud when the fan was running. The aspect is fan.
output: negative
Negative example 2-
input: but now i have realized its a problem with this brand. The aspect is brand.
output: negative
Neutral example 1-
input: I took it back for an Asus and same thing, it required me to remove the battery
to reset. The aspect is battery.
output: neutral
Neutral example 2-
input: I can always buy and install a camera. The aspect is camera.
output: neutral
Now complete the following example-
input: Boot time is super fast, around anywhere from 35 seconds to 1 minute. The
aspect is Boot time. output: ”

Table 8: Illustration of an input prompt with NER-prefix for ATSC subtask. Words in boldface to ease visualization.
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“Definition: Solve a relation extraction (RE) task. Given the context, output the most
precise semantic relation between the entities ’spicy tuna roll’ and ’asian salad’. In
cases where there is no relationship the output should be NONE. Reason the answer
step-by-step.
Context: BEST spicy tuna roll , great asian salad .
Afterwards solve the following task
Definition: The output will be the opinion/describing word of the aspect terms in the
sentence. In cases where there are no aspects the output should be none.
Positive example 1-
input: I charge it at night and skip taking the cord with me because of the good battery
life . The aspect is battery life.
output: good
Positive example 2-
input: it is of high quality , has a killer GUI , is extremely stable , is highly expandable
, is bundled with lots of very good applications , is easy to use , and is absolutely
gorgeous. The aspect is GUI.
output: killer
Negative example 1-
input: One night I turned the freaking thing off after using it , the next day I turn it on ,
no GUI , screen all dark , power light steady , hard drive light steady and not flashing
as it usually does . The aspect is GUI.
output: no
Negative example 2-
input: I can barely use any usb devices because they will not stay connected properly .
The aspect is usb devices.
output: not stay connected properly
Neutral example 1-
input: However , the multi-touch gestures and large tracking area make having an
external mouse unnecessary ( unless you ’re gaming ) . The aspect is external mouse.
output: unnecessary
Neutral example 2-
input: I wanted to purchase the extended warranty and they refused , because they
knew it was trouble . The aspect is extended warranty.
output: refused
Now complete the following example-
input: BEST spicy tuna roll , great asian salad . The aspect is spicy tuna roll.
output: ”

Table 9: Illustration of an input prompt with RE-prefix for AOOE subtask. Words in boldface to ease visualization.
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“Definition: Solve a relation extraction (RE) task. Given the context, output the most
precise semantic relation between the entities ‘brain disease’ and ‘neurotrophic factor’.
In cases where there is no relationship the output should be NONE. Reason the answer
step-by-step.
Context: The loss of neurotrophic factors such BDNF and CNTF may be associated
with the pathogenesis of brain diseases (Chauhan, Siegel, & Lee, 2001; Jeon et al.,
2015; Jeong et al., 2015; Phillips et al., 1991; Sopova, Gatsiou, Stellos, & Laske,
2014)
Afterwards solve the following task
Definition: The output will be ’positive’ if the aspects identified in the sentence
express a positive sentiment for human’s health.
If the sentiment of the identified aspects in the input is negative for human’s health the
answer will be ’negative’.
Otherwise, the output should be ’neutral’.
Positive example 1-
input: Clonidine and tizanidine have been used in the treatment of chronic pain
disorders. The aspects are tizanidine and chronic pain.
output: positive
Positive example 2-
input: One of the recommended standard treatments for diabetic neuropathy is prega-
balin. The aspects are pregabalin and diabetic neuropathy.
output: positive
Negative example 1-
input: NFAT promotes carcinoma invasive migration through glypican-6. The aspects
are carcinoma and glypican.
output: negative
Negative example 2-
input: frutescens on streptozotocin induced diabetes in neonatal (n-STZ)-type II Wistar
rats. The aspects are streptozotocin and diabetes.
output: negative
Neutral example 1-
input: He had not noted any insect bites and denied ingesting any raw meat, freshwater
fish, or liver. The aspects are liver and insect bite.
output: neutral
Neutral example 2-
input: Non-heme iron concentrations in cooked sausages are shown in Figure 1. The
aspects are sausages and heme.
output: neutral
Now complete the following example-
input: The loss of neurotrophic factors such BDNF and CNTF may be associated with
the pathogenesis of brain diseases (Chauhan, Siegel, & Lee, 2001; Jeon et al., 2015;
Jeong et al., 2015; Phillips et al., 1991; Sopova, Gatsiou, Stellos, & Laske, 2014) The
aspects are brain disease and neurotrophic factor.
output: ”

Table 10: Illustration of an input prompt with RE-prefix for ERSA subtask. Words in boldface to ease visualization.
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“Definition: teases faunas aap pills esophagus overplus bhp inches diplococcus
thatcher substituting sama lancey cortex directness pastoralism illicitly urbain inserting
educated belonging unde fragmented pepperell scoria chee altogether purifications
purchase prostatic neuralgia sternum germinate maneuvering holier gabble conjuration
rac dolley hartshorn illam postgate macdonnell tripoli pitot massa radford porcine iiib
laufer
Afterwards solve the following task
Definition: Solve the following task. The output will be ’positive’ if the identified
aspect of a given entity in the input sentence contains a positive sentiment. If the
sentiment of the identified aspect in the input is negative the answer will be ’negative’.
Otherwise, the output should be ’neutral’.
Positive example 1-
input: Of course LOCATION1 is also very central. The entity is LOCATION1, the
aspect is transit-location.
output: positive
Positive example 2-
input: If I were you I would look nearby LOCATION1. The entity is LOCATION1,
the aspect is general.
output: positive
Positive example 3-
input: LOCATION1 is an ugly cold place but it isn’t dangerous. The entity is
LOCATION1, the aspect is safety.
output: positive
Negative example 1-
input: I’d stay away from LOCATION1. The entity is LOCATION1, the aspect is
general.
output: negative
Negative example 2-
input: LOCATION1 is a nice area, but apartments are very pricey. The entity is
LOCATION1, the aspect is price.
output: negative
Negative example 3-
input: LOCATION1 is all junkies. The entity is LOCATION1, the aspect is safety.
output: negative
Now complete the following example-
input: LOCATION1 is in Greater London and is a very safe place. The entity is
LOCATION1, the aspect is safety.
output: ”

Table 11: Illustration of an input prompt with Noise-prefix for SentiHood (ATSC) subtask. Words in boldface to
ease visualization.
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