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Abstract
The behaviour of multi-agent learning in many
player games has been shown to display complex
dynamics outside of restrictive examples such as
network zero-sum games. In addition, it has been
shown that convergent behaviour is less likely
to occur as the number of players increase. To
make progress in resolving this problem, we study
Q-Learning dynamics and determine a sufficient
condition for the dynamics to converge to a unique
equilibrium in any network game. We find that
this condition depends on the nature of pairwise
interactions and on the network structure, but
is explicitly independent of the total number of
agents in the game. We evaluate this result on
a number of representative network games and
show that, under suitable network conditions, sta-
ble learning dynamics can be achieved with an
arbitrary number of agents.

1. Introduction
Determining the convergence of multi-agent learning is ar-
guably amongst the most studied problems in game theory
and online learning (Anagnostides et al., 2022; Bai et al.,
2021; Ewerhart & Valkanova, 2020). In this setting, agents
are required to explore their state space to determine opti-
mal actions, whilst simultaneously aiming to maximise their
expected reward. To do this, each agent must react to the
changing behaviour of the other agents so that, from the
perspective of any given agent, the environment is non sta-
tionary. A large body of recent work has shown that this non
stationarity leads to complex behaviours being displayed by
learning dynamics in games with many agents (Sato et al.,
2002; Andrade et al., 2021). In addition, even in games
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where convergent behaviour can be achieved, it can be to
one of multiple equilibria (Czechowski & Piliouras, 2022;
Villatoro et al., 2009; Sanders et al., 2018). In fact, recent
work suggests that as the number of agents in the system
increase the likelihood for chaotic dynamics increases. This
presents a significant challenge for making predictions in
multi-agent settings.

Nevertheless, multi-agent learning has been the major driver
of a number of successes in Artificial Intelligence and
Machine Learning. Such examples include strong perfor-
mance in competitive games (Brown & Sandholm, 2019;
Perolat et al., 2022), resource allocation (Parise et al.,
2020; Amelina et al., 2015) and robotics (Hamann, 2018;
Hernández et al., 2013). Due to these successes, and the in-
creasing use of multi-agent systems, it becomes important to
develop a theoretical understanding of learning algorithms
in various settings.

To this end, a number of advances have been made which
consider learning in multi-agent settings. Indeed, strong
positive results on convergence have been found in coop-
erative settings, such as potential games (Candogan et al.,
2013; Harris, 1998) and competitive settings, such as zero-
sum network games (Leonardos et al., 2021; Kadan & Fu,
2021; Cai et al., 2016). However, a general framework for
understanding learning behaviour must extend beyond these
settings. In (Hussain et al., 2023) a strong positive result
on convergence was found which states that an equilibrium
can be reached in any game, given sufficient exploration
by all agents. Unfortunately, the condition requires that
the amount of exploration increases with the number of
agents. To make matters worse, (Sanders et al., 2018) show
that, as the number of agents increase in the game, learning
dynamics are more likely to display chaotic behaviour.

However, both of these works did not impose any structure
on the interaction between agents. Rather, (Sanders et al.,
2018) assume that all agents interact with all others. In
reality, agents are more likely to interact according to an
underlying communication network. In economic settings
this may correspond to social interactions between agents,
whilst in machine learning settings, networks are often used
to enforce an underlying structure to the model.
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Model and Contributions In light of this, we study learn-
ing in network games, where interactions between agents
can be constrained. On this model, we study the Q-Learning
dynamic (Sato & Crutchfield, 2003; Tuyls et al., 2006), a
well studied learning dynamic captures the balance between
agents who explore their state space whilst maximising their
reward.

Our main result tightens the requirement of sufficient ex-
ploration found by (Hussain et al., 2023) to achieve con-
vergence to a unique equilibrium in any network game. In
particular we find that the amount of exploration depends
on the nature of the interaction between agents and, more
importantly, the structure of the network. We examine how
our bound explicitly depends on the total number of agents
in the system and find that, for certain networks, there is
no explicit dependence. This enables a higher number of
agents to be introduced in the system without compromis-
ing stability. In addition, our result applies to all network
games, and not only network zero sum games. In fact, we
show how our results relate to existing statements in the
literature. Finally, we validate our findings on a number of
representative classes of games and networks.

Related Work The theory of evolutionary game dynam-
ics models multi-agent interactions in which agents im-
prove their actions through online learning (Shalev-Shwartz,
2011). The premise is that popular learning algorithms such
as Hedge (Krichene et al., 2015), online gradient descent
(Kadan & Fu, 2021) and Q-Learning (Sutton & Barto, 2018;
Schwartz, 2014) can be approximated in continuous time
by a dynamical system (Mertikopoulos & Sandholm, 2016;
Krichene, 2016; Tuyls et al., 2006). This enables tools from
the study of dynamical systems to be used to analyse the
behaviour of the learning algorithm. This approach has
yielded a number of successes, most notably in potential
games (Leonardos & Piliouras, 2022; Candogan et al., 2013;
Monderer & Shapley, 1996), which model multi-agent co-
operation, and network zero sum games (Cai et al., 2016;
Abernethy et al., 2021), which models competition. In these
settings, it is known that a number of learning dynamics
converge to an equilibrium (Kadan & Fu, 2021; Ewerhart &
Valkanova, 2020; Leonardos et al., 2021).

Outside of these classes, the behaviour of learning is less
certain (Anagnostides et al., 2022). In particular, it is known
that learning dynamics can exhibit complex behaviours such
as cycles (Mertikopoulos et al., 2018; Imhof et al., 2005;
Pangallo et al., 2019; Shapley, 2016) and chaos (van Strien
& Sparrow, 2011; Mukhopadhyay & Chakraborty, 2020;
Sato et al., 2002; Pangallo et al., 2022). Indeed, (Galla &
Farmer, 2013) showed that the Experience Weighted Attrac-
tion (EWA) dynamic, which is closely related to Q-Learning
(Leonardos et al., 2021) achieves chaos in classes of two-
player games. Advancing this result, (Sanders et al., 2018)

showed that chaotic dynamics become more prevalent as
the number of agents increase, regardless of the exploration
rates. Similar to the work in this paper, (Hussain et al.,
2023) determine a sufficient condition on the exploration
rates for Q-Learning to converge in any game, yet they also
find that this condition increases with the number of agents.
This presents a strong barrier in placing guarantees on the
behaviour in multi-agent systems with many agents, outside
of restrictive settings.

Our work also employs a number of tools from the study
of variational inequalities in game theory. This is a well
studied framework for analysing the structure of equilib-
rium sets in a game (Melo, 2018; Facchinei & Pang, 2004)
and for studying the convergence of algorithms equilib-
rium seeking algorithms (Tatarenko & Kamgarpour, 2019;
Hadikhanloo et al., 2022; Mertikopoulos & Zhou, 2019;
Sorin & Wan, 2016). Recent advances in this field begin to
consider the properties of network games. Notably, (Parise
& Ozdaglar, 2019; Melo, 2018) determine conditions under
which the Nash Equilibrium of a network game is unique,
and how these relate to properties of the network. Similarly,
(Melo, 2021) shows the uniqueness of various formulations
of the Quantal Response Equilibrium (QRE) under partic-
ular choices of payoff functions. Whilst our results use
similar techniques, we do not make such assumptions on
the nature of the payoffs, but rather parameterise our final
condition on the nature of interactions between agents. In
addition, we consider the stability of learning.

In our work, we aim to address the problem of convergence
in many-agent systems by considering games which are
played on a network (Cai et al., 2016). Extending the work
of (Hussain et al., 2023), we are able to find a sufficient con-
dition on exploration rates so that the Q-Learning dynamics
converge to a unique equilibrium. Importantly, we show
that this is independent of the total number of agents in the
system. To our knowledge this is the first work which shows
the convergence of Q-Learning in arbitrary network games.

2. Preliminaries
We begin in Section 2.1 by defining the network game
model, which is the setting on which we study the Q-
Learning dynamics, which we describe in Section 2.2.

2.1. Game Model

In this work, we consider network polymatrix games (Cai
et al., 2016). A Network Game is described by the tu-
ple G = (N , E , (uk,Ak)k∈N ), where N denotes a finite
set of players N indexed by k = 1, . . . , N . Each agent
can choose from a finite set of actions Ak indexed by
i = 1, . . . , n. We denote the strategy xk of an agent
k as the probabilities with which they play their actions.
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Then, the set of all strategies of agent k is ∆(Ak) :=
{xk ∈ Rn :

∑
i xki = 1, xki ≥ 0}. Each agent is also

given a payoff function uk : ∆(Ak) × ∆(A−k) → R
where A−k denotes the action set of all agents other than
k. Agents are connected via an underlying network defined
by E . In particular, E consists of pairs (k, l) ∈ N ×N of
connected agents k and l. An equivalent way to define the
network is through an adjacency matrix G so that

[G]k,l =

{
1, if agents k, l are connected
0, otherwise

.

It is assumed that the network is undirected, so that G is a
symmetric matrix. Each edge (k, l) ∈ E corresponds to a
pair of payoff matrices Akl, Alk. With these specifications,
the payoff received by each agent k is given by

uk(xk,x−k) =
∑

(k,l)∈E

xk ·Aklxl. (1)

For any x ∈ ∆ =: ×k∆(Ak), we can define the reward to
agent k for playing action i as rki(x−k) =

∂uki(x)
∂xki

. Under
this notation, uk(xk,x−k) = ⟨xk, rk(x)⟩. With this in
place, we can define an equilibrium solution for the game.

Definition 2.1 (Quantal Response Equilibrium (QRE)). A
joint mixed strategy x̄ ∈ ∆ is a Quantal Response Equilib-
rium (QRE) if, for all agents k and all actions i ∈ Ak

x̄ki =
exp(rki(x̄−k)/Tk)∑

j∈Ak
exp(rkj(x̄−k)/Tk)

.

The QRE (Camerer et al., 2004) is the prototypical extension
of the Nash Equilibrium to the case of agents with bounded
rationality, parameterised by the exploration rate Tk. In
particular, the limit Tk → 0 corresponds exactly to the Nash
Equilibrium, whereas the limit Tk → ∞ corresponds to a
purely irrational case, where action i ∈ Ak is played with
the same probability regardless of its associated reward. The
link between the QRE and the Nash Equilibrium is made
stronger through the following result.

Proposition 2.2 ((Melo, 2021)). Consider a game G =
(N , E , (uk,Ak)k∈N ) and let T1, . . . , TN > 0 be ex-
ploration rates. Define the perturbed game GH =
(N , E , (uH

k ,Ak)k∈N ) with the payoff functions

uH
k (xk,x−k) = uk(xk,x−k)− Tk⟨xk, lnxk⟩.

Then x̄ ∈ ∆ is a QRE of G if and only if it is a Nash
Equilibrium of GH .

2.2. Learning Model

In this work, we analyse the Q-Learning dynamic, a proto-
typical model for determining optimal policies by balancing

exploration and exploitation. In this model, each agent
k ∈ N maintains a history of the past performance of each
of their actions. This history is updated via the Q-update

Qki(τ + 1) = (1− αk)Qki(τ) + αkrki(x−k(τ)),

where τ denotes the current time step. Qki(τ) denotes the
Q-value maintained by agent k about the performance of
action i ∈ Sk. In effect Qki gives a discounted history of
the rewards received when i is played, with 1− αk as the
discount factor.

Given these Q-values, each agent updates their mixed strate-
gies according to the Boltzmann distribution, given by

xki(τ) =
exp(Qki(τ)/Tk)∑
j exp(Qkj(τ)/Tk)

,

in which Tk ∈ [0,∞) is the exploration rate of agent k.

It was shown in (Tuyls et al., 2006; Sato & Crutchfield,
2003) that a continuous time approximation of the Q-
Learning algorithm could be written as

ẋki

xki
= rki (x−k)− ⟨xk, rk(x)⟩+ Tk

∑
j∈Sk

xkj ln
xkj

xki
,

(QLD)
which we call the Q-Learning dynamics (QLD). The fixed
points of this dynamic coincide with the QRE of the game
(Leonardos et al., 2021).

2.3. Variational Inequalities and Game Theory

Our aim in this work is to analyse the Q-Learning dynamics
in network games without invoking any particular structure
on the payoffs (e.g. zero-sum). To do this, we employ the
Variational Inequality approach, which has been success-
fully applied towards the analysis of network games (Melo,
2018; Parise & Ozdaglar, 2019; Xu et al., 2019) as well as
learning in games (Hadikhanloo et al., 2022; Sorin & Wan,
2016; Hussain et al., 2023). In this paper, we connect these
areas of literature.

Definition 2.3 (Variational Inequality). Consider a set X ⊂
Rd and a map F : X → Rd. The Variational Inequality
(VI) problem V I(X , F ) is given as

⟨x− x̄, F (x̄)⟩ ≥ 0, for all x ∈ X . (2)

We say that x̄ ∈ X belongs to the set of solutions to a
variational inequality problem V I(X , F ) if it satisfies (2).

The premise of the variational approach to game theory
(Facchinei & Pang, 2004; Rosen, 1965) is that the problem
of finding equilibria of games can be reformulated as deter-
mining the set of solutions to a VI problem. This is done by
choosing associating the set X with ∆ and the map F with
the pseudo-gradient of the game.
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Definition 2.4 (Pseudo-Gradient Map). The pseudo-
gradient map of a game G = (N , E , (uk,Ak)k∈N ) is given
by F (x) = (Fk(x))k∈N = (−Dxk

uk(xk,x−k))k∈N .

The advantage of this formulation is that we can apply re-
sults from the study of Variational Inequalities to determine
properties of the game. These results rely solely on the form
of the pseudo-gradient map and so can generalise results
which assume a potential or zero-sum structure of the game
(Hussain et al., 2023; Kadan & Fu, 2021).

Lemma 2.5 ((Melo, 2021)). Consider a game G =
(N , E , (uk,Ak)k∈N ) and for any T1, . . . , TN > 0, let F
be the pseudo-gradient map of GH . Then x̄ ∈ ∆ is a QRE
of G if and only if x̄ is a solution to V I(∆, F ).

With this correspondence in place, we can analyse properties
of the pseudo-gradient map and its relation to properties of
the game and the learning dynamic. One important property
is monotonicity.

Definition 2.6. A map F : X → Rd is

1. Monotone if, for all x,y ∈ X ,

⟨F (x)− F (y),x− y⟩ ≥ 0.

2. Strongly Monotone with constant α > 0 if, for all
x,y ∈ X ,

⟨F (x)− F (y),x− y⟩ ≥ α||x− y||22.

Definition 2.7 (Monotone Game). A game G is monotone
if its pseudo-gradient map is monotone.

A large part of our analysis will be in determining conditions
under which the pseudo-gradient map is monotone. Upon
doing so, we are able to employ the following results.

Lemma 2.8 ((Melo, 2021)). Consider a game G =
(N , E , (uk,Ak)k∈N ) and for any T1, . . . , TN > 0, let F
be the pseudo-gradient map of GH . G has a unique QRE
x̄ ∈ ∆ if F is strongly monotone with any α > 0.

Lemma 2.9 ((Hussain et al., 2023)). If the game G is
monotone, then the Q-Learning Dynamics (QLD) converge
to the unique QRE with any positive exploration rates
T1, . . . , TN > 0.

3. Convergence of Q-Learning in Network
Games

In this section we determine a sufficient condition under
which Q-Learning converges to a unique QRE, which is
given in terms of the exploration rate and the network game
structure. To do this, we determine a sufficient condition
on exploration rates Tk such that the perturbed game GH is
strongly monotone. We find that this condition is dependent

on the strength of pairwise interactions in the network, as
well as its structure. We then compare our result to that of
(Hussain et al., 2023) and show that, under suitable network
structures, stability can be achieved with comparatively low
exploration rates, even in the presence of many players.
This also refines the result of (Sanders et al., 2018) which
suggests that learning dynamics are increasingly unstable as
the number of players increases, regardless of exploration
rate.

To achieve our main result, we first parameterise pairwise
interactions in a network game as follows.

Definition 3.1 (Interaction Coefficient). Let G =
(N , E , (uk,Ak)k∈N ) be a network game whose edgeset
is associated with the payoff functions (Akl, Alk)(k,l)∈E .
Then, the interaction coefficient δS of G is given as

δS = max
(k,l)∈E

∥Akl + (Alk)⊤∥2, (3)

where ∥M∥2 = sup||x||2=1∥Mx∥2 denotes the operator
2-norm (Meiss, 2007).

Theorem 3.2. Consider a network game G =
(N , E , (uk,Ak)k∈N ) which has interaction coefficient δS
and adjacency matrix G. The Q-Learning Dynamic con-
verges to a unique QRE x̄ ∈ ∆ if, for all agents k ∈ N ,

Tk >
1

2
δS ∥G∥∞ , (4)

where ∥M∥∞ = maxi
∑

j |[Gij ]| is the operator ∞-norm.

We defer the full proof of Theorem 3.2 to the Appendix
and illustrate the main ideas here. In order to apply Lemma
2.9, we must show that under (4), the perturbed game GH

is monotone. To do this, we decompose GH into a term
which is solely parameterised by exploration rates, and an-
other term corresponding to the payoff matrices and graph
structure. We then show that the second term can be de-
composed as 1

2δS ∥G∥∞, which allows us to separate terms
involving the payoffs and the graph structure. We use the
fact that the transformation between a G and GH is given
by Tk⟨xk, lnxk⟩, which has a strongly monotone gradient
(Melo, 2021) with constant Tk. Then, if the exploration
rates are high enough to offset 1

2δS ∥G∥∞, the resulting
pseudo-gradient is monotone, and Lemma 2.9 can be ap-
plied.

The condition of Theorem 3.2 for the convergence asserts
that Q-Learning dynamics is convergent in a network game
given sufficient exploration. In a similar light to the result
of (Hussain et al., 2023), the amount of exploration required
depends on the strength of interaction. The main difference
is that the condition includes a term ∥G∥∞ which encodes
the network structure. This term has a natural interpretation
as follows. Let Nk = {l ∈ N : (k, l) ∈ E} be the neigh-
bours of agent k, i.e. all the agents who interact with agent
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k according to the network. Then ∥G∥∞ = maxk |Nk|,
which denotes the maximum number of neighbours across
all agents.

A useful point about (4) is that it does not make any as-
sumptions regarding the nature of the interaction between
games, but rather parameterises pairwise interactions by δS .
As such, the result is not limited to restrictive settings such
as network zero sum games (Leonardos et al., 2021). In
fact, the convergence of Q-Learning dynamics in pairwise
zero-sum games follows immediately from Theorem 3.2.

Corollary 3.3. If the network game G is a pairwise zero-
sum matrix, i.e., Akl + (Alk)⊤ = 0 for all (k, l) ∈ E , then
the Q-Learning dynamics converge to a unique QRE so long
as exploration rates Tk for all agents are strictly positive.

Remark 3.4. Corollary 1 is supported by the result of
(Leonardos et al., 2021; Hussain et al., 2023) in which it
was shown that Q-Learning converges to a unique QRE in
all network zero-sum games (even if they are not pairwise
zero-sum) so long as all exploration rates Tk are positive.

Discussion The main takeaway from Theorem 3.2 is that
the condition on sufficient exploration depends on ∥G∥∞,
which is a measure of the network structure. In certain
networks, such as the ring network depicted in Figure 1a,
∥G∥∞ is independent of the number of agents in the system.
Therefore, as the number of agents increase, the bound (4)
does not increase. By contrast, in the fully connected net-
work all agents are connected to each other and so ∥G∥∞
increases with the number of agents. This illustrates the
main point that the variation in the stability boundary de-
fined by (4) depends on the structure of the network rather
than solely on the total number of agents as previously found
by (Hussain et al., 2023; Sanders et al., 2018). We illustrate
this further in Figure 2 which plots the stability boundary
defined in (Hussain et al., 2023) in various games (which
we define in Section 4) as well as (4) for the ring and fully-
connected network. Here, it is clear that (4) is a tighter
bound than that of (Hussain et al., 2023) particularly for
the ring network in all games. The advantage of using (4)
is most clear in the example of the Sato game which, in
(Sato et al., 2002) was shown to display chaotic behaviour
in the two-agent case when exploration rates are uniformly
zero. In Figure 2 it can be seen that only a small amount of
exploration is required to stabilise the system.

4. Experiments
In our experiments, we visualise and exemplify the implica-
tions of Theorem 3.2 on a number of games. In particular,
we simulate the Q-Learning algorithm described in Section
2.2 and show that Q-Learning asymptotically approaches a
unique QRE so long as the exploration rates are sufficiently
large. We show, in particular, that the amount of exploration

required depends on the structure of the network rather than
the total number of agents.
Remark 4.1. In our experiments, we take all agents k to
have the same exploration rate T and so drop the k notation.
As the bound (4) must hold for all agents k, this assumption
does not affect the generality of the results.

Convergence of Q-Learning. We first illustrate the con-
vergence of Q-Learning using two representative examples:
the Network Chakraborty Game and the Mismatching Pen-
nies Game. The former was first analysed in (Pandit et al.,
2018) to characterise chaos in learning dynamics. Formally,
the payoff to each agent k is defined as

uk(xk,x−k) = x⊤
k Axl, l = k − 1 mod N,

A =

(
1 α
β 0

)
, α, β ∈ R.

The latter was first analysed in (Kleinberg et al., 2011) in
which it was shown that learning dynamics reach a cycle
around the boundary of the simplex. Here, the payoffs to
each agent are given by

uk(xk,x−k) = x⊤
k Axl, l = k − 1 mod N,

A =

(
0 1
M 0

)
, M ≥ 1.

We visualise the trajectories generated by running Q-
Learning in Figure 3 in both games for a three agent network
and choosing α = 7, β = 8.5,M = 2. It can be seen that,
for low exploration rates, the dynamics reach a limit cycle
around the boundary of the simplex. However, as explo-
ration increases, the dynamics are eventually driven towards
a fixed point for all initial conditions. The higher require-
ment on exploration in the Chakraborty Game as compared
to the Mismatching Game can be seen as stemming from
the higher δS ≈ 8.67 in the former compared to δS = 2 in
the latter.

Network Shapley Game In the following example, each
edge of the network game has associated the same pair of
matrices A,B where

A =

1 0 β
β 1 0
0 β 1

 , B =

−β 1 0
0 −β 1
1 0 −β

 ,

where β ∈ (0, 1).

This has been analysed in the two-agent case in (Shapley,
2016), where it was shown that the Fictitious Play learning
dynamic do not converge to an equilibrium. (Hussain et al.,
2023) analysed the network variant of this game for the
case of a ring network and numerically showed that con-
vergence can be achieved by Q-Learning through sufficient
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Ring Network
∥G∥∞ = 2, ∥G∥2 = 2

Star Network
∥G∥∞ = N − 1, ∥G∥2 =

√
N − 1

Fully Connected Network
∥G∥∞ = N − 1, ∥G∥2 = N − 1

Figure 1. Examples of networks with five agents and associated ∥G∥∞ and ∥G∥2.

exploration. In Figure 4 we examine both a fully connected
network and a ring network with 15 agents. Figure 4 depicts
the final 2500 iterations of learning for three agents and 35
initial conditions. It can be seen that, as exploration rates
increase Q-Learning is driven towards an equilibrium for all
initial conditions. Importantly, the boundary at which equi-
librium behaviour occurs is higher in the fully connected
network, where ∥G∥∞ = 14 than in the ring network, where
∥G∥∞ = 2.

Network Sato Game We also analyse the behaviour of
Q-Learning in a variant of the game introduced in (Sato
et al., 2002), where it was shown that chaotic behaviour is
exhibited by learning dynamics in the two-agent case. We
extend this towards a network game by associating each
edge with the payoff matrices A,B given by

A =

ϵX −1 1
1 ϵX −1
−1 1 ϵX

 , B =

ϵY −1 1
1 ϵY −1
−1 1 ϵY

 ,

where ϵX , ϵY ∈ R. Notice that for ϵX = ϵY = 0, this cor-
responds to the classic Rock-Paper-Scissors game which is
zero-sum so that, by Corollary 1, Q-Learning will converge
to an equilibrium with any positive exploration rates. We
choose ϵX = 0.01, ϵY = −0.05 in order to stay consistent
with (Sato et al., 2002) which showed chaotic dynamics for
this choice. The boxplot once again shows that sufficient
exploration leads to convergence of all initial conditions.
However, the amount of exploration required is significantly
smaller than that of the Network Shapley Game. This can
be seen as being due to the significantly lower interaction
coefficient of the Sato game δS = 0.05 as compared to the
Shapley game δS = 2.

Stability Boundary In these experiments we empirically
determine the dependence of the stability boundary w.r.t. the
number of agents. For accurate comparison with Figure 2,
we consider the Network Sato and Shapley Games in a fully-
connected network, star network and ring network. We
iterate Q-Learning for various values of T and determine

whether the dynamics have converged. To evaluate conver-
gence, we record the final 2500 iterations and check whether
the relative difference between the maximum and minimum
strategy components xki is less than some tolerance l for all
agents k, actions i and initial conditions. More formally we
aim to determine if

lim
t→∞

(
maxt xki(t)−mint xki(t)

maxt xki(t)

)
< l (5)

holds for all k ∈ N and all i ∈ Ak. In Figure 5 we plot the
smallest exploration rate T for which (5) holds for varying
choices of N , using l = 1 × 10−5. It can be seen that
the prediction of (4) holds, in that the number of agents
plays no impact for the ring network whereas the increase
in the fully-connected network is linear in N . In addition, it
is clear that the stability boundary increases slower in the
Sato game than in the Shapley game, owing to the smaller
interaction coefficient.

An additional point to note is that the stability boundary for
the star network increases slower than the fully-connected
network in all games. We anticipate that this is due to the
fact that the 2-norm ∥G∥2 in the star network is smaller
than that of the fully-connected network (c.f.¬Figure 1). We
therefore conjecture that a tighter lower bound on explo-
ration can be obtained using the 2-norm, which we consider
an important avenue for future work.

5. Conclusion
In this paper we show that the Q-Learning dynamics is guar-
anteed to converge in arbitrary network games, independent
of any restrictive assumptions such as network zero-sum
or potential. This allows us to make a branching statement
which applies across all network games.

In particular, our analysis shows that convergence of the
Q-Learning dynamics can be achieved through sufficient
exploration, where the bound depends on the pairwise in-
teraction between agents and the structure of the network.
Overall, compared to the literature, we are able to tighten
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Mismatching Game
M = 2
δS = 2

Chakraborty Game
α = 7, β = 8.5

δS ≈ 8.67

Shapley Game
β = 0.2
δS = 2

Sato Game
ϵX = 0.1, ϵY = −0.05

δS = 0.05

Figure 2. Lower Bound on sufficient exploration as defined by (Hussain et al., 2023) and by (4) in a fully connected network and ring
network. The star network is not plotted as it has the same ∞-norm as the fully connected network. These are repeated for various games
who are defined in Section 4.

the bound on sufficient exploration and show that, under
certain network interactions, the bound does not increase
with the total number of agents. This allows for stability to
be guaranteed in network games with many players.

A fruitful direction for future research would be to capture
the effect of the payoffs through a tighter bound than the
interaction coefficient and to explore further how properties
of the network affect the bound. In addition, whilst there
is still much to learn in the behaviour of Q-Learning in
stateless games, the introduction of the state variable in the
Q-update is a valuable next step.
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A. Proof of Theorem 3.2
Preliminaries We begin in this section by defining the various tools that we will use in our proof. Recall that an operator
f : X ⊂ Rn → Rn is strongly convex with constant α if, for all x,y ∈ X

f(y) ≥ f(x) +Df(x)⊤(y − x) +
α

2
∥x− y∥22.

It is known that, if f(x) is strongly convex, then its Hessian D2
xf(x) is strongly positive definite with constant α. Thus, all

eigenvalues of D2
xf(x) are larger than α. To apply this in our setting, we use the following result.

Proposition A.1 ((Melo, 2021)). The function f(xk) = Tk⟨xk, lnxk⟩ is strongly convex with constant Tk.

Then, D2
xk
f(xk) has eigenvalues larger than Tk.

In addition, the following definitions and properties hold for any matrix A.

1. ∥A∥2 =
√

λmax(A⊤A) where λmax is the largest eigenvalue of A

2. ∥A∥∞ = maxi
∑

j |[A]ij |

3. ρ(A) = maxi |λi(A)| where λi(A) denotes an eigenvalue of A

Proposition A.2 (Weyl’s Inequality). Let J = D +N where D and N are symmetric matrices. Then it holds that

λmin(J) ≥ λmin(D) + λmin(N).

where λmin(A) denotes the smallest eigenvalue of a matrix.
Proposition A.3. Let A be a symmetric matrix. Then

|λmin(A)| ≤ ρ(A) = ∥A∥2.

The following result is used in our proof to be able to parameterise the effect of pairwise interactions by δS .
Lemma A.4. Let G ∈ MN (R) be matrix for which each entry gij := [G]ij is either 0 or 1. Let N ∈ MNn(R) be a block
matrix such that

[N ]ij =

{
Aij if gij = 1

0 otherwise
,

where Aij ∈ Mn(R) are matrices of the same dimension. Then

∥N∥2 ≤
√
∥G∥1 ∥G∥∞ max

1≤i,j≤n
∥Aij∥2 .

Proof. Let v = (v1, . . . , vn) ∈ RNn where vi ∈ RN for 1 ≤ i ≤ n. Then

∥Nv∥22 =

∥∥∥∥∥∥∥
g11A

11 . . . g1nA
1n

...
...

gn1A
n1 . . . gnnA

nn


v

1

...
vn


∥∥∥∥∥∥∥
2

2

=

∥∥∥∥∥∥∥

∑

1j g1jA
1jvj

...∑
ni gnjA

njvj


∥∥∥∥∥∥∥
2

2

≤
n∑

i=1

∥∥∥∥∥∥
n∑

j=1

gijA
ijvj

∥∥∥∥∥∥
2

2

. (6)

For each fixed i ∈ {1, . . . , n}, we have the upper bound∥∥∥∥∥∥
n∑

j=1

gijA
ijvj

∥∥∥∥∥∥
2

≤
n∑

j=1

gij
∥∥Aijvj

∥∥
2
≤

n∑
j=1

gij
∥∥Aij

∥∥
2

∥∥vj∥∥
2
≤ max

1≤i,j≤n

∥∥Aij
∥∥
2

n∑
j=1

gij
∥∥vj∥∥

2
. (7)

By plugging (7) in (6) and expanding the squared bracket, we obtain that

∥Nv∥22 ≤
n∑

i=1

 max
1≤i,j≤n

∥∥Aij
∥∥
2

n∑
j=1

gij
∥∥vj∥∥

2

2

= max
1≤i,j≤n

∥∥Aij
∥∥2
2

n∑
i=1

n∑
k,l=1

gikgil
∥∥vk∥∥

2

∥∥vl∥∥
2

≤ max
1≤i,j≤n

∥∥Aij
∥∥2
2

n∑
i=1

n∑
k,l=1

gikgil

(
1

2

∥∥vk∥∥2
2
+

1

2

∥∥vl∥∥2
2

)
,
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where the last inequality follows by completing the square. Notice that the two sums above are identical, hence

∥Nv∥22 ≤ max
1≤i,j≤n

∥∥Aij
∥∥2
2

n∑
i=1

n∑
k,l=1

gikgil
∥∥vk∥∥2

2
.

It remains the upper bound the RHS in the above inequality. Indeed, we have that

n∑
i=1

n∑
k,l=1

gikgil
∥∥vk∥∥2

2
=

n∑
i=1

n∑
k=1

gik
∥∥vk∥∥2

2

(
n∑

l=1

gil

)
≤ ∥G∞∥

n∑
i=1

n∑
k=1

gik
∥∥vk∥∥2

2

≤ ∥G∞∥
n∑

k=1

(
n∑

i=1

gik

)∥∥vk∥∥2
2
≤ ∥G∞∥ ∥G1∥

n∑
k=1

∥∥vk∥∥2
2
= ∥G∞∥ ∥G1∥ .

Thus
sup

v : ∥v∥=1

∥Nv∥22 ≤ ∥G∞∥ ∥G1∥max
i,j

∥∥Aij
∥∥2
2
,

and the conclusion follows.

With these results in place, we can prove Theorem 3.2 in the main paper.

Proof of Theorem 3.2. In order to apply Lemma 2.9 we show that, under the condition (4), the perturbed game GH is
strongly monotone. To this end, we take the derivative of the pseudo-gradient of GH which we call the pseudo-Hessian
given by

[J(x)]k,l = Dxl
Fk(x).

It follows that, if J(x)+J⊤(x)
2 is strongly positive definite for all x ∈ ∆ with any α > 0, i.e. x⊤J(x)x ≥ α for all x ∈ ∆,

then F (x) is strongly monotone with the same constant α. We can rewrite the pseudo-Hessian as

J(x) = D(x) +N(x),

where D(x) is a block diagonal matrix with −D2
xkxk

uH
k (xk,x−k) along the diagonal. N(x) is an off-diagonal block matrix

with

[N(x)]k,l =

{
−Dxk,xl

uH
k (xk,x−k) if (k, l) ∈ E

0 otherwise
.

In words, N(x) shares the same structure of the adjacency matrix G of the game, except that it has −Dxk,xl
uH
k (xk,x−k)

wherever G takes the value 1 and the block matrix 0 wherever G has 0. Next we evaluate these partial differentials. Recall
that

−uH
k (xk,x−k) = Tk⟨xk, lnxk⟩ −

∑
(k,l)∈E

xk ·Aklxl.

As a result, for all (k, l) ∈ E , [N(x)]k,l = −Akl, so that N(x) represents the network interaction. By contrast, D(x)
depends on Tk and is independent of the payoffs uk. As such, it measures the strength of the game perturbation. Now, let
J̄(x) be defined as

J̄(x) =
J(x) + J⊤(x)

2

= D(x) +
N(x) +N⊤(x)

2
.

Then we apply the following results.



Stability of Multi-Agent Learning: Convergence in Network Games with Many Players

Then, from Proposition A.1 it follows that D(x) is strongly positive definite with constant T = mink Tk. In particular, this
means that λminD(x) ≥ T . Finally, applying Weyl’s inequality

λmin(J̄) ≥ T + λmin

(
N +N⊤

2

)
≥ T − ρ

(
N +N⊤

2

)
= T −

∥∥∥∥N +N⊤

2

∥∥∥∥
2

≥ T − 1

2

∥∥A+B⊤∥∥
2

√
∥G∥∞∥G∥1

= T − 1

2

∥∥A+B⊤∥∥
2
∥G∥∞

= T − 1

2
δS ∥G∥∞

where we employ Propositions A.3, Lemma A.4 and the fact that G is symmetric so that ∥G∥∞ = ∥G∥1. The matrices
A,B are chosen so that ∥∥A+B⊤∥∥

2
= max

(k,l)∈E

∥∥Akl + (Alk)⊤
∥∥
2
= δS .

Then, under (4), λmin(J̄(x)) ≥ T − 1
2δS∥G∥∞ > 0 and, therefore F (x) is strongly monotone with constant T − 1

2δS ∥G∥∞.
Using Lemma 2.9, it follows that Q-Learning Dynamics converge to a unique QRE.


