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Abstract
Current Multimodal Large Language Models001
(MLLMs) excel in general visual reasoning but002
remain underexplored in Abstract Visual Rea-003
soning (AVR), which demands higher-order004
reasoning to identify abstract rules beyond sim-005
ple perception. Existing AVR benchmarks fo-006
cus on single-step reasoning, emphasizing the007
end result but neglecting the multi-stage na-008
ture of reasoning process. Past studies found009
MLLMs struggle with these benchmarks, but010
it doesn’t explain how they fail. To address011
this gap, we introduce MultiStAR, a Multi-012
Stage AVR benchmark, based on RAVEN, de-013
signed to assess reasoning across varying levels014
of complexity. Additionally, existing metrics015
like accuracy only focus on the final outcomes016
while do not account for the correctness of inter-017
mediate steps. Therefore, we propose a novel018
metric, MSEval, which considers the correct-019
ness of intermediate steps in addition to the020
final outcomes. We conduct comprehensive021
experiments on MultiStAR using 17 represen-022
tative close-source and open-source MLLMs.023
The results reveal that while existing MLLMs024
perform adequately on basic perception tasks,025
they continue to face challenges in more com-026
plex rule detection stages. The dataset and code027
will be available after acceptance.028

1 Introduction029

Multimodal Large Language Models (MLLMs)030

demonstrate proficiency in addressing a wide array031

of visual-text inquiries and show strong multimodal032

understanding ability in tasks such as visual ques-033

tion answering (Goyal et al., 2017; Marino et al.,034

2019; Ding et al., 2023), image captioning (Saito035

et al., 2023; Vinyals et al., 2015; Jiang et al., 2024a),036

and visual grounding (He et al., 2024; Deng et al.,037

2021). These tasks focus on evaluating the mod-038

els’ capability to understand real-world or domain-039

specific knowledge. However, Abstract Visual Rea-040

soning (AVR) presents a different challenge, fo-041

cusing on a model’s ability to identify and reason042

Single-Step AVR

Q: Which panel (1-8) should be
placed in the empty box to
complete the pa�ern?

Logical Chain

Ans: “1”

Problem Matrix

Answer Set
Q:Iden�fy

the rule that governs
the number of objects.
Ground Truth:
Progressively decrease

Predic�on:
Progressively decrease

Q: How many
objects…?
Ground Truth: 1

Predic�on: 1

Direct Answer

Ans: “xxx”

One-panel percep�on

Two-panel comparison

Rule deduc�on

Q: How many objects are in the panel?

Q: Is the color of all the objects in le� panel the
same as, darker or brighter than right panel?

Ans: “1”

Q: Iden�fy the rule that
governs the shape of objects.

Ans: “More”

Ans: “Edge Number Decreasing”

Q: Does the
le� panel contain the
same, more, or
fewer…?
Ground Truth: Fewer

Predic�on: More

…

Figure 1: Left Part: RAVEN puzzle. The correct answer
is 1. Right Part: Direct Answer subtask, where ques-
tions are independent for each configuration; Logical
Chain subtask, where information from previous stages
is used to assist in answering the current stage, all ques-
tions here focus on the concept of Number.

through abstract patterns, relationships, and rules. 043

A well-known example of AVR tasks is RAVEN 044

(Raven, 2003; Zhang et al., 2019), as shown in the 045

left part of Figure 1. The solver needs to select 046

the correct panel from a answer set to complete a 047

3x3 problem matrix by deducing the visual rules 048

governing the grid’s arrangement. For instance, by 049

analyzing the colors of each panel, one might ob- 050

serve the color remains consistent across each row. 051

Unlike other multimodal tasks in real-world sce- 052

narios, AVR focuses on reasoning about arbitrary 053

visual elements, serving as a robust benchmark 054

for evaluating the zero-shot reasoning capabilities 055

of MLLMs in visual contexts (Mańdziuk and Ży- 056

chowski, 2019; Santoro et al., 2018). 057

Previous works have consistently shown that 058

AVR tasks pose challenges for MLLMs in zero- 059

shot inference settings. Despite recent advance- 060

ments like Chain-of-Thought prompting (Ahrabian 061

et al., 2024; Gendron et al., 2024) and the inclu- 062

sion of oracle captions (Zhang et al., 2024), models 063

continue to perform at near-random levels on these 064

tasks. The AVR datasets used commonly in these 065

evaluations like RAVEN primarily focus on single- 066

step end-to-end reasoning (i.e., giving the models 067
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the questions and asking them to derive the final068

answer), as shown in the left part of Figure 1 (San-069

toro et al., 2018; Nie et al., 2020; Cao et al., 2024).070

However, this design deviates from the human rea-071

soning process, which often involves sequential072

steps: starting with single-panel perception, pro-073

gressing to panel comparisons, and finally deduc-074

ing the underlying rules before solving the puz-075

zle. Previous datasets often omit these intermedi-076

ate stages, posing challenges to effectively evaluate077

their step-by-step reasoning capabilities and iden-078

tify where models struggle within the reasoning079

process. This highlights the need for benchmarks080

that assess intermediate perception and reasoning081

processes. Additionally, a model that accurately082

identifies patterns in early steps but fails in the fi-083

nal deduction still demonstrates partial reasoning084

capability. Rewarding such intermediate success085

aligns with human evaluation practices. However,086

existing metrics like accuracy, measure only the087

performance of the current stage while disregard-088

ing the correctness of intermediate steps.089

To address the limitation of lacking intermedi-090

ate process evaluation, we introduce MultiStAR,091

a Multi-Stage Abstract Visual Reasoning dataset,092

designed to evaluate MLLMs on the intermediate093

steps in the reasoning process. As shown in Fig-094

ure 1, the dataset is divided into two sub-tasks,095

each focusing on different aspects of reasoning.096

The first sub-task, referred to as Direct Answer,097

evaluates model performance at varying levels of098

complexity to assess perception and reasoning abil-099

ities at each individual step. Using template-based100

methods, we generate questions based on RAVEN,101

ranging from basic object recognition to advanced102

comparison, pattern recognition, and rule inference.103

This approach ensures comprehensive coverage of104

reasoning patterns. The second sub-task called105

Logical Chain, emphasizes how models measure106

and maintain logical correlations across reasoning107

steps. Using puzzles from the RAVEN as the final108

question, we decompose the reasoning process into109

a sequence of subproblems in a bottom-up manner.110

Each stage in this chain links the current reasoning111

task to its dependent subproblems, requiring the112

model to combine current information with outputs113

from previous stages. To assess the correctness114

of intermediate steps, we introduce a novel met-115

ric, MSEval, which provides a more fine-grained116

assessment of the model’s reasoning process for117

the logical chain task. MSEval uses the correct118

answer probabilities at each stage to compute the119

joint probability across the reasoning process. This 120

approach considers both the correctness of the cur- 121

rent stage and all dependent intermediate steps. 122

In summary, our contributions are: 1) We intro- 123

duce the MultiStAR benchmark, designed to eval- 124

uate models across different stages of reasoning 125

through two subtasks, allowing for a more granular 126

analysis of their performance throughout the rea- 127

soning process. 2) We present a novel metric that 128

incorporates the correctness of the current stage as 129

well as the accuracy of its dependent intermediate 130

steps. 3) We perform extensive experiments on a 131

wide range of state-of-the-art MLLMs, providing 132

insights into their strengths, weaknesses, and future 133

improvement directions on AVR tasks. 134

2 Related Work 135

Visual reasoning benchmarks have evolved to as- 136

sess the capacity of AI models on various tasks in- 137

cluding compositional (Johnson et al., 2017), com- 138

monsense (Gao et al., 2022; Li et al., 2024), scien- 139

tific (Hiippala et al., 2021; Saikh et al., 2022; Yue 140

et al., 2024), and abstract visual reasoning. Both 141

commonsense and scientific reasoning tasks require 142

real-world knowledge and a prior understanding 143

of specific domains. Abstract Visual Reasoning 144

(AVR) benchmarks the main focus of this work, 145

primarily involving classification tasks, where mod- 146

els select an answer from a fixed set of choices 147

based on abstract patterns and rules (Mańdziuk 148

and Żychowski, 2019; Zhang et al., 2019; San- 149

toro et al., 2018; Nie et al., 2020). A few other 150

AVR benchmarks address generative tasks, where 151

models are tasked with recreating elements that fit 152

within a given visual sequence, introducing addi- 153

tional complexity by evaluating a model’s creative 154

reasoning capabilities (Chollet, 2019; Moskvichev 155

et al., 2023). The most similar benchmark to ours 156

is MARVEL (Jiang et al., 2024b), which targets 157

AVR tasks and extends reasoning diversity with six 158

core patterns across geometric and abstract shapes. 159

It also includes basic perception questions to as- 160

sess visual comprehension. However, MARVEL 161

is still limited in its capacity to analyze interme- 162

diate reasoning steps. For the key statistics and 163

features comparison of major multimodal reason- 164

ing datasets alongside our proposed MultiStAR 165

benchmark, please see Appendix A.1. 166

3 Multi-stage Evaluation Benchmark 167

3.1 Task Definition and Configuration 168

Our dataset comprises two sub-tasks, Direct An- 169

swer and Logical Chain, both derived from RAVEN 170
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Shape,
Size,
Color

Task A: Direct Answer Visualized Logical Chain
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Figure 2: Left Part: Direct Answer subtask, showcasing six configurations along with their corresponding examples.
Right Part: Logical Chain task, presenting a partial view of the logical chain (See full chain and the chain designing
rationale in Appendix A.3). Examples are provided for one specific path in the chain.

but with distinct reasoning patterns and focuses.171

3.1.1 Direct Answer172
To uncovering where the MLLMs likely to succeed173

or struggle in the individual stages, this sub-task ex-174

plores AVR across multiple levels, which is divided175

into six configurations, shown in Figure 2:176

a) One Panel Basic Perception (1P-B): The puzzle177

image consists of a single panel I = p, focusing178

on basic perception questions, such as determining179

the number of objects, the shape, or the position of180

a single object, without requiring any comparison.181

b) One Panel Comparison (1P-C): The puzzle im-182

age remains a single panel, but questions require183

intra-panel attribute comparisons.184

c) Two Panels Comparison (2P): The puzzle image185

consists of two panels, I = (p1, p2), requiring186

cross-panel comparisons.187

d) One Row Rule Deduction (1R): The puzzle188

image is a single row of three panels, I =189

(p1,p2,p3), and the task involves identifying a190

rule that governs the sequence.191

e) Two Row Rule Deduction (2R): The puzzle192

image contains the first two rows, each with193

three panels, denoted as I = ({p1,1,p1,2,p1,3},194

{p2,1,p2,2,p2,3}). The task is to find a rule that195

applies to both rows.196

f) RAVEN puzzle (Final): The original puzzle from197

RAVEN dataset.198

Formally, given an puzzle image I (which con-199

sist of one or more panels p) and a question q,200

the task is to select an answer a from a set of k201

multiple-choice options:202

a∗ = argmax
a∈A

P (a | I, q) (1)203

where A = {a1, . . . , ak} is the answer set.204

3.1.2 Logical Chain205

To measure the sequential steps of the reasoning206

process required to reach the final answer, rather207

than evaluating stages in isolation, the second Log- 208

ical Chain task extends reasoning across multiple 209

subproblems, introducing dependencies between 210

stages to form a coherent logical chain. As illus- 211

trated in the right part of Figure 2, each node rep- 212

resents a stage question, and edges are connected 213

if the previous information is necessary to answer 214

the current stage. 215

This task consists of five stages, similar to Di- 216

rect Answer subtask: 1P (Merged 1P-B and 1P-C), 217

2P, 1R, 2R and Final. Specifically, each node t in- 218

volves predicting an answer at based on the current 219

question qt, the current image It, and information 220

from prior stages Ht, the task is defined as: 221

a∗
t = arg max

at∈At

P (at | It, qt,Ht) (2) 222
223

Ht = {Re-Format(qj , aj) | j ∈ Dt} (3) 224

where Ht represents the set of prior information, 225

as determined by the pre-defined logical chain Dt, 226

specifying one or more nodes that current node t 227

depends on. As the images referenced by prior 228

questions change across different stages, we use 229

a rule-based program to reformat each dependent 230

question qj and the generated answer aj , appending 231

this prior information before the current question 232

to construct the input for the current node. Details 233

of this program are provided in Appendix A.4.2. 234

3.2 Dataset Creation 235

Data Sources: Our MultiStAR dataset is derived 236

from the RAVEN dataset, which its associated 237

XML files provide objects details and ground-truth 238

logical rules for generating each puzzle. 239

Define Templates: We pre-define question tem- 240

plates for all six configurations, each template in- 241

cluding a question format, constraints, an answer 242

space, and a corresponding function sequence, as 243

illustrated in Figure 3. Overall, we created 25 dis- 244

tinct templates, details are shown in Appendix A.2. 245

3



Type="5"

1P-B

1P-C 2P 1R 2R

Filter out Chain Unrelated
Templates

Merge 1P-B and 1P-C to 1P

Generating Questions for
each pre-defined node

Auto-Genera�on
Engine

Ques�on Paraphraser

Predefined Template Items

Subtask
Crea�on

Ques�on Template

Constraints

Answer Space

Func�on Sequence
Logical Chain Generator

Basic

Compare

Two Panel
Compare

One Row
Deduc�on

Two Panel
Compare

Filtering

Merging

Genera�n g

Type="5"

(2) Panel Retrieve(1) Scene Retrieve

<X2>: Top -Right object

Func�on Sequence

<Panel>
…

</Panel>

In Panel <P>, is the shape of the object on the <X1> have the
same, more or fewer edges compared to the object on the <X2>?

Ques�on Template

Paraphrased Ques�on

In panel <P>, how does the number of edges of the object on the
<X1> compared to the number of edges of the object on the <X2>?

(3) Filter Unique

Constraints

<X> != <X2>

Answer Space

The same, Fewer, More

Scene XML Source

<X1>: Le� -bo�om object

(4) Shape Query
<Scene>…</Scene>

(5) Compare Shape

Object at <X1>:
<Entity Angle="3"
Color="7" Size="3"
Type="5"/>

Object at <X1>:
<Entity Angle="3"
Color="7"
Size=“4" Type=“4"/>

Edge 5 > 4

Ground Truth : More

Type=“4"Type="5"

<Scene><Panel><Struct
name="Out_In"><Compone
nt id="0"
name="Out"><Layout…><
Entity Angle="7"
Color="0" Size="5"
Type="4"/></Layout></C
omponent><Component
id="1“…

Linking F2R1R2P1P

Group ques�ons based on
the a�ributes of each config.

Grouping

Human Verify

Direct
Answer

Generator

Figure 3: Our MultiStAR dataset generation pipeline.

Question Generation: By leveraging the puzzle246

information and the pre-defined templates, we im-247

plement an automated template-based generation248

process to efficiently produce large-scale question-249

answer pairs. Firstly, to enrich question formats250

and linguistic diversity, we employ GPT-4o (Ope-251

nAI, 2024) to rewrite the templates. Then, follow-252

ing a methodology similar to the CLEVR dataset253

(Johnson et al., 2017), we design functional pro-254

grams that execute a sequence of functions. For255

instance, as shown in Figure 3, the program “Scene256

Retrieve → Panel Retrieve → Filter Unique →257

Shape Query → Compare Shape” identifies the258

puzzle matrix, retrieves the relevant panel <P>, lo-259

cates objects at positions <X1> and <X2>, queries260

their shapes, and compares them to determine the261

ground-truth answer. And lastly, the multiple-262

choice options are sampled from the answer space.263

Subtasks Creation: To create the Direct Answer264

subtask, we first sample XML files from RAVEN,265

and for each XML file, we generate one ques-266

tion for each template. During question formation,267

placeholders (e.g., <X1>, <X2>) are replaced with268

randomly selected any possible values consistent269

with the value ranges and constraints. Next, we270

create the Logical Chain sub-task by first filtering271

out those templates that do not contribute useful272

information for building the logical chain (i.e. the273

question does not provide necessary input for its274

child nodes). To simplify chain construction, the275

first two one-panel configurations, 1P-B and 1P-276

C, are combined into a single stage representing277

one-panel information. During question generation,278

one question is created for each node, with place-279

holders such as panel <P> replaced by the values280

corresponding to the current node’s position in the281

chain. For instance, if there are three 1P nodes282

in the chain, they correspond to panels 1, 2, and283

3, respectively. Questions are then grouped by at-284

tributes such as number and position, aligning with 285

how the chain is constructed. Finally, we assign 286

the previous nodes for each question to establish 287

the edges between nodes. Detailed analysis of our 288

dataset MultiStAR, such as the question length and 289

function distribution, please see Appendix A.1. In 290

total, we create 21.7K questions for Direct Answer 291

subtask, and 3.92K for Logical Chain subtask. 292

Human Verification: To evaluate the quality of 293

automatically generated question-answer pairs, we 294

also conduct human study based on three aspects, 295

Correctness, Clarity and Content Validity. The 296

results show our dataset performing well across all 297

aspects, see Appendix A.5.1 for details. 298

3.3 Evaluation Metrics 299

We use accuracy for the Direct Answer subtask, as 300

it directly aligns with the task of selecting the cor- 301

rect answer from multiple choices. However, for 302

the Logical Chain subtask, accuracy alone does 303

not consider intermediate reasoning steps, focusing 304

only on the end result. To address this limitation 305

and better align with the step-by-step reasoning 306

process, we introduce a new metric, MSEval. As 307

the example illustrated in Figure 4, the score for the 308

1R node is designed to aggregate from all its related 309

nodes, which include three 1P nodes, two 2P nodes, 310

and the 1R node itself. This aggregation captures 311

the interconnectivity between nodes in the logical 312

chain. And to reflect their contribution to the rea- 313

soning process, it assigns a weight to each of these 314

nodes based on their importance. Specifically: 315

𝒘𝒄

𝒘𝒂

𝒘𝒅

𝒘

𝒘𝒆

𝒘

𝒘

𝒘
𝒘𝒘𝒃

𝒘𝒇

Figure 4: This example is the MSEval score calculation
for the 1R node, depends on 1P, 2P and 1R itself. The
corresponding weights are denoted as wa through wf .
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Aggregated Outcomes: To aggregated the inter-316

mediate steps outcomes across the chain, MSEval317

chooses to compute a joint probability of the cur-318

rent node and all dependent nodes as the product319

of their conditional probabilities. To prevent dis-320

regarding the model’s performance when it is in-321

correct, each conditional probability is derived by322

measuring the probability assigned to the ground323

truth answer. Using logits from the model’s final324

layer for the answer choices (e.g., A, B, C, D), the325

correct answer logit p(i)j is transformed into a prob-326

ability via the softmax function. This is defined327

as:328

Joint Prob(i)
t = Norm(P (a

(i)
t = a

(i)∗
t ,Φ

(i)
t | ξ

(i)
t ))329

=
∏

j∈Dt∪{t}

exp(
p
(i)
j

ϵ
(i)
j

) (4)330

331
p
(i)
j = P (a

(i)
j = a

(i)∗
j | H(i)

j ) =
exp(z

a
(i)∗
j

)∑
k∈A(i)

j

exp(zk)
(5)332

where z
a
(i)∗
j

is the logit for the correct answer333

a
(i)∗
j , and A(i)

j is the set of all possible answers,334

ϵ
(i)
j = 1

|A(i)
j |

represents the random rate. The term335

exp(·) normalizes the probability to account for336

varying numbers of choices for all nodes. Φ(i)
t =337

{a(i)j = a
(i)∗
j | j ∈ Dt} represents the correct338

answer probability for all dependent nodes, ξ(i)t =339

{H(i)
j | j ∈ Dt ∪ {t}} represents a set of prior340

information for each node.341

Weighted Importance: The joint probability does342

not account for the relative importance of each node343

in the chain. To address this, we introduce a weight344

for each node based on its influence on the current345

node, as measured by conditional mutual informa-346

tion (CMI). CMI is obtained by altering the set of347

all possible answers A(i)
j at node j while keeping348

the outputs of all other nodes (D(i)
t \ {j}) fixed.349

We then observe how the model’s outputs A(i)
j→t at350

the current node t change. If A(i)
j→t changes sig-351

nificantly, the CMI is higher, resulting in a higher352

weight. As raw CMI values may vary in scale,353

we take a normalization of the conditional mutual354

information (NCMI). This process is defined as:355

CMI(i, j, t) = CMI(A(i)
j ;A(i)

j→t | D
(i)
t \ {j})356

= H(A(i)
j→t | D

(i)
t \ {j})357

+H(A(i)
j | D

(i)
t \ {j})358

−H(A(i)
j→t, A

(i)
j | D

(i)
t \ {j}) (6)359

360

NCMI(i, j, t) =
exp(CMI(i, j, t))∑

k∈Dt∪{t} exp(CMI(i, k, t)))
(7)361

where H(·) denotes entropy. Note that for current 362

node t, we have A(i)
t = A(i)

t→t, so that current node 363

would always have the highest impact to itself. 364

We apply the NCMI to each node’s conditional 365

probability to compute its weighted contribution to 366

the reasoning process. To simplify the formulation, 367

we apply a log to the expression. The final MSEval 368

score for stage t, instance i is computed as: 369

MSEval(i)t = log
∏

j∈Dt∪{t}

(exp(
p
(i)
j

ϵ
(i)
j

))NCMI(i,j,t) 370

=
∑

j∈Dt∪{t}

NCMI(i, j, t) ·
p
(i)
j

ϵ
(i)
j

(8) 371

372
MSEval(i)t =

∑
j∈Dt∪{t}

w
(i)
j ·

p
(i)
j

ϵ
(i)
j

(9) 373

As MSEval relies on access to the logits of the 374

model’s final layer, which can only be applied to 375

open-source models. More details about MSEval, 376

such as algorithm Pseudo Code and computational 377

cost, are shown in Appendix A.7. 378

4 Results 379

4.1 Experiment Setup 380

In the Direct Answer subtask, we evaluate 17 rep- 381

resentative MLLMs in zero-shot setting, including 382

both open-source and close-source models. For 383

open-source models, we have pre-trained (with- 384

out instruction-tuned) and instruction-tuned mod- 385

els. Additionally, we consider a range of model 386

sizes to ensure a comprehensive evaluation. The 387

model settings and the input prompt details are 388

shown in Appendix A.4.1. 389

In the Logical Chain subtask, we evaluate six 390

models which performed well in the Direct An- 391

swer subtask in zero-shot setting. To compare how 392

much benefit the models gain from prior informa- 393

tion, we also evaluate the models without providing 394

prior information (Ht = ∅), serving as a baseline 395

for comparison. In this case, as we only consider 396

the current stage, the MSEval score simplifies to 397

MSEval(i)t =
p
(i)
t

|A(i)
t |

. The model settings and the 398

input prompt details are shown in Appendix A.4.2. 399

To establish the human performance on the sub- 400

problems within MultiStAR, we conduct a human 401

study on a crowd-sourcing platform in which partic- 402

ipants solved a 10% subset of the benchmark. We 403

do not evaluate human performance on the original 404

RAVEN puzzles, but instead use the result reported 405

in Zhang et al. (2019). Please see Appendix A.5.2 406

for more details about the human study. 407
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4.2 Result Analysis408

Direct Answer: Table 1 compares the perfor-409

mance of various MLLMs on the Direct Answer410

task. The two close-source models, GPT-4o and411

Gemini-1.5-pro, outperform others in 1P-B, 1R and412

2R stages. GPT-4o achieves an impressive 88.07%413

accuracy for basic object-oriented questions within414

a single panel, highlighting its strong capability to415

recognize simple visual patterns. Gemini achieves416

the best results in rule deduction tasks for both one-417

row and two-row configurations, indicating its su-418

perior ability to process more complex visual inputs419

and perform logical reasoning effectively. Among420

open-source models, pre-trained models generally421

perform worse than instruction-tuned ones, em-422

phasizing that instruction tuning is an effective ap-423

proach for addressing question-answering and rea-424

soning tasks. Qwen2-VL-Instruct-72B achieves the425

best performance on cross-panel comparison tasks,426

showcasing its strength in identifying relationships427

between objects across panels. For the final stage,428

models like Qwen2-VL-Instruct and Idefics2-8B429

achieve significantly higher scores. We suspect430

that these models may have encountered RAVEN431

questions during their training process.432

Interestingly, as the questions become increas-433

ingly complex and require deeper reasoning, a no-434

ticeable decline in performance is observed across435

all models, gradually approaching the random base-436

line. While models demonstrate strong perfor-437

mance on basic perception tasks, they struggle sig-438

nificantly with deeper reasoning challenges. In con-439

trast, human performance remains stable at above440

60% with increasing complexity. This highlights441

the substantial gap between model and human per-442

formance, emphasizing the limitations of current443

MLLMs in understanding and reasoning at a level444

comparable to humans.445

Another finding is that the performance gener-446

ally improves with larger model sizes (See Ap-447

pendix A.8.1 for detailed visual analysis.), mainly448

due to differences in the size of their language en-449

coders. This indicates that a robust language en-450

coder significantly influences overall performance.451

Logical Chain: Table 2 shows the performance452

of MLLMs on each stage of the Logical Chain453

task. Results are reported as accuracy and MSE-454

val scores. Among all models, Gemini-1.5-pro455

achieves the best performance on the first four456

stages, demonstrating its superior ability to rea-457

son through multi-stage dependencies. Among the458

1P-B 1P-C 2P 1R 2R Final

Close-Source Models
GPT-4o (2024) 88.1 72.7 54.0 40.0 31.6 12.1
Gemini-1.5-pro (2023) 83.2 75.0 50.0 46.9 37.8 11.6

Pre-trained Open-Source Models
Qwen-VL-7B (2023) 17.5 24.7 22.5 15.8 12.2 12.3
Idefics2-8B (2024) 17.2 33.0 27.3 19.8 21.4 12.3
xGen-MM-4B (2024) 40.2 31.8 12.5 24.1 23.9 3.4

Instruction-Tuned open-source Models
Instructblip-7B (2023) 27.5 37.1 27.7 14.0 13.5 11.6
Instructblip-13B (2023) 29.4 39.0 26.9 25.0 23.0 14.3
LLaVA-v1.5-7B (2024) 47.8 50.2 32.9 27.1 25.7 13.3
LLaVA-v1.5-13B (2024) 59.6 47.6 15.9 26.7 26.9 11.3
Idefics2-8B (2024) 85.1 65.5 42.0 37.0 36.8 29.9∗

xGen-MM-4B (2024) 81.2 47.9 21.9 24.0 25.6 2.4
Qwen2-VL-2B (2024) 40.4 42.7 22.8 13.7 11.4 9.9∗

Qwen2-VL-7B (2024) 64.8 56.6 47.9 31.0 33.2 24.3∗

Qwen2-VL-72B (2024) 86.9 77.8 60.2 45.5 21.9 63.7∗

NVLM-D-72B (2024) 80.5 67.1 45.3 39.1 31.3 12.7
Intern-VL2-2B (2024) 54.0 48.7 27.3 26.9 23.9 10.1
Intern-VL2-8B (2024) 63.0 54.5 34.2 23.2 23.4 14.6

Random 39.9 23.0 26.2 25.0 25.0 12.5
Human 98.5 88.9 69.1 62.1 63.3 84.4‡

Table 1: The answer accuracy of MLLMs for the Direct
Answer subtask. The best results are highlighted in bold.
∗The model may have included the RAVEN dataset in
training. ‡Result reported in (Zhang et al., 2019).

open-source models, Qwen2-VL-72B outperforms 459

others in both accuracy and MSEval, suggesting 460

that our MSEval metric generally aligns with ac- 461

curacy. When comparing results with and without 462

prior, all models show better performance when 463

prior is available in both metrics, highlighting their 464

capacity to benefit from step-by-step reasoning, 465

even when some generated previous answers might 466

be incorrect. For visual representation of the per- 467

centage increase, refer to Appendix A.6. 468

Interestingly, for the final stage involving the 469

RAVEN puzzle, prior information appears to pro- 470

vide limited utility for most models, with accu- 471

racy close to random except for those that might 472

touch on RAVEN tasks. This aligns with previous 473

findings that chain-of-thought reasoning models 474

struggle to solve RAVEN puzzles (Ahrabian et al., 475

2024; Gendron et al., 2024). However, MSEval 476

scores tell a different story. Models with prior 477

information, particularly NVLM-D-72B, show sig- 478

nificant improvements in MSEval (close to 100%), 479

despite low final stage accuracy. Since MSEval 480

evaluates correctness across intermediate and cur- 481

rent stages, it reveals that models, despite failing 482

the final stage, often solve intermediate steps with 483

higher confidence. Another finding is the MSEval 484

score for Qwen2-VL-72B declines when provided 485

with prior information, which is not consistent with 486

accuracy. This indicates its weakness in address- 487

ing intermediate stages that were likely not part 488
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Metric Prior 1P 2P 1R 2R Final

GPT-4o Acc w/o 73.8 39.1 34.7 28.9 15.7
w 73.8 43.9 41.8 50.6 10.0

Gemini Acc w/o 75.5 61.6 49.6 44.6 5.7
w 75.5 64.4 52.6 57.1 18.6

Idefics2
(8B)

Acc w/o 57.8 39.6 34.4 35.1 25.7∗

w 57.8 37.8 36.6 42.4 25.7∗

MSEval w/o 2.02 1.29 1.29 1.27 1.24∗

w 2.02 1.48 1.51 1.51 1.44∗

Qwen2-VL
(72B)

Acc w/o 74.1 56.0 45.1 42.9 64.3∗

w 74.1 57.8 47.3 54.2 65.7∗

MSEval w/o 2.54 1.95 1.79 1.70 5.14∗

w 2.54 2.13 2.12 2.10 3.31∗

Intern-VL2
(8B)

Acc w/o 54.4 35.9 21.6 21.6 18.6
w 54.4 41.9 31.6 33.5 17.1

MSEval w/o 1.75 1.09 0.90 0.91 1.18
w 1.75 1.38 1.30 1.18 1.26

NVLM-D
(72B)

Acc w/o 66.1 42.4 37.8 23.5 8.6
w 66.1 45.2 39.1 43.3 7.1

MSEval w/o 2.25 1.20 1.28 1.02 0.76
w 2.25 1.65 1.69 1.62 1.41

Random Acc - 31.1 31.7 25.0 25.0 12.5
MSEval - 1.00 1.00 1.00 1.00 1.00

Table 2: The Accuracy (Acc) and MSEval scores for
the Logical Chain task. *The model may have included
the RAVEN dataset in training. The highest accuracy
are highlighted in bold. The highest MSEval are high-
lighted in underline. w/o: without prior, w: with prior

of its pre-training. Despite errors in earlier stages,489

the model still performs well on the final question,490

suggesting it relies on memorizing patterns from491

the final stage rather than demonstrating a strong492

understanding of the logical reasoning behind the493

task. This highlights a critical limitation in current494

MLLMs, while they may achieve impressive re-495

sults in isolated cases, their ability to generalize496

and reason through multi-stage logical depen-497

dencies remains inadequate. To further verify the498

MSEval’s effectiveness, we also conduct qualita-499

tive analysis in section 6.500

5 Discussion501

What insights can be drawn from each at-502

tribute’s performance? From Figure 5, the503

“number” attribute is the easiest to recognize in504

higher level configurations (2P, 1R, 2R), while “po-505

sition” is the most easily identified in low-level,506

single-panel settings. Some attributes achieve accu-507

racy above 90%, indicating that the models exhibit508

strong counting and spatial reasoning capabilities.509

However, they struggle with attributes like “color”510

and “size”, particularly in high-level configurations,511

suggesting that the models may not be adequately512

designed or trained to focus on these aspects.513

Given the ground truth for intermediate steps,514

how does it influence the final results? Table 3515

highlights the ground truth priors generally demon-516

strate a positive impact. For example, the 1R stage517

Figure 5: Breakdown analysis of five attributes for
Gemeni-1.5-pro and Qwen2-VL-72B on the Direct An-
swer task. Refer to the Appendix A.8.2 for more models.

benefits significantly from the insights about each 518

panel and intra-panel comparisons. The 2R stage 519

also sees substantial gains, as it mainly relies on 520

double-checking information from the 1R stage 521

without requiring additional changes in most cases. 522

However, the final stage experiences a negative im- 523

pact despite the inclusion of correct rules. This 524

may be attributed to the complexity of the visual 525

input, which contains numerous objects, making it 526

challenging for the model to effectively apply the 527

given rules. And for the Qwen2-VL-72B model, 528

its tendency to memorize patterns might turn these 529

ground truths into noise. 530

Prior Info 1P 2P 1R 2R Final

GPT-4o w/o 73.8 39.1 34.7 28.9 15.7
GT 73.8 49.2 66.0 93.8 14.3

Gemini w/o 75.5 61.6 49.6 44.6 5.7
GT 75.5 62.4 68.9 79.5 7.1

Qwen2-VL
(72B)

w/o 74.1 56.0 45.1 42.9 64.3∗

GT 74.1 61.9 70.7 92.2 55.7∗

NVLM-D
(72B)

w/o 66.1 42.4 37.8 23.5 8.6
GT 66.1 51.9 66.4 96.0 7.14

Table 3: The accuracy with incorporating ground truth
information at each stage for Logical Chain task.

How much do previous stages influence the cur- 531

rent stage? A key step in our MSEval metrics is 532

measuring the relative importance of intermediate 533

dependent stages to the current stage using NCMI. 534

This allows us to assess how each step in the chain 535

depends on prior stages, helping verify whether 536

previous information is useful and if the designed 537

chain is logically sound. As shown in Table 4, prior 538

information often has significant weight on the cur- 539

rent stage, except for the position attribute at “1P 540

to 2P”. This suggests that querying object position 541

in a single panel has little impact on determining if 542

positions are the same across panels. 543

How do variations in handling long prompts 544

affect model outcomes? Injecting prior infor- 545

mation into prompts significantly increases their 546

length (see Appendix A.1 for details), making it 547

more challenging for models to focus on critical de- 548

tails. To address this issue, we proposed two meth- 549

ods: (1) adding HTML tags to structure the prompt 550
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Attributes 1P to 2P (1P,2P) to 1R 1R to 2R 2R to F

Qwen2-VL
(72B)

Number 0.40 0.54 0.33

0.42
Position 0.21 0.48 0.39
Shape 0.37 0.51 0.27
Color 0.36 0.53 0.33
Size 0.37 0.51 0.32

NVLM-D
(72B)

Number 0.40 0.56 0.37

0.63
Position 0.21 0.50 0.42
Shape 0.40 0.52 0.35
Color 0.38 0.54 0.38
Size 0.39 0.54 0.38

Table 4: The summation of NCMI weight assigned to all
dependent stages, grouped by each attribute, averaged
across instances.
by separating prior information, background, and551

questions, enabling the model to clearly distinguish552

each part, and (2) formatting the prompt as a PDF553

document with distinct sections and titles. Table554

5 demonstrates that HTML tagging provides no-555

table benefits, particularly Qwen2-VL and GPT-4o,556

while the document-based approach proves less ef-557

fective, especially for high-level stages. However,558

for other open-source models, they yields no im-559

provements (see Appendix A.8.3 for further details560

and examples of the conversion methods).
Prior 1P 2P 1R 2R Final

GPT-4o
Vanilla 73.8 43.9 41.8 50.6 10.0
Struct. 82.2 64.4 47.8 50.9 8.6
Doc. 80.8 44.8 31.1 24.9 10.0

Gemini
Vanilla 75.5 64.4 52.6 57.1 18.6
Struct. 70.6 66.4 52.9 57.8 17.1
Doc. 69.6 51.0 36.7 33.1 14.3

Qwen2
Vanilla 74.1 57.8 47.3 54.2 65.7∗

Struct. 77.2 67.7 55.1 53.6 61.4
Doc. 76.5 63.1 50.2 46.6 24.3

Table 5: The accuracy of three prompting techniques
for prior information for Logical Chain task. Vanilla:
Pure Text, Struct.: Structure (HTML), Doc.: Document.

561 6 Qualitative Analysis562

DS-GT: B
DS-Pre: B

DS-Name and Image

What is the shape of the object in the
le� part of the panel?

A: circle
B: hexagon
C: triangle
D: square

DS-GT: B
DS-Pre: B

17.16
25.5
16.0
16.0

DS-Ques�on DS-Answer/Logits DS-GT/Pre

1-Panel (1P)
Mul�ple
Available

Consider only the le� part of the two
panels. Is the shape of all the objects
in the le� panel have the same,
more, or fewer edges compared with
the objects in the right one.

A: Not
Comparable
B: Fewer
C: The Same
D: More

DS-GT: D
DS-Pre: D

21.65

20.88
20.0
22.25

2-Panel
Mul�ple Available

Look at the three panels in the
image from le� to right, paying
a�en�on only to the le� por�ons of
each panel, and iden�fy the rule that
controls the shape of objects.

One Row (1R)

DS-GT: C
DS-Pre: C

Other IPs

Other 2P

Acc
Incorrect (0.0)
MSEval
2.51
MSEval baseline
1.00

DS-GT: C
DS-Pre: C

A: Edges ↓1
B: Edges ↑1
C: No rule
D: Shape
same

17.16
25.5
16.0
16.0

DS-GT: A
DS-Pre: B

Figure 6: The top two rows are dependent stages (All
Correct), the bottom row is current stage (Incorrect).

To highlight the advantages of our MSEval met-563

ric over traditional accuracy, we provide several564

concrete examples across different scenarios. Fig-565

ure 6 shows a case where the final answer to the cur-566

rent question is incorrect, resulting in an accuracy567

score of 0.0. However, the model demonstrates568

strong performance in intermediate steps, correctly569

solving the one-panel and two-panel comparisons570

with high confidence. Additionally, the logits for571

the correct answer "A" are only slightly lower than572

the highest logits. By considering these factors, 573

the MSEval metric assigns a reasonable score, re- 574

flecting the model’s partial success. Further exam- 575

ples, including cases where the current question 576

is correct but intermediate steps are incorrect, are 577

provided in Appendix A.10. 578

7 Error Analysis 579

Figure 7: Errors distribution for each model under the
settings of without and with prior.
To further investigate model performance, we con- 580

duct an error analysis for the Logical Chain subtask. 581

Models are asked to generate with explanations 582

alongside answers, and we manually reviewed all 583

outputs. Errors are classified into four types: (1) 584

Perception Error, misinterpretation of visual inputs 585

such as object numbers or shapes, (2) Reasoning 586

Error, incorrect logic based on correctly perceived 587

inputs, (3) Propagation Error, failure to interpret 588

or detect inaccuracies in prior information, and (4) 589

Hallucination Error, generation of incomplete sen- 590

tences or unrelated information. Figure 7 reveals 591

that reasoning errors are the most common, fol- 592

lowed by perception errors, with hallucination and 593

propagation errors being rare. Gemini exhibits the 594

lowest perception error rate, while GPT-4o shows 595

the lowest reasoning error rate. Notably, inject- 596

ing prior information significantly reduces percep- 597

tion errors, demonstrating that prior knowledge en- 598

hances models’ understanding of visual inputs, but 599

it does not help with reasoning error. See Appendix 600

A.9 for concrete examples of each error. 601

8 Conclusion 602

In this work, we propose the MultiStAR bench- 603

mark. While current models perform well on basic 604

perception tasks, they face significant challenges 605

with deeper reasoning stages. Our findings also in- 606

dicate that models have the potential to benefit from 607

step-by-step reasoning. However, despite extensive 608

training yielding impressive results in isolated sce- 609

narios, their ability to handle logical dependencies 610

remains limited. We introduce a metric MSEval, 611

which can be applied to a variety of reasoning tasks 612

beyond visual reasoning, including domains such 613

as mathematics and science, where multi-step logic 614

is critical, provided there are clearly defined chains. 615
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9 Limitation616

The automatic generation methods we use are617

restricted to datasets with clearly defined object618

attributes, such as the XML files provided by619

RAVEN. This limits our expansion to RAVEN620

dataset, as most datasets lack such metadata. Ex-621

panding these methods to other datasets will require622

machine learning approaches, such as automatic623

object boundary detection, which could eliminate624

the need for metadata files.625

The logical chain design in our dataset is not626

perfect. In some cases, prior information is insuf-627

ficient for the current stage, such as instances in628

the one-row rule deduction stage where the rule629

might involve "Three Different Numbers", in this630

case, we also need the information about the sec-631

ond row. To make the chain construction more632

easily, currently, we design chains at the "Corpus-633

Level," meaning they are fixed across all instances.634

Future work could explore automatic "Instance-635

Level" chain construction methods, enabling mod-636

els to dynamically generate chains based on pat-637

terns within individual examples.638

As the results show (especially in the final stage),639

current models still lack the ability to navigate640

multi-stage logical dependencies effectively, even641

when trained on the data. We do not address this642

issue in the current work. Future research could643

explore optimization methods that focus on improv-644

ing intermediate reasoning steps, rather than just645

the final outcome, to enhance models’ multi-step646

reasoning capabilities.647

Currently, we simply inject the prior information648

using pure text, HTML tags and treat it as part of649

the document. However, there are numerous other650

possibilities, such as using a chat-based interface or651

multi-turn iterative inputs, to help the model better652

understand and utilize the prior information.653
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A Appendix836

A.1 Dataset Analysis837

Table 6 illustrates the statistics of our dataset com-838

pared to other multimodal visual reasoning VQA839

datasets. Figure 8a compares question lengths840

across different reasoning VQA datasets. Our841

dataset stands out with a roughly even distribu-842

tion of question lengths, unlike other datasets that843

predominantly focus on shorter questions, which844

makes our dataset more challenging for MLLMs.845

Figure 8b illustrates the proportion of functional846

programs used in the dataset, showing a wide va-847

riety of functions, with query_rule being slightly848

more frequent. Figure 8c highlights the number849

of multiple-choice options for each configuration,850

where differences in the number of choices arise851

due to constraints in the answer space for some con-852

figurations. Figure 8d presents the input prompt853

length for each stage in the logical chain task, com-854

paring settings with and without prior information.855

Incorporating prior information from earlier stages856

significantly increases the maximum prompt length857

to 261.2 tokens, posing a challenge for MLLMs to858

parse effectively.859

A.2 Generation Template860

Table 7 outlines the question templates used for the861

Direct Answer Task. Notably, it is impractical to862

ask questions about the color or size of a single863

object, as these attributes are represented by numer-864

ical values (e.g., color as 255 or size as 8), which865

models cannot interpret meaningfully. Therefore,866

questions about size and color are excluded from867

the basic one-panel tasks. Instead, comparative868

questions such as "darker" or "smaller" are in-869

cluded in the one-panel comparison tasks. Two870

constraints are applied during template creation:871

Not_Equal(P, P2) ensures that Panels P and P2 are872

different, and Same_Row(P, P2) ensures that Pan-873

els P and P2 belong to the same row. For answer874

spaces exceeding four options, a sampling method875

is used to limit the choices to a maximum of four.876

Table 8 lists all possible values that each place-877

holder can take, as well as the complete set of rules878

for each attribute in the rule deduction configura-879

tion. After the placeholder values are assigned,880

references to "Panel <P>" are replaced with "this881

panel" to enhance clarity and readability.882

A.3 The Full Logical Chain 883

Figure 9 presents the full view of our pre-defined 884

logical chain, while Table 9 provides corresponding 885

question examples for each node in the chain. The 886

chain’s ultimate objective is to solve the original 887

RAVEN puzzle, where each row contains rules for 888

attributes such as number, position, shape, size, and 889

color. Intuitively, we connect each attribute’s rule 890

deduction phase to the final phase, operating under 891

the assumption that knowing all hidden rules of the 892

RAVEN puzzle provides sufficient information to 893

solve it. 894

To determine the rules, we expand the reasoning 895

scope from one row to two rows. For one-row 896

rule deduction, we link single-panel perception and 897

two-panel comparison to ensure that with panel- 898

level details and inter-panel comparisons, the rule 899

can be identified. This logical chain is crafted to 900

mimic human problem-solving behavior: focusing 901

first on single-panel perception, followed by panel 902

comparisons, then deducing the first-row rule and 903

validating it with the second row. 904

However, this handcrafted chain design has lim- 905

itations. First, it may not align with the model’s 906

actual reasoning process, which can cause discrep- 907

ancies in performance. Additionally, to simplify 908

chain construction, we designed it at the "Corpus- 909

Level," meaning it remains fixed across all in- 910

stances. This approach sometimes results in in- 911

sufficient prior information for certain stages. For 912

example, in one-row rule deduction, a rule like "the 913

number of objects distributes three distinct values 914

across panels, rotating through each possible per- 915

mutation" may require second-row information to 916

resolve. These limitations highlight the need for 917

more flexible and instance-specific logical chain 918

designs in future work. 919

A.4 Input Prompt And Model Settings 920

A.4.1 Direct Answer 921

Model Settings: All MLLMs are tested under 922

their default settings under the environment of 923

Huggingface 1, the transformer package version 924

in python is 4.39.2 for NVLM-D-72B model and 925

4.46.0 for all others. 926

Prompt Details: The RAVEN dataset includes 927

various puzzle settings, such as Left-Right, Up- 928

Down, and In-Out, where rules are applied sepa- 929

rately to distinct parts of the panels (Figure 10). 930

1https://huggingface.co/

12

https://huggingface.co/


Dataset
Num. of
Images

Num. of
QA pairs

Reasoning Domain (Task Focus)
Question

Generation
Answer

Type
Functional
Program

Multi-Step
Structure

CLEVR (Johnson et al., 2017) 100K 1M Compositional (3D shapes) Template Open QA ✓ ✗

CRIC (Gao et al., 2022) 96K 494K Commonsense (Daily life) Template Open QA ✓ ✗

AI2D (Hiippala et al., 2021) 5K 15K Scientific (Science diagram) Manual MCQA ✗ ✗

ScienceQA (Saikh et al., 2022) 10K 21K Scientific (Science problems) Manual MCQA ✗ ✗

MMMU (Yue et al., 2024) 11.5K 11.5K Scientific (Exam questions) Manual MCQA ✗ ✗

SEED-Bench (Li et al., 2024) 19K 19K Commonsense (Spatial, temporal) Neural MCQA ✗ ✗

MARVEL (Jiang et al., 2024b) 0.8K 3K Abstract shapes Template Open QA ✗ ✗

MultiStAR (Direct Answer) 8.1K 21.7K Abstract shapes Template & Neural MCQA ✓ ✗

MultiStAR (Logical Chain) 0.56K 3.92K Abstract shapes Template & Neural MCQA ✓ ✓

Table 6: Comparison of various VQA datasets. Template: generated using predefined rules, Manual: written by
humans, Neural: generated using large language models, Template & Neural: generated using predefined rules and
rewritten by large language models. Open QA: free-text answers, MCQA: Multiple-Choice Question Answering.
Functional Program: Indicates whether the dataset is automatically created by functional programs. Multi-Step
Structure: Highlights whether the dataset includes a hierarchical structure with interdependent reasoning steps.

(a) Question Length Compare (b) Function Distribution
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Figure 8: The left three panels (a), (b), and (c) present analyses of the Direct Answer task, while the right panel (d)
focuses on the Logical Chain task.
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Figure 9: The full logical chain: To arrive at the final
answer, we incorporate rules from all five attributes.

To address these settings, when we decompose the931

problem into subproblems, we treat each part inde-932

pendently. For instance, there are separate question933

sets for the left and right sections of the panels in934

the Left-Right setting, with the question explicitly935

stating which part is being addressed. To clarify the936

panel structure, an additional sentence is appended937

to the question:938

• Left-Right: The panel is divided into two939

sections by a vertical line, separating the left940

side from the right side, with objects possibly941

present in both sections.942

• Up-Down: The input panel is split by a hor-943

izontal line, separating the top side from the944

bottom side, with objects possibly present in 945

both sections. 946

• In-Out: The panel is divided into two regions: 947

an outer structure and an inner structure, with 948

objects possibly present in both regions. 949

This extra information is unnecessary for other 950

settings. The complete prompt format is: [Extra 951

Setting Info] Question: [question] Please select 952

one of the following: [choices]. The answer 953

should be one of A, B, C, D. 954

Figure 10: The original RAVEN puzzle, includes seven
puzzle settings.

A.4.2 Logical Chain 955

Model Settings: All MLLMs are tested under 956

their default settings under the environment of 957

Huggingface 2, the transformer package version 958

in python is 4.39.2 for NVLM-D-72B model and 959

4.46.0 for all others. In addition, to handle the 960

2https://huggingface.co/
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length of our prompts, we increase the maximum961

token length to 2048.962

When prior information is injected, a rule-based963

program is used to convert the information into text964

and integrate it into the prompt. This transforma-965

tion is necessary because the images referenced966

in prior questions are not the same as those in the967

current question, making it impossible to directly968

reuse them.969

For example, if the prior question is "How many970

objects in this panel?" and the current question is971

"Comparing the number of objects in the left and972

right panel," the phrase "this panel" cannot directly973

correspond to "left panel" or "right panel." To ad-974

dress this, we transform "this panel" into a more975

specific term, such as "left panel" or "right panel."976

Table 10 outlines the transfer rules for Number977

and Position. Similar patterns are applied for other978

attributes, which are not listed here for brevity.979

After the prior information is transformed, the980

prompt is structured as follows: [Extra Setting981

Info] Below is the information generated from982

the previous steps, please be aware that it may983

or may not contain errors: [[Prior Info 1], [Prior984

Info 2], ...] Question: [question] Please select one985

of the following: [choices]. The answer should986

be one of A, B, C, D.987

A.5 Human Sudies and and Inter-Participant988

Agreement989

To evaluate the subjective quality of human per-990

formance in our study, we conducted two separate991

parts: Part A and Part B. Part A focuses on evalua-992

tion of the quality of our automatically generated993

dataset, while Part B focuses on testing human994

reasoning abilities across different stages of com-995

plexity. For both Part A and Part B, a Consent Form996

and a Plain Language Statement are provided to the997

annotators prior to the annotation process. These998

documents must be read and agreed upon before999

they can proceed with the annotations.1000

A.5.1 Part A1001

Part A involved five research students who partic-1002

ipated in answering a series of abstract reasoning1003

questions. This section aimed to evaluate the qual-1004

ity of the dataset generated by our template-based1005

methods. Since the Direct Answer and Logical1006

Chain share the same pool of templates, and Direct1007

Answer covers all templates, we chose to focus on1008

assessing the quality of the Direct Answer com-1009

ponent. A random sample of 620 questions was1010

selected for this evaluation. To ensure participants 1011

clearly understood the tasks and evaluation crite- 1012

ria, a detailed guide was provided at the beginning 1013

of the questionnaire (see Figure 11). An example 1014

question from the questionnaire is shown in Figure 1015

12. 1016

Figure 11: A detailed guide provided to participants at
the beginning of the questionnaire for Part A.

To thoroughly assess the human performance in 1017

Part A, we used three key indicators: Correctness, 1018

Clarity, and Content Validity. 1019

Correctness assesses whether the answer pro- 1020

vided for the question is correct. Evaluators were 1021

asked to determine if the provided answer accu- 1022

rately corresponded to the visual information pre- 1023

sented in the panels. This involved a careful com- 1024

parison between the answer and the visual data to 1025

ensure accuracy. 1026

Clarity evaluates how clear and understandable 1027

the question is. Evaluators considered whether the 1028

question was phrased clearly and was easy to under- 1029

stand. They assessed if the wording made sense, if 1030

any terms were ambiguous, and whether someone 1031

without prior knowledge could easily comprehend 1032

the question. This indicator is crucial for ensuring 1033

that the questions are accessible and interpretable 1034

by all participants. 1035

Content validity checks if the question is suitable 1036

for the task stage in which it is presented. Evalua- 1037

tors examined whether the content of the question 1038
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Figure 12: Sample Question from the Questionnaire for
Part A.

aligned with the current task stage. The dataset1039

is divided into five types, such as one panel basic1040

perception or two panel comparisons. Participants1041

needed to ensure that the question was appropriate1042

for the specific reasoning type it represented. This1043

indicator ensures that each question is relevant and1044

appropriately challenging for its designated stage.1045

The metrics used to evaluate performance in Part1046

A included correctness, clarity, and content validity,1047

with positive rates for each metric provided in Table1048

11. The positive rate is the proportion of questions1049

answered by "Yes". The results indicate that the1050

participants in Part A performed exceptionally well1051

across all metrics, with Correctness, Clarity, and1052

Content Validity scores consistently high. This1053

suggests that the questions were well-designed and1054

comprehensible, and the participants were able to1055

provide accurate answers.1056

A.5.2 Part B1057

Part B utilized the Prolific crowdsourcing platform31058

to recruit 162 participants who were subjected to1059

the same set of abstract reasoning questions as1060

3https://www.prolific.com/

those given to the MLLMs. The objective of this 1061

part was to evaluate human performance on our 1062

dataset, enabling a comparison between human and 1063

model capabilities. Participants received a detailed 1064

guide at the beginning of the questionnaire, which 1065

included task descriptions and several examples, 1066

as shown in Figure 13. The guide varied depend- 1067

ing on the stage of the Direct Answer task, but for 1068

this section, we include only the One-Panel Basic 1069

Perception stage. And similar to Part A, due to 1070

Direct Answer covering all templates, we chose to 1071

focus on assessing the human performance of the 1072

Direct Answer component. Each question in the 1073

questionnaire for Part B included a image and a 1074

multiple-choice question, as illustrated in Figure 1075

14. 1076

Figure 13: A detailed guide provided to participants at
the beginning of the questionnaire for Part B. This guide
focuses on One-Panel Basic Perception.

The performance metrics for Part B are summa- 1077

rized in Table 12. The performance for Part B show 1078

a noticeable decline in positive rates, particularly 1079

for more complex tasks such as Two Panel Com- 1080

pare, One Row, and Two Rows. This decline high- 1081

lights the increased difficulty of these tasks and 1082

suggests that the broader participant pool found 1083

these questions more challenging. 1084

Inter-Participant Agreement. To quantify the 1085

inter-participant agreement across participants for 1086

Part B stuides, we computed Fleiss’ kappa scores 1087

(Landis and Koch, 1977) across different question 1088

types. The Fleiss’ Kappa scores for each question 1089

types are provided in Table 13. 1090

The high Fleiss’ Kappa score for One-Panel Ba- 1091
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Figure 14: Sample Question from the One-Panel Basic
Perception Questionnaire for Part B.

sic (0.9711) indicates strong agreement among the1092

participants, this is mainly due to the simplicity of1093

One-Panel Basic questions. However, the lower1094

scores for Two-Panel and rule deduction phase1095

highlight the increased difficulty and the signifi-1096

cant variability in human interpretation for these1097

more complex tasks.1098

A.6 Performance Increase with Prior Info1099

Tables 15 and 16 present the percentage increase1100

in Accuracy and MSEval metrics, respectively. It1101

is evident that, except for the Final stage, all other1102

stages show improved performance, with MSE-1103

val and Accuracy metrics closely aligned in these1104

cases. However, in the Final stage, while Accu-1105

racy does not show a significant increase for the1106

four open-source models, MSEval suggests some1107

improvement due to the incorporation of rule infor-1108

mation for solving the final RAVEN puzzle. An1109

exception is observed with Qwen2-VL-72B, which1110

may already perform well on RAVEN. Incorporat-1111

ing information from earlier stages might introduce1112

misleading details, leading to a significant perfor-1113

mance drop.1114

A.7 Additional Details about MSEval1115

A.7.1 Algorithm Pseudo Code1116

Algorithm 1 shows the details Pseudo Code for our1117

proposed MSEval metrics.1118

A.7.2 Computational Cost1119

The computational complexity of the algorithm can1120

be expressed as:1121

O(N · |Et| · |A|) 1122

where: 1123

• N : The number of samples. 1124

• |Et|: The number of edges in the logical chain 1125

(dependency relationships between nodes). 1126

• |A|: The number of possible choices for each 1127

node. 1128

In most cases, |A|, the number of possible 1129

choices per node, is typically equal to 4. As a 1130

result, the computational complexity simplifies to: 1131

O(4 ·N · |Et|) or simply O(N · |Et|), 1132

which is effectively linear with respect to both the 1133

number of instances (N ) and the number of edges 1134

(|Et|) in the logical chain. By reducing the number 1135

of edges or employing a smaller logical chain, the 1136

computational cost can be significantly minimized, 1137

ensuring better scalability and efficiency, especially 1138

for large datasets or complex logical dependencies. 1139

This simplification highlights the importance of 1140

optimizing the chain structure to maintain compu- 1141

tational feasibility. The actual time cost for each 1142

open-source model we tested is shown in Table 14. 1143

A.8 Discussion Additional Materials 1144

A.8.1 Model Parameters Trend 1145

Figures 17, 18, 19, 20, 21, 22, and 23 demonstrate 1146

that performance generally improves with larger 1147

model parameter sizes across stages, except for the 1148

2R and Final stages. For these two stages, most 1149

models perform below the random baseline. The 1150

differences in model performance are primarily 1151

attributed to the varying sizes of their language en- 1152

coders, highlighting the significant role of a robust 1153

language encoder in overall performance. How- 1154

ever, despite the observed improvements, a notice- 1155

able gap persists between model and human perfor- 1156

mance. This discrepancy may arise from the com- 1157

plexity of the visual input, which poses challenges 1158

for models in fully understanding and integrating 1159

multimodal information. 1160

A.8.2 Attribute Break-Down Analysis 1161

Figure 24 illustrates the attribute-level performance 1162

breakdown of two open-source models and four 1163

closed-source models evaluated on the logical 1164

chain task. Gemini, GPT-4o, and the two larger 1165
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Figure 15: Accuracy percentage increase after incorporating prior info.

models, Qwen2-VL and NVLM-D, exhibit similar1166

trends: the Number attribute achieves the highest1167

performance in more complex stages (2P, 1R, and1168

2R), while Position dominates in lower-level stages1169

(1P-C and 1P-B). In contrast, smaller models like1170

Idefics2 and Intern2-VL struggle with the Number1171

attribute but perform relatively better on Position,1172

indicating that these models are less sensitive to1173

counting tasks but demonstrate better spatial rea-1174

soning.1175

A.8.3 Handling Long Prompts1176

Table 15 presents the accuracy and MSEval scores1177

for three prompting techniques incorporating prior1178

information in the Logical Chain task. For GPT-1179

4o, Qwen2-VL, and Gemini, the use of HTML1180

tags yields significant performance improvements.1181

Additionally, for GPT-4o and Qwen2-VL, the1182

Document-based prompting also demonstrates no-1183

table benefits. However, for other models, these1184

two techniques show a negative impact. In this1185

case, the MSEval results are consistent with the1186

accuracy outcomes. List 1 shows an example of1187

HTML structured prompts, while Figure 25 shows1188

an example of Document structured prompts.1189

1190
<!DOCTYPE html>1191
<html>1192

<body>1193
<h1>1194

In this visual puzzle , you are1195
given two panels. Each panel1196
divided into1197

two sections by a vertical line ,1198
separating the <strong >left</1199

strong > 1200
side from the <strong >right</ 1201

strong > side , with objects 1202
might present 1203

in both sections. Below is the 1204
information generated from the 1205
previous steps , 1206

please be aware that it may or may 1207
not contain errors: 1208

</h1> 1209
<div> 1210

<h2>Panel Information </h2> 1211
<ul> 1212

<li>There are 1 objects in the < 1213
strong >left</strong > part of 1214
the 1215

<strong >left</strong > panel.</li 1216
> 1217

<li>There are 2 objects in the < 1218
strong >left</strong > part of 1219
the 1220

<strong >right</strong > panel.</ 1221
li> 1222

</ul> 1223
</div> 1224
<div> 1225

<h2>Question </h2> 1226
<p> 1227

Consider only the <strong >left</ 1228
strong > part of the two 1229
panels in the image. 1230

Does the <strong >left</strong > 1231
panel contain the same 1232
number of objects , 1233

more objects , or fewer objects 1234
than the <strong >right</ 1235
strong > panel? 1236

Please select one of the 1237
following: 1238

</p> 1239
<ul> 1240

<li>A: More</li> 1241
<li>B: The same</li> 1242
<li>C: Fewer</li> 1243

17



Figure 16: MSEval percentage increase after incorporating prior info.

Figure 17: The average accuracy trend for the Direct
Answer task as model sizes gradually increase. The
trend line is derived using Gaussian smoothing, and the
average accuracy is calculated by averaging the results
across all five stages.

</ul>1244
<p>The answer should be one of A,1245

B, C.</p>1246
</div>1247

</body>1248
</html>12491250

Listing 1: HTML Structure for Handling Long Prompt

A.9 Error Analysis1251

As shown in Figure 26, we provide an example for1252

each type of error:1253

• Perception Error: This occurs when the1254

model misinterprets visual inputs, such as1255

object numbers or shapes. In the provided1256

example, there should be four objects in the1257

left panel and three in the right panel, but the1258

model fails to recognize this correctly.1259

• Reasoning Error: This involves incorrect1260

logic applied to correctly perceived inputs. In1261

Figure 18: The One-Panel Basic Perception accuracy
trend for the Direct Answer task as model sizes gradu-
ally increase. The trend line is derived using Gaussian
smoothing.

this example, the model accurately identifies 1262

the objects and their edge numbers in each 1263

panel. However, due to flawed reasoning, it in- 1264

correctly concludes that the number of edges 1265

is decreasing, which is not the case. 1266

• Hallucination Error: This error type refers 1267

to the generation of incomplete sentences or 1268

unrelated information. Here, the question asks 1269

about the position of objects, but the explana- 1270

tion provided by the model focuses on shapes 1271

and sizes, which are irrelevant. 1272

• Propagation Error: This occurs when the 1273

model fails to detect or correct inaccuracies in 1274

prior information. In this example, the prior 1275

information is already incorrect, but the model 1276
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Figure 19: The One-Panel Comparison accuracy trend
for the Direct Answer task as model sizes gradually in-
crease. The trend line is derived using Gaussian smooth-
ing.

Figure 20: The Two-Panels Comparison accuracy trend
for the Direct Answer task as model sizes gradually in-
crease. The trend line is derived using Gaussian smooth-
ing.

does not identify or address these inaccuracies,1277

leading to an incorrect answer.1278

A.10 Qualitative Analysis1279

Lists 2 to 6 present five examples that illustrate1280

the advantages of our MSEval metric over tradi-1281

tional accuracy. For instance, in List 5, all the inter-1282

mediate steps are incorrect, yet the model arrives1283

at the correct answer with only a small confidence1284

margin (31.375 compared to the second-highest1285

confidence of 31.125). In this case, the model’s1286

performance is not truly effective, as it is unclear1287

how it managed to produce the correct answer de-1288

spite incorrect intermediate steps. Unlike tradi-1289

tional accuracy, which would mark this as fully1290

correct, MSEval appropriately penalizes such cases1291

by assigning a low score.1292

Conversely, a reverse scenario is shown in List1293

4, where traditional accuracy marks the result as1294

entirely incorrect. However, the model correctly1295

answers all intermediate steps, and the probability1296

Figure 21: The One-Row Deduction accuracy trend
for the Direct Answer task as model sizes gradually in-
crease. The trend line is derived using Gaussian smooth-
ing.

Figure 22: The Two-Rows Deduction accuracy trend
for the Direct Answer task as model sizes gradually in-
crease. The trend line is derived using Gaussian smooth-
ing.

of the correct answer is very close to the highest 1297

confidence value. In this situation, MSEval assigns 1298

a relatively high score, reflecting the model’s par- 1299

tial success and rewarding its correct reasoning 1300

process. 1301
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Figure 23: The Final accuracy trend for the Direct An-
swer task as model sizes gradually increase. The trend
line is derived using Gaussian smoothing.

Algorithm 1 Overall Workflow

Input:
Logical Chain Dt

Define: St = {t} ∪ Dt

Model logits Z = {z(i)j | j ∈ St, i = 1, . . . , N}
All possible choices for each node {A(i)

j | j ∈ St}
Output: MSEval score for stage t: MSEvalt
Step 1: Compute Conditional Probabilities
for each sample i = 1 to N do

for each node j ∈ St do

Compute probability p
(i)
j ←

exp(z
(i)
j )∑

k∈A(i)
j

exp(z
(i)
k

)

end for
end for
Step 2: Compute Conditional Mutual Information
for each sample i = 1 to N do

for each node j ∈ St do
Alter A(i)

j to generate perturbed outputs A(i)
j→t

Compute:

CMI(i, j, t)←H(A(i)
j→t | D

(i),−j
t )

+H(A(i)
j | D

(i),−j
t )

−H(A(i)
j→t,A

(i)
j | D

(i),−j
t )

end for
end for
Step 3: Normalize Conditional Mutual Information
for each sample i = 1 to N do

for each node j ∈ St do
Compute:

NCMI(i, j, t)← exp(CMI(i, j, t))∑
k∈St

exp(CMI(i, k, t))

end for
end for
Step 4: Compute MSEval Score for Each Sample
for each sample i = 1 to N do

Initialize MSEval(i)t ← 0
for each node j ∈ St do

Compute

ϵ
(i)
j =

1

|A(i)
j |

Update:

MSEval(i)t ← MSEval(i)t + NCMI(i, j, t) ·
p
(i)
j

ϵ
(i)
j

end for
end for
Step 5: Average MSEval Across All Samples
Compute:

MSEvalt ←
1

N

N∑
i=1

MSEval(i)t

Return: MSEvalt
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Figure 24: The Radar Chart for all six models in Logical Chain subtask.

Figure 25: Document Structure for Handling Long
Prompt.
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Percep�on Error

Reasoning Error

Hallucina�on Error

Propaga�on Error

Consider only the inner part of the two 
panels in the image. Does the le� panel 
contain the same number of objects, 
more objects, or fewer objects than the 
right panel?

More Objects
Fewer Objects.
Explana�on: In the inner part of the le� 
panel, there are three objects. In the inner 
part of the right panel, there are four
objects. Therefore, the le� panel contains 
fewer objects than the right panel.

Error Type Ques�on GT Answer Generated Answer + Explana�on Image

Consider only the le� part of the two 
panels in the image. Is the posi�on of 
all the objects in the le� panel the 
same as the objects in the right panel?

Yes
No

The le� part of the le� panel contains a 
pentagon. The le� part of the right panel 
contains a small square. The shapes and 
their sizes are different.

Analyze the first row of three panels 
from le� to right, followed by the 
second row of three panels, 
concentra�ng only on the outer
sec�ons of each panel, and determine 
a rule applicable to both rows that 
dictates the posi�on of objects.

The posi�on of 
objects does not 
change across panels.

If an object is in the first panel but not in the 
second at corresponding posi�on, it appears in 
the third panel.
Explana�on: The pa�ern observed is that if an 
object (in this case, a black square) is present in 
the first panel but not in the second panel at the 
corresponding posi�on, it appears in the third 
panel. This rule is consistent across both rows.Prior Info: If an object is in the 

first panel but not in the second 
at corresponding posi�on, it 
appears in the third panel.

The edge number of shape gradually decreases by 1.
Explana�on: Panel 1: Circle (infinite edges) Panel 2: 
Hexagon (6 edges) Panel 3: Quadrilateral (4 edges) 
Panel 1: Hexagon (6 edges) Panel 2: Quadrilateral (4 
edges) Panel 3: Circle (infinite)
In both rows, the number of edges of the shape 
decreases as we move from le� to right. 

Examine the three panels in the first 
row, then the three panels in the 
second row, both from le� to right, and 
derive a rule that applies to both rows 
in rela�on to the shape of objects.

Three dis�nct shapes 
across panels, rota�ng 
through each possible 
permuta�on of these 
shapes.

Figure 26: Examples for four types of error.
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Question Pattern Question Example Attribute Constraints Answer Space

One-Panel Basic

How many objects are in panel
<P>?

How many objects are in panel
1?

Number NA [1,2,3,4,5,6,7,8,9]

What is the shape of the object at
<X> in panel <P>?

What is the shape of the object at
top-left in panel 1?

Shape NA [ "triangle", "square",
"pentagon", "hexagon",
"circle" ]

Where is the <S> positioned in
panel <P>?

Where is the triangle positioned
in panel 1?

Position NA ["Left", "Right", "Top",
"Down", "Bottom-Left",
...]

One-Panel Comparison

In panel <P>, is the shape of the
object on the <X> have the same,
more, or fewer edges compared
to the object on the <X2>? (Note:
The edge number increases in the
following order: triangle, square,
pentagon, hexagon, circle)

In this panel, is the shape of the
object on the left have the same,
more, or fewer edges compared
to the object on the right? (Note:
The edge number increases in the
following order: triangle, square,
pentagon, hexagon, circle)"

Shape Not_Equal(X, X2) [ "The same", "Fewer",
"More" ]

In panel <P>, does the object
on the <X> the same, smaller or
larger in size compared to the ob-
ject on the <X2>?

In panel 1, does the object on
the top-left the same, smaller or
larger in size compared to the ob-
ject on the bottom-right?

Size Not_Equal(X, X2) [ "The same", "Smaller",
"Larger" ]

In panel <P>, does the object
on the <X> the same, darker or
brighter in color compared to the
object on the <X2>?

In panel 1, does the object on
the top-left the same, darker or
brighter in color compared to the
object on the bottom-right?

color Not_Equal(X, X2) [ "The same", "Darker",
"Brighter" ]

In panel <P>, where is the <S>
relative to the <S2>?

In panel 1, where is the triangle
relative to the square?

Position Not_Equal(S, S2) [ "Left", "Right", "Above",
"Below", ... ]

Are all objects in panel <P> of
the same shape?

Are all objects in panel 1 of the
same shape?

Shape NA [ "Yes", "No" ]

Are all objects in panel <P> of
the same size?

Are all objects in panel 1 of the
same size?

Size NA [ "Yes", "No" ]

Are all objects in panel <P> of
the same color?

Are all objects in panel 1 of the
same color?

Color NA [ "Yes", "No" ]

Two-Panels Comparison

Does panel <P> contain the same
number of objects, more ob-
jects, or fewer objects than panel
<P2>?

Does panel 1 contain the same
number of objects, more objects,
or fewer objects than panel 2?

Number Not_Equal(P, P2),
Same_Row(P, P2)

[ "The same", "More",
"Fewer" ]

Is the shape of all the objects in
panel <P> have the same, more,
or fewer edges compared to the
objects in panel <P2>? If the
shapes within either panel are al-
ready different from each other,
select ’Not Comparable.’ (Note:
The edge number increases in the
following order: triangle, square,
pentagon, hexagon, circle)

Is the shape of all the objects in
panel 1 have the same, more, or
fewer edges compared to the ob-
jects in panel 2? If the shapes
within either panel are already
different from each other, select
’Not Comparable.’ (Note: The
edge number increases in the fol-
lowing order: triangle, square,
pentagon, hexagon, circle)

Shape Not_Equal(P, P2),
Same_Row(P, P2)

[ "The same", "Fewer",
"More", "Not compara-
ble" ]

Is the size of all the objects in
panel <P> the same as, smaller
or larger than the objects in panel
<P2>? If the sizes within either
panel are already different from
each other, select ’Not Compara-
ble.’

Is the size of all the objects in
panel 1 the same as, smaller or
larger than the objects in panel
2? If the sizes within either panel
are already different from each
other, select ’Not Comparable.’

Size Not_Equal(P, P2),
Same_Row(P, P2)

[ "The same", "Smaller",
"Larger", "Not compara-
ble" ]
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Question Pattern Question Example Attribute Constraints Answer Space

Two-Panels Comparison

Is the color of all the objects in panel
<P> the same as, darker or brighter than
the objects in panel <P2>? If the colors
within either panel are already different
from each other, select ’Not Compara-
ble.’

Is the color of all the objects in
panel 1 the same as, darker or
brighter than the objects in panel
2? If the colors within either
panel are already different from
each other, select ’Not Compara-
ble.’

Color Not_Equal(P, P2),
Same_Row(P, P2)

[ "The same", "Darker",
"Brighter", "Not compara-
ble" ]

Is the position of all the objects in panel
<P> the same as the objects in panel
<P2>?

Is the position of all the objects
in panel 1 the same as the objects
in panel 2?

Position Not_Equal(P, P2),
Same_Row(P, P2)

[ "Yes", "No" ]

One-Row Rule Deduction

Examine the three panels in the image
from left to right and identify the rule
that governs the number of the objects.

- Number NA See Number Rule in Table
8

Examine the three panels in the image
from left to right and identify the rule
that governs the position of the objects.

- Position NA See Position Rule in Table
8

Examine the three panels in the image
from left to right and identify the rule
that governs the shape of the objects.

- Shape NA See Shape Rule in Table 8

Examine the three panels in the image
from left to right and identify the rule
that governs the size of the objects.

- Size NA See Size Rule in Table 8

Examine the three panels in the image
from left to right and identify the rule
that governs the color of the objects.

- Color NA See Color Rule in Table 8

Two-Rows Rule Deduction

Inspect the first row of three panels from
left to right and inspect the second row
of three panels from left to right and
determine a rule applicable to both rows
that governs the number of objects.

- Number NA Same as One-Row

Inspect the first row of three panels from
left to right and inspect the second row
of three panels from left to right and
determine a rule applicable to both rows
that governs the position of objects.

- Position NA Same as One-Row

Inspect the first row of three panels from
left to right and inspect the second row
of three panels from left to right and
determine a rule applicable to both rows
that governs the shape of objects.

- Shape NA Same as One-Row

Inspect the first row of three panels from
left to right and inspect the second row
of three panels from left to right and
determine a rule applicable to both rows
that governs the size of objects.

- Size NA Same as One-Row

Inspect the first row of three panels from
left to right and inspect the second row
of three panels from left to right and
determine a rule applicable to both rows
that governs the color of objects.

- Color NA Same as One-Row

Table 7: Question pattern templates with corresponding example questions. There are 25 templates in total. 3
templates for One-Panel Basic. 7 templates for One-Panel Comparison. 5 templates for Two-Panels Comparison. 5
Templates for One-Row Rule Deduction. 5 Templates for Two-Rows Rule Deduction.
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Category Value Ranges

Placeholders

Position (<X>) center, left, right, top, bottom, top-left, top-right, bottom-left, bottom-right, top-left,
top-center, top-right, middle-left, middle-center, middle-right, bottom-left, bottom-
center, bottom-right, outer-part, inner-part, top-left of the inner part, top-right of the
inner part, bottom-left of the inner part, bottom-right of the inner part

Panel (<P>) 0, 1, 2, 3, 4, 5, 6, 7

Shape (<S>) triangle, square, pentagon, hexagon, circle

Rules

Number Rule The number of objects gradually decreases by 1; The number of objects remains
constant; The number of objects gradually increases by 1; The number of objects
distributes three distinct values across panels, rotating through each possible permu-
tation of these values; The number of objects in the last panel equals the sum of the
objects in the previous two panels; The number of objects in the last panel equals the
difference between the objects in the previous two panels; No clear rule is present

Position Rule If an object is in the first panel but not in the second at corresponding position, it
appears in the third panel; The position of objects in the last panel is the union of
positions from the previous two panels; Three distinct position settings across panels,
rotating through each possible permutation of these settings; The position of objects
does not change across panels; No clear rule is present

Color Rule The color of objects gradually darkens by a constant amount each time; The color of
objects gradually brightens by a constant amount each time; The color of objects in
the last panel is the sum of the colors in the previous two panels; The color of objects
in the last panel is the difference between the colors in the previous two panels; Three
distinct colors across panels, rotating through each possible permutation of these
colors; The color remains constant; No clear rule is present

Size Rule The size of objects gradually increases by a constant amount each time; The size of
objects gradually decreases by a constant amount each time; The size of objects in
the last panel is the sum of the sizes in the previous two panels; The size of objects
in the last panel is the difference between the sizes in the previous two panels; Three
distinct sizes across panels, rotating through each possible permutation of these sizes;
The size remains constant; No clear rule is present

Shape Rule The edge number of shape gradually decreases by 1; The edge number of shape
gradually increases by 1; Three distinct shapes across panels, rotating through each
possible permutation of these shapes; The shape remains constant; No clear rule is
present

Table 8: Pre-defined placeholder value ranges and rules for five attributes
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Attributes Logical Chain Stage Example

Number

1P: How many objects are in the panel?
2P: Does the left panel contain the same number of objects, more objects, or fewer objects
than the right panel?
1R: Inspect the three panels in the image from left to right and identify the rule that dictates
the number of objects.
2R: Inspect the first row of three panels from left to right and inspect the second row of
three panels from left to right and determine a rule applicable to both rows that governs
the number of objects.

Position

1P: Where is the circle positioned in the panel?
2P: Is the position of all the objects in the left panel the same as the objects in the right
panel?
1R: Examine the three panels in the image from left to right and identify the rule that
governs the position of the objects.
2R: Examine the three panels in the first row, then the three panels in the second row, both
from left to right, and derive a rule that applies to both rows in relation to the position of
objects.

Shape

1P: What is the shape of the object at center in the panel?
2P: Is the shape of all the objects in the left panel have the same, more, or fewer edges
compared to the objects in the right panel?
1R: Inspect the three panels in the image from left to right and identify the rule that dictates
the shape of objects.
2R: Analyze the first row of three panels from left to right, followed by the second row of
three panels, and identify a common rule that dictates the shape of objects in both rows.

Size

1P: Are all objects in the panel of the same size?
2P: Is the size of all the objects in the left panel the same as, smaller or larger than the
objects in the right panel?
1R: Analyze the three panels in the image from left to right and uncover the rule that
governs the size of objects.
2R: Review the first row of three panels in sequence from left to right, then do the same
for the second row, and determine a shared rule that governs the size of objects in both
rows.

Color

1P: Are all objects in the panel of the same color?
2P: Is the color of all the objects in panel <P> the same as, darker or brighter than the
objects in panel <P2>?
1R: Inspect the three panels in the image from left to right and identify the rule that dictates
the color of objects.
2R: Examine the three panels in the first row, then the three panels in the second row, both
from left to right, and derive a rule that applies to both rows in relation to the color of
objects.

Final

You are presented with a 3x3 grid of panels, called the Problem Matrix. The last panel
is missing and marked with a ‘?’ symbol. Below the matrix, there is a set of 8 possible
answer options labeled from 1 to 8. Your task is to determine which panel from the answer
set (1-8) correctly fits the missing position in the problem matrix. The pattern in the matrix
follows some hidden rules that apply row by row (horizontally). Please select the number
(from 1 to 8) of the panel that completes the pattern.

Table 9: A full logical chain with the examples for five stages.
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Attribute Stage Numbers Output

Number single_panel ["1"] There are {answer_str} objects in the left panel.
["2"] There are {answer_str} objects in the right panel.
["3"] There are {answer_str} objects in the right panel.

two_panels ["1", "2"] The left panel has {answer_str} objects compared to the
middle panel.

["2", "3"] The middle panel has {answer_str} objects compared to
the right panel.

one_row Any The rule for the number of objects in the first row is:
{answer_str}.

Position single_panel ["1"] Where is the (\w+) positioned in the panel? be-
comes: There is a \1 positioned in the left panel.

["2"], ["3"] Where is the (\w+) positioned in the panel? be-
comes: There is a \1 positioned in the right
panel.

two_panels ["1", "2"] If answer_str is Yes, "The position of all the objects in the
left panel is the same as the objects in the middle panel."
Otherwise, "The position of all the objects in the left panel
is not the same as the objects in the middle panel."

["2", "3"] If answer_str is Yes, "The position of all the objects in the
middle panel is the same as the objects in the right panel."
Otherwise, "The position of all the objects in the middle
panel is not the same as the objects in the right panel."

one_row Any The rule for the position of objects in the first row is:
{answer_str}.

Table 10: Rule-based program of attribute Number and Position. The Stage represents the prior stage. (\w+)
represents the word here will be put in the position of \1.

Metric One Panel Basic One Panel Compare Two Panel Compare One Row Two Rows
Correctness 0.98 0.97 0.96 0.93 0.94

Clarity 0.96 0.97 0.94 0.95 0.99
Content Validity 0.99 0.99 0.99 1.00 1.00

Table 11: Human performance (positive rates) for Part A across different question types.
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1P-B 1P-C 2P 1R 2R
98.52 88.89 69.08 62.12 63.33

Table 12: Human performance (positive rates) for Part
B across different question types.

Task 1P-B 1P-C 2P 1R 2R
Kappa Scores 0.9711 0.7830 0.4988 0.4443 0.4075

Table 13: Fleiss’ Kappa Scores for Inter-Participant
Agreement across different question types.

Model Running Time
Idefics2-8B 7H 24M
Intern2-VL-8B 14H 54M
Qwen2-VL-Instruct-72B 5D 3H 50M
NVLM-D-72B 5D 0H 13M

Total Questions: 3.92K
Device: 2 × A100 80G GPU

Table 14: Actual Running Time for Each Model. D:
Day, H: Hour, M: Minute

Metric Prior 1P 2P 1R 2R Final

GPT-4o Acc
Vanilla 73.8 43.9 41.8 50.6 10.0
Struct. 82.2 64.4 47.8 50.9 8.6
Doc. 80.8 44.8 31.1 24.9 10.0

Gemini Acc
Vanilla 75.5 64.4 52.6 57.1 18.6
Struct. 70.6 66.4 52.9 57.8 17.1
Doc. 69.6 51.0 36.7 33.1 14.3

Qwen2-VL
(72B)

Acc
Vanilla 74.1 57.8 47.3 54.2 65.7∗

Struct. 77.2 67.7 55.1 53.6 61.4
Doc. 76.5 63.1 50.2 46.6 24.3

MSEval
Vanilla 2.54 1.95 1.79 1.70 5.14∗

Struct. 2.64 2.46 2.37 2.17 3.11
Doc. 2.62 2.33 2.26 1.90 1.88

NVLM-D
(72B)

Acc
Vanilla 66.1 45.2 39.1 43.3 7.1
Struct. 45.6 25.3 23.1 36.8 10.0
Doc. 18.7 11.3 17.5 14.2 20.0

MSEval
Vanilla 2.25 1.20 1.28 1.02 0.76
Struct. 1.84 0.87 0.99 0.98 0.79
Doc. 0.93 0.78 0.88 0.94 0.96

Idefics2
(8B)

Acc
Vanilla 57.8 37.8 36.6 42.4 25.7
Struct. 46.2 30.5 36.9 43.5 18.6
Doc. 27.2 23.6 9.6 6.9 15.7

MSEval
Vanilla 2.02 1.48 1.51 1.51 1.44
Struct. 1.59 1.18 1.25 1.33 1.27
Doc. 1.04 1.01 0.97 0.98 1.00

Intern2-VL
(8B)

Acc
Vanilla 54.4 41.9 31.6 33.5 17.1
Struct. 48.4 31.0 20.7 27.3 7.1
Doc. 23.1 30.2 17.1 17.1 8.6

MSEval
Vanilla 2.02 1.48 1.51 1.51 1.44
Struct. 1.52 1.18 1.10 1.00 0.97
Doc. 1.02 1.00 1.00 0.97 0.92

Table 15: The Accuracy (Acc) and MSEval scores of
three prompting techniques for the Logical Chain task.
Vanilla: Pure Text, Struct.: Structure (HTML), Doc.:
Document. The highest accuracy are highlighted in
bold. The highest MSEval are highlighted in underline.
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1302
--------------------------------- 1303
Dependent Stage Name: single_panel_1_left 1304
Dependent Stage Question: Are all objects in the left part of the panel of the same 1305
color? 1306
Dependent Stage Choice: ['A: Only one object', 'B: No', 'C: Yes'] 1307
Dependent Stage Ground Truth: A 1308
Dependent Stage Logits: {'A': 11.125, 'B': 11.125, 'C': 20.75} 1309
Dependent Stage Generated Answer: C 1310
--------------------------------- 1311
Dependent Stage Name: single_panel_2_left 1312
Dependent Stage Question: Are all objects in the left part of the panel of the same 1313
color? 1314
Dependent Stage Choice: ['A: No', 'B: Only one object', 'C: Yes'] 1315
Dependent Stage Ground Truth: B 1316
Dependent Stage Logits: {'A': 11.125, 'B': 10.5625, 'C': 19.875} 1317
Dependent Stage Generated Answer: C 1318
--------------------------------- 1319
Dependent Stage Name: single_panel_3_left 1320
Dependent Stage Question: Are all objects in the left part of the panel of the same 1321
color? 1322
Dependent Stage Choice: ['A: Only one object', 'B: No', 'C: Yes'] 1323
Dependent Stage Ground Truth: A 1324
Dependent Stage Logits: {'A': 10.375, 'B': 10.375, 'C': 19.75} 1325
Dependent Stage Generated Answer: C 1326
--------------------------------- 1327
Dependent Stage Name: two_panels_1_2_left 1328
Dependent Stage Question: Consider only the left part of the two panels in the image. 1329
Is the color of all the objects in the left panel the same as, darker or brighter than 1330
the objects in the right panel? If the colors within either panel are already different 1331
from each other, select 'Not Comparable.' 1332

Dependent Stage Choice: ['A: Not comparable', 'B: The same', 'C: Darker', 'D: Brighter 1333
'] 1334
Dependent Stage Ground Truth: C 1335
Dependent Stage Logits: {'A': 16.5, 'B': 17.75, 'C': 16.375, 'D': 15.0625} 1336
Dependent Stage Generated Answer: B 1337
--------------------------------- 1338
Dependent Stage Name: two_panels_2_3_left 1339
Dependent Stage Question: Consider only the left part of the two panels in the image. 1340
Is the color of all the objects in the left panel the same as, darker or brighter than 1341
the objects in the right panel? If the colors within either panel are already different 1342
from each other, select 'Not Comparable.' 1343

Dependent Stage Choice: ['A: Not comparable', 'B: Darker', 'C: Brighter', 'D: The same 1344
'] 1345
Dependent Stage Ground Truth: B 1346
Dependent Stage Logits: {'A': 18.875, 'B': 18.0, 'C': 16.125, 'D': 19.5} 1347
Dependent Stage Generated Answer: D 1348
--------------------------------- 1349
Current Stage: 1350
Current Stage Name: one_row_left 1351
Current Stage Question: Look at the three panels in the image from left to right, 1352
paying attention only to the left portions of each panel, and identify the rule that 1353
controls the color of objects. 1354
Current Stage Choice: ['A: The color of objects in the last panel is the sum of the 1355
colors in the previous two panels.', 'B: The color of objects gradually brightens by a 1356
constant amount each time.', 'C: The color of objects gradually darkens by a constant 1357
amount each time.', 'D: The color of objects in the last panel is the difference 1358
between the colors in the previous two panels.'] 1359
Current Stage Ground Truth: B 1360
Current Stage Logits: {'A': 20.0, 'B': 21.375, 'C': 20.5, 'D': 19.75} 1361
Current Stage Generated Answer: B 1362
--------------------------------- 1363
Accuracy: 1.0 1364
MSEval: 1.066 1365
MSEval Random Baseline: 1.0 13661367

Listing 2: An instance of high accuracy but low MSEval occurs since the LLM NVLM-D-72B generates a
current-stage answer consistent with the ground truth, while earlier dependent stages produce inconsistent results.
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1368
---------------------------------1369
Dependent Stage Name: single_panel_1_left1370
Dependent Stage Question: What is the shape of the object in the left part of the panel1371
?1372
Dependent Stage Choice: ['A: circle', 'B: hexagon', 'C: triangle', 'D: square']1373
Dependent Stage Ground Truth: B1374
Dependent Stage Logits: {'A': 17.125, 'B': 24.5, 'C': 16.0, 'D': 16.0}1375
Dependent Stage Generated Answer: B1376
---------------------------------1377
Dependent Stage Name: single_panel_2_left1378
Dependent Stage Question: What is the shape of the object in the left part of the panel1379
?1380
Dependent Stage Choice: ['A: triangle', 'B: pentagon', 'C: square', 'D: hexagon']1381
Dependent Stage Ground Truth: B1382
Dependent Stage Logits: {'A': 17.5, 'B': 23.875, 'C': 17.125, 'D': 15.8125}1383
Dependent Stage Generated Answer: B1384
---------------------------------1385
Dependent Stage Name: single_panel_3_left1386
Dependent Stage Question: What is the shape of the object in the left part of the panel1387
?1388
Dependent Stage Choice: ['A: hexagon', 'B: pentagon', 'C: square', 'D: triangle']1389
Dependent Stage Ground Truth: C1390
Dependent Stage Logits: {'A': 17.375, 'B': 16.875, 'C': 24.125, 'D': 17.375}1391
Dependent Stage Generated Answer: C1392
---------------------------------1393
Dependent Stage Name: two_panels_1_2_left1394
Dependent Stage Question: Consider only the left part of the two panels in the image.1395
Is the shape of all the objects in the left panel have the same, more, or fewer edges1396
compared to the objects in the right panel? If the shapes within either panel are1397
already different from each other, select 'Not Comparable.' (Note: The edge number1398
increases in the following order: triangle, square, pentagon, hexagon, circle)1399
Dependent Stage Choice: ['A: Not comparable', 'B: Fewer', 'C: The same', 'D: More']1400
Dependent Stage Ground Truth: D1401
Dependent Stage Logits: {'A': 21.625, 'B': 20.875, 'C': 20.0, 'D': 22.25}1402
Dependent Stage Generated Answer: D1403
---------------------------------1404
Dependent Stage Name: two_panels_2_3_left1405
Dependent Stage Question: Consider only the left part of the two panels in the image.1406
Is the shape of all the objects in the left panel have the same, more, or fewer edges1407
compared to the objects in the right panel? If the shapes within either panel are1408
already different from each other, select 'Not Comparable.' (Note: The edge number1409
increases in the following order: triangle, square, pentagon, hexagon, circle)1410
Dependent Stage Choice: ['A: The same', 'B: Not comparable', 'C: More', 'D: Fewer']1411
Dependent Stage Ground Truth: C1412
Dependent Stage Logits: {'A': 20.875, 'B': 21.75, 'C': 21.875, 'D': 20.25}1413
Dependent Stage Generated Answer: C1414
---------------------------------1415
Current Stage:1416
Current Stage Name: one_row_left1417
Current Stage Question: Look at the three panels in the image from left to right,1418
paying attention only to the left portions of each panel, and identify the rule that1419
controls the shape of objects. (Note: The edge number increases in the following order:1420
triangle, square, pentagon, hexagon, circle)1421

Current Stage Choice: ['A: The edge number of shape gradually decreases by 1.', 'B: The1422
edge number of shape gradually increases by 1.', 'C: No clear rule is present.', 'D:1423

The shape remains constant.']1424
Current Stage Ground Truth: A1425
Current Stage Logits: {'A': 21.75, 'B': 22.75, 'C': 19.25, 'D': 16.625}1426
Current Stage Generated Answer: B1427
---------------------------------1428
Accuracy: 0.01429
MSEval: 2.5068398535827581430
MSEval Random Baseline: 1.014311432

Listing 3: An instance of low accuracy but high MSEval arises as the LLM NVLM-D-72B generates a current-stage
answer inconsistent with the ground truth, despite earlier dependent stages producing consistent results.
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1433
--------------------------------- 1434
Dependent Stage Name: single_panel_1_left 1435
Dependent Stage Question: What is the shape of the object in the left part of the panel 1436
? 1437
Dependent Stage Choice: ['A: circle', 'B: hexagon', 'C: triangle', 'D: square'] 1438
Dependent Stage Ground Truth: B 1439
Dependent Stage Logits: {'A': 21.125, 'B': 26.375, 'C': 20.375, 'D': 22.375} 1440
Dependent Stage Generated Answer: B 1441
--------------------------------- 1442
Dependent Stage Name: single_panel_2_left 1443
Dependent Stage Question: What is the shape of the object in the left part of the panel 1444
? 1445
Dependent Stage Choice: ['A: triangle', 'B: pentagon', 'C: square', 'D: hexagon'] 1446
Dependent Stage Ground Truth: B 1447
Dependent Stage Logits: {'A': 22.5, 'B': 25.5, 'C': 21.25, 'D': 24.625} 1448
Dependent Stage Generated Answer: B 1449
--------------------------------- 1450
Dependent Stage Name: single_panel_3_left 1451
Dependent Stage Question: What is the shape of the object in the left part of the panel 1452
? 1453
Dependent Stage Choice: ['A: hexagon', 'B: pentagon', 'C: square', 'D: triangle'] 1454
Dependent Stage Ground Truth: C 1455
Dependent Stage Logits: {'A': 22.875, 'B': 21.125, 'C': 27.5, 'D': 23.625} 1456
Dependent Stage Generated Answer: C 1457
--------------------------------- 1458
Dependent Stage Name: two_panels_1_2_left 1459
Dependent Stage Question: Consider only the left part of the two panels in the image. 1460
Is the shape of all the objects in the left panel have the same, more, or fewer edges 1461
compared to the objects in the right panel? If the shapes within either panel are 1462
already different from each other, select 'Not Comparable.' (Note: The edge number 1463
increases in the following order: triangle, square, pentagon, hexagon, circle) 1464
Dependent Stage Choice: ['A: Not comparable', 'B: Fewer', 'C: The same', 'D: More'] 1465
Dependent Stage Ground Truth: D 1466
Dependent Stage Logits: {'A': 30.5, 'B': 30.25, 'C': 30.75, 'D': 30.875} 1467
Dependent Stage Generated Answer: D 1468
--------------------------------- 1469
Dependent Stage Name: two_panels_2_3_left 1470
Dependent Stage Question: Consider only the left part of the two panels in the image. 1471
Is the shape of all the objects in the left panel have the same, more, or fewer edges 1472
compared to the objects in the right panel? If the shapes within either panel are 1473
already different from each other, select 'Not Comparable.' (Note: The edge number 1474
increases in the following order: triangle, square, pentagon, hexagon, circle) 1475
Dependent Stage Choice: ['A: The same', 'B: Not comparable', 'C: More', 'D: Fewer'] 1476
Dependent Stage Ground Truth: C 1477
Dependent Stage Logits: {'A': 30.375, 'B': 29.75, 'C': 30.375, 'D': 30.25} 1478
Dependent Stage Generated Answer: C 1479
--------------------------------- 1480
Current Stage: 1481
Current Stage Name: one_row_left 1482
Current Stage Question: Look at the three panels in the image from left to right, 1483
paying attention only to the left portions of each panel, and identify the rule that 1484
controls the shape of objects. (Note: The edge number increases in the following order: 1485
triangle, square, pentagon, hexagon, circle) 1486

Current Stage Choice: ['A: The edge number of shape gradually decreases by 1.', 'B: The 1487
edge number of shape gradually increases by 1.', 'C: No clear rule is present.', 'D: 1488

The shape remains constant.'] 1489
Current Stage Ground Truth: A 1490
Current Stage Logits: {'A': 32.75, 'B': 33.0, 'C': 31.25, 'D': 30.5} 1491
Current Stage Generated Answer: B 1492
--------------------------------- 1493
Accuracy: 0.0 1494
MSEval: 2.228 1495
MSEval Random Baseline: 1.0 14961497

Listing 4: An instance of low accuracy but high MSEval arises as the LLM Intern-VL2-8B generates a current-stage
answer inconsistent with the ground truth, despite earlier dependent stages producing consistent results.
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1498
---------------------------------1499
Dependent Stage Name: single_panel_1_right1500
Dependent Stage Question: Are all objects in the right part of the panel of the same1501
size?1502
Dependent Stage Choice: ['A: No', 'B: Yes', 'C: Only one object']1503
Dependent Stage Ground Truth: C1504
Dependent Stage Logits: {'A': 31.125, 'B': 31.125, 'C': 29.625}1505
Dependent Stage Generated Answer: A1506
---------------------------------1507
Dependent Stage Name: single_panel_2_right1508
Dependent Stage Question: Are all objects in the right part of the panel of the same1509
size?1510
Dependent Stage Choice: ['A: No', 'B: Yes', 'C: Only one object']1511
Dependent Stage Ground Truth: C1512
Dependent Stage Logits: {'A': 31.0, 'B': 31.125, 'C': 29.5}1513
Dependent Stage Generated Answer: B1514
---------------------------------1515
Dependent Stage Name: single_panel_3_right1516
Dependent Stage Question: Are all objects in the right part of the panel of the same1517
size?1518
Dependent Stage Choice: ['A: Only one object', 'B: No', 'C: Yes']1519
Dependent Stage Ground Truth: A1520
Dependent Stage Logits: {'A': 31.375, 'B': 31.375, 'C': 31.625}1521
Dependent Stage Generated Answer: C1522
---------------------------------1523
Dependent Stage Name: two_panels_1_2_right1524
Dependent Stage Question: Consider only the right part of the two panels in the image.1525
Is the size of all the objects in the left panel the same as, smaller or larger than1526
the objects in the right panel? If the sizes within either panel are already different1527
from each other, select 'Not Comparable.1528
Dependent Stage Choice: ['A: Not comparable', 'B: Smaller', 'C: Larger', 'D: The same']1529
Dependent Stage Ground Truth: C1530
Dependent Stage Logits: {'A': 30.875, 'B': 30.75, 'C': 30.25, 'D': 30.75}1531
Dependent Stage Generated Answer: A1532
---------------------------------1533
Dependent Stage Name: two_panels_2_3_right1534
Dependent Stage Question: Consider only the right part of the two panels in the image.1535
Is the size of all the objects in the left panel the same as, smaller or larger than1536
the objects in the right panel? If the sizes within either panel are already different1537
from each other, select 'Not Comparable.1538
Dependent Stage Choice: ['A: Not comparable', 'B: Smaller', 'C: The same', 'D: Larger']1539
Dependent Stage Ground Truth: D1540
Dependent Stage Logits: {'A': 30.25, 'B': 30.125, 'C': 30.5, 'D': 30.125}1541
Dependent Stage Generated Answer: C1542
---------------------------------1543
Current Stage:1544
Current Stage Name: one_row_right1545
Current Stage Question: Analyze the three panels in the image from left to right,1546
concentrating only on the right areas of each panel, and determine the rule that1547
dictates the size of objects.1548
Current Stage Choice: ['A: The size of objects gradually decreases by a constant amount1549
each time.', 'B: The size of objects in the last panel is the difference between the1550

sizes in the previous two panels.', 'C: The size remains constant.', 'D: Three distinct1551
sizes across panels, rotating through each possible permutation of these sizes.']1552

Current Stage Ground Truth: D1553
Current Stage Logits: {'A': 31.125, 'B': 30.375, 'C': 31.0, 'D': 31.375}1554
Current Stage Generated Answer: D1555
---------------------------------1556
Accuracy: 1.01557
MSEval: 0.9551558
MSEval Random Baseline: 1.015591560

Listing 5: An instance of high accuracy but low MSEval occurs since the LLM Intern-VL2-8B generates a
current-stage answer consistent with the ground truth, while earlier dependent stages produce inconsistent results.
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1561
--------------------------------- 1562
Dependent Stage Name: single_panel_1_right 1563
Dependent Stage Question: What is the shape of the object in the right part of the 1564
panel? 1565
Dependent Stage Choice: ['A: circle', 'B: square', 'C: hexagon', 'D: pentagon'] 1566
Dependent Stage Ground Truth: C 1567
Dependent Stage Logits: {'A': 0, 'B': 0, 'C': 30.625, 'D': 0} 1568
Dependent Stage Generated Answer: C 1569
--------------------------------- 1570
Dependent Stage Name: single_panel_2_right 1571
Dependent Stage Question: What is the shape of the object in the right part of the 1572
panel? 1573
Dependent Stage Choice: ['A: pentagon', 'B: triangle', 'C: square', 'D: circle'] 1574
Dependent Stage Ground Truth: B 1575
Dependent Stage Logits: {'A': 0, 'B': 30.5, 'C': 0, 'D': 0} 1576
Dependent Stage Generated Answer: B 1577
--------------------------------- 1578
Dependent Stage Name: single_panel_3_right 1579
Dependent Stage Question: What is the shape of the object in the right part of the 1580
panel? 1581
Dependent Stage Choice: ['A: triangle', 'B: hexagon', 'C: square', 'D: circle'] 1582
Dependent Stage Ground Truth: C 1583
Dependent Stage Logits: {'A': 0, 'B': 0, 'C': 30.875, 'D': 0} 1584
Dependent Stage Generated Answer: C 1585
--------------------------------- 1586
Dependent Stage Name: two_panels_1_2_right 1587
Dependent Stage Question: Consider only the right part of the two panels in the image. 1588
Is the shape of all the objects in the left panel have the same, more, or fewer edges 1589
compared to the objects in the right panel? If the shapes within either panel are 1590
already different from each other, select 'Not Comparable.' (Note: The edge number 1591
increases in the following order: triangle, square, pentagon, hexagon, circle) 1592
Dependent Stage Choice: ['A: The same', 'B: More', 'C: Fewer', 'D: Not comparable'] 1593
Dependent Stage Ground Truth: B 1594
Dependent Stage Logits: {'A': 0, 'B': 30.0, 'C': 0, 'D': 0} 1595
Dependent Stage Generated Answer: B 1596
--------------------------------- 1597
Dependent Stage Name: two_panels_2_3_right 1598
Dependent Stage Question: Consider only the right part of the two panels in the image. 1599
Is the shape of all the objects in the left panel have the same, more, or fewer edges 1600
compared to the objects in the right panel? If the shapes within either panel are 1601
already different from each other, select 'Not Comparable.' (Note: The edge number 1602
increases in the following order: triangle, square, pentagon, hexagon, circle) 1603
Dependent Stage Choice: ['A: Not comparable', 'B: Fewer', 'C: More', 'D: The same'] 1604
Dependent Stage Ground Truth: B 1605
Dependent Stage Logits: {'A': 0, 'B': 28.25, 'C': 0, 'D': 0} 1606
Dependent Stage Generated Answer: B 1607
--------------------------------- 1608
Current Stage: 1609
Current Stage Name: one_row_right 1610
Current Stage Question: Inspect the three panels in the image from left to right, 1611
focusing exclusively on the right parts of each panel, and uncover the rule that 1612
governs the shape of objects. (Note: The edge number increases in the following order: 1613
triangle, square, pentagon, hexagon, circle) 1614
Current Stage Choice: ['A: The shape remains constant.', 'B: Three distinct shapes 1615
across panels, rotating through each possible permutation of these shapes.', 'C: No 1616
clear rule is present.', 'D: The edge number of shape gradually increases by 1.'] 1617
Current Stage Ground Truth: B 1618
Current Stage Logits: {'A': 0, 'B': 0, 'C': 31.67, 'D': 0} 1619
Current Stage Generated Answer: C 1620
--------------------------------- 1621
Accuracy: 0.0 1622
MSEval: 2.345087186311839 1623
MSEval Random Baseline: 1.0 16241625

Listing 6: An instance of low accuracy but high MSEval arises as the LLM Qwen2-VL-72B generates a current-stage
answer inconsistent with the ground truth, despite earlier dependent stages producing consistent results.
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