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Abstract: Human drivers rely on commonsense reasoning to navigate diverse
and dynamic real-world scenarios. Existing end-to-end (E2E) autonomous driv-
ing (AD) models are typically optimized to mimic driving patterns observed in
data, without capturing the underlying reasoning processes. This limitation con-
strains their ability to handle challenging driving scenarios. To close this gap, we
propose VLM-AD, a method that leverages vision-language models (VLMs) as
teachers to enhance training by providing additional supervision that incorporates
unstructured reasoning information and structured action labels. Such supervision
enhances the model’s ability to learn richer feature representations that capture
the rationale behind driving patterns. Importantly, our method does not require a
VLM during inference, making it practical for real-time deployment. When inte-
grated with state-of-the-art methods, VLM-AD achieves significant improvements
in planning accuracy and reduced collision rates on the nuScenes dataset. It fur-
ther improves route completion and driving scores under closed-loop evaluation,
demonstrating its effectiveness in long-horizon, interactive driving scenarios and
its potential for safe and reliable real-world deployment.

Keywords: End-to-End Autonomous Driving, Vision-Language Model, Multi-
modal Large Language Model, Foundation Models for Driving

1 Introduction

End-to-end autonomous driving (AD) unifies perception, prediction, and planning into a single
framework. This integration aims to coordinate multiple complex tasks, including detection, track-
ing, mapping, prediction, and planning. Recent approaches [1, 2, 3] have tackled these challenges
by using sensor data to generate planned ego trajectories with a single, holistic model. Although
these methods have shown promising results, their performance degrades in challenging, long-tail
events [4, 5]. On the other hand, human drivers often handle such scenarios effectively by reasoning
through the driving environment and adapting their actions accordingly. This highlights a training
gap in current E2E models, which rely solely on the trajectory supervision as sequences of points,
lacking the reasoning information necessary for learning rich and robust feature representations to
achieve better driving performance.

Manual annotation of reasoning information is often costly, time-consuming, and prone to inconsis-
tent and subjective results, making it difficult to obtain high-quality and scalable annotations. Large
foundation models offer an alternative by providing their reasoning capabilities for complex tasks
such as driving. Recent methods [6, 7, 8, 9, 10, 11, 12, 13, 14, 15] have directly integrated large
foundation models, such as large language models (LLMs) [16, 17, 18] and vision-language models
(VLMs) [19, 20, 21, 22], into AD systems to leverage their reasoning capabilities. However, these
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methods require extensive fine-tuning to trans-
late language-based outputs into precise nu-
merical results, such as planned trajectories or
control signals. In addition, these methods
rely on large foundation models during infer-
ence, which significantly increases both train-
ing costs and inference time, making these
methods impractical for real-world applica-
tions. Given the limitations of manual anno-
tation and the challenges of directly integrat-
ing large foundation models into driving sys-
tems, we pose the following question: Can
large foundation models, such as VLMs, gen-
erate reasoning-based text information to en-
hance autonomous driving models without re-
quiring integration at inference time?

Motivated by this question, we propose VLM-
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(b) Pipeline of our VLM-AD.

Figure 1: VLM-AD augments an arbitrary end-to-
end driving model using auxiliary text prediction
tasks during training. These tasks distill driving
reasoning knowledge from a VLM to encourage
the model to learn richer representations, without
fine-tuning a VLM at training time or requiring a
VLM at inference time.

AD, illustrated in Fig. 1, a novel method that

leverages VLMs as teachers to automatically generate reasoning-based text annotations. These an-
notations then serve as supplementary supervisory signals to train end-to-end pipelines, extending
beyond standard trajectory labels. Specifically, given a sequence of multi-view images and the future
trajectory of the ego vehicle, we project the future trajectory onto the initial front-view image to in-
corporate critical temporal movement information. We then prompt the VLM model with questions
regarding the vehicle’s current status, intended future actions, and reasoning process to generate both
freeform and structured responses, thus infusing critical VLM knowledge into the training pipeline.

This scalable approach enables us to build a dataset enriched with VLM-generated annotations,
effectively addressing the absence of reasoning cues in existing driving datasets. We design auxiliary
tasks based on these annotations and integrate them seamlessly into existing end-to-end models for
joint training. These tasks encourage the model to learn richer feature representations for improved
driving performance, without requiring VLM involvement at inference time. Our contributions can
be summarized as follows:

* We propose VLM-AD, a simple yet effective approach that distills driving reasoning knowledge
from VLMs into end-to-end AD pipelines through a high-quality dataset of reasoning-based be-
havioral text annotations, generated through carefully crafted prompts directed to VLMs.

* We design two plug-and-play auxiliary tasks to supervise existing end-to-end AD pipelines
through both unstructured freeform text and structured action labels. These tasks enable effec-
tive distillation of VLM knowledge, guiding the model to learn richer feature representations for
improved planning performance, without requiring VLM fine-tuning or inference-time usage.

* Extensive experiments demonstrate significant improvements in L2 planning accuracy and colli-
sion rate over UniAD, VAD, and SparseDrive on the nuScenes dataset, as well as higher route
completion and driving scores on the closed-loop CARLA Town05 benchmark.

2 Related Work

End-to-End Autonomous Driving. End-to-end autonomous driving systems jointly train all mod-
ules toward a unified goal, resulting in reduced information loss throughout the pipeline. Unified
frameworks such as ST-P3 [1] and UniAD [2] propose vision-based end-to-end AD systems that
unify perception, prediction, and planning. These models achieve state-of-the-art results on the
open-loop nuScenes dataset [23]. Following works, such as VAD [3] and VADv2 [24], introduce a
vectorized encoding approach for efficient scene representation and extend to closed-loop simula-
tion on CARLA [25]. Recent methods like Ego-MLP [26], BEV-Planner [27], and PARA-Drive [28]
have been developed to explore ego-status and novel design spaces within modular stacks to further



Camera Para Annotations Labels

Front-View Video

Visual Input

Alignment loss

PO Lay,
e 9r. 90} o

Multi-Head
Ly

Text Queries

Cross-Entropy Loss

Laction
econtrol, Frurn: Fiane}

Figure 2: Framework of our proposed VLM-AD. We leverage a VLM as a teacher to generate
both freeform reasoning and structured action annotations, which are converted into supervisory
signals to enable the model to learn richer representations through auxiliary text alignment and
action classification heads. As a result, our method offers better planning results and interpretable
action predictions, without requiring a VLM at inference time.

enhance driving performance. In parallel, methods like GenAD [29], GraphAD [30], SparseAD [31],
and SparseDrive [32] continue to push the boundaries of end-to-end driving systems through im-
proved representations and task formulations. While E2E driving models show promising results
in the development of E2E driving methods, they are primarily optimized to mimic driving patterns
in the data, without capturing the underlying reasoning processes. This limitation is largely due to
the lack of reasoning information in existing datasets. Consequently, these methods are unable to
acquire deeper reasoning knowledge, which could limit their performance in challenging scenarios.

Foundation Models for Autonomous Driving. Foundation models, including large-language mod-
els (LLMs) and vision-language models (VLMs), are being increasingly applied in autonomous driv-
ing to leverage their advanced reasoning capabilities. GPT-Driver [6] and Driving-with-LLMs [7]
use LLMs to provide action recommendations with explanations, thus enhancing decision trans-
parency. A recent approach [33] leverages LLMs to evaluate lane occupancy and safety, enabling
more human-like intuitive scene understanding. However, LLM-based methods primarily rely on
language inputs, which limits their potential to incorporate rich visual features essential for driving.

VLMs address this gap by integrating language and vision for multimodal reasoning, supporting
tasks like scene understanding [34, 35, 36, 37] and data generation [38, 39, 40]. VLMs have also
been used for unified navigation and planning [41, 10, 42, 43] as well as end-to-end autonomous
driving [8, 9, 11, 12, 44]. However, existing VLM-based methods often require extensive domain-
specific fine-tuning, which significantly increases computational cost and inference latency. Closely
related to our method in end-to-end autonomous driving, VLP [12] transforms ground-truth trajec-
tory and bounding box labels into text features for contrastive learning, but it does not introduce
information beyond existing supervision labels. In contrast, our method leverages VLMs to provide
additional reasoning information to further enhance driving performance.

3 Method

Fig. 2 presents an overview of our proposed VLM-AD framework, which consists of two main com-
ponents. The first is the annotation component, where a VLM generates rich auxiliary information,
forming a supplementary dataset for supervision. The second component is our designed auxiliary
heads designed to align with this supervision, which can be seamlessly integrated into any E2E
model following the planning module.

3.1 VLM Text Annotation

We utilize a VLM as the teacher to enrich the dataset with additional information, leveraging its rea-
soning capabilities from visual inputs to deepen an E2E model’s understanding of driving behaviors.
The annotation process can be defined as:

A=M(P,V), (1



where M(-) represents the VLM model, P denotes the language prompts, V is the visual input,
and A is the model’s natural language output, serving as annotations for the dataset. Our goal is to
provide images captured from the ego vehicle’s camera, along with specifically crafted prompts, to
obtain detailed informative responses from the VLM, leveraging its extensive world knowledge.

In our work, we employ GPT-40 [45], a high-performance VLM trained on internet-scale data,
to automatically annotate our dataset. GPT-4o0 is used to interpret the scenario, generate suitable
reasoning-based responses, and identify the actions of the ego vehicle in complex scenarios.

Visual Input. When determining the visual input, we encounter two challenges. The first challenge
is selecting the appropriate image(s) from multiple cameras that provide 360-degree coverage around
the ego vehicle. We explore two approaches: creating a composite large image from all views or
using only the front-view image, which typically contains the most relevant information needed for
most driving tasks. Our annotation results show that both methods yield comparable output quality,
so we opt for the front-view image alone to reduce overall complexity.

The second challenge involves integrating temporal information, which is essential for effective
planning and decision-making. We also consider two approaches. One straightforward approach is
to input several consecutive frames as a sequence, with prompts that indicate the future timestamps.
However, we observe that VLMs struggle with temporal continuity and often confuse the ego ve-
hicle’s identity, likely due to limitations in temporal grounding [46, 47]. Instead, we project the
ego vehicle’s future trajectory onto a single front-view image, leveraging the camera’s intrinsic and
extrinsic parameters along with sensor specifications. We specify in the prompts that the projected
trajectory reflects the vehicle’s future path. This cost-effective design allows the VLM to interpret
temporal information more reliably than using an image sequence.

Freeform Reasoning Annotation. As a key input to the VLM, a well-designed question is essential
for enhancing reasoning capabilities [48] and improving the explainability of the VLM’s responses.
In our approach, we focus on the planning task, by designing prompts specifically to obtain reason-
ing from the VLM. We create two types of questions, beginning with open-ended questions intended
to generate free-form, unstructured responses that contain rich, high-dimensional language informa-
tion. We refer to these responses as unstructured reasoning annotations.

To maximize the reasoning capabilities of the VLM, we provide detailed context descriptions as
preliminary instructions before posing specific questions, defined as follows:

o C4: This is the front-view image of the ego vehicle. The red line indicates the future trajectory,
no line suggests stopping or slowing down. When explaining the reasoning, please focus on the
camera image and the surrounding context rather than referencing the plotted trajectory.

* Q1_1: Please describe the ego vehicle’s current actions.

* (Q1—2: Please predict the ego vehicle’s future actions.

* (Q1—3: Please explain the reasoning of current and future action.

The full input prompt is defined as P; = [C1, Q1], where @1 = {Q1-1, Q1-2, @13} represents
the set of questions. These open-ended questions yield free-form text annotations describing the ego
vehicle’s current status, intended future actions, and the reasoning underlying the VLM’s knowledge.

Structured Action Annotation. To examine the flexibility of our method, we define a second type
of question in a structured format. Specifically, we create three distinct action sets and prompt the
VLM to select answers from these predefined options. This allows us to obtain a single action
annotation for each question. Specifically, the context and questions are defined as follows:

o C5: This is the front-view image of the ego vehicle. The red line indicates the future trajectory, no
line suggests stopping or slowing down.

* Q2_1: Please describe the ego vehicle’s action from the control action list: {go straight, move
slowly, stop, reverse}.

* (Q2_2: Please describe the ego vehicle’s action from the turn action list: {turn left, turn right, turn
around, none}.



* Qa_3: Please describe the ego vehicle’s action from the lane action list: {change lane to the left,
change lane to the right, merge into the left lane, merge into the right lane, none}.

The complete input prompt is defined as Py = [Cs, Q2], where Q2 = {Q2_1, @22, Q2_3} repre-
sents the set of structured action questions. In this way, we can obtain three specific actions from
the VLM. Compared to freeform text annotations, one major benefit of structured annotations is
that they can be used to supervise an E2E driving model to predict human-interpretable actions, as
demonstrated in the experimental results of Sec. 4.

3.2 Auxiliary Heads

Typically, data-driven end-to-end autonomous driving methods [2, 3] focus on summarizing a learn-
able ego feature feo, to produce planning results, which is essential for generating reliable and
accurate planning trajectories. This learnable ego feature aggregates all relevant information about
the ego vehicle from upstream modules through different networks. In our approach, we develop
auxiliary heads that use this ego feature as input, enabling the model to distill knowledge from the
VLM'’s responses.

Annotation Encoding. Using the (J; questions, we obtain three text responses, denoted as
Ay = {A., Ay, A}, which represent descriptions of the current action, future action prediction,
and reasoning, respectively. Using the ()2 questions, we obtain three actions from predefined sets,
denoted as Ay = {Acontrol, A, Alane }» corresponding to the control action, turn action, and lane
action. To convert these annotations into supervisory signals, we apply two distinct approaches to
generate two corresponding types of labels, effectively integrating them into end-to-end autonomous
driving pipelines as supervision.

For the freeform text annotations from ();, we utilize an off-the-shelf language model, such as
CLIP [19], to convert the text into feature representations. For the structured answers, each action is
encoded as a one-hot label. Formally:

y1 = CLIP(A;), 2 = One-Hot(Ay), 2

where y; and y, each have three components: y1 = {yc, ¥s, ¥r} and y2 = {Ycontrols Yturn; Yiane }-
Here, y., ¢, and y, are feature vectors of size C', where C'is the dimension of text embedding, while
Yeontrol» Yrurn, ANd Yiane are three one-hot action labels with size N, where Neonol = 4, Num = 4 and
Niane = 5, respectively.

Text Feature Alignment. Using the three text features y1 = {y., y, y» } as supervision, we develop
a feature alignment head that takes the ego feature f.q, as input. This setup resembles knowledge
distillation, where the alignment head is trained to match the text features provided by the VLM.

In this head, we initialize three learnable text queries, ¢1 = {qc, ¢f, ¢, }. Each query interacts with
the ego feature f,, via a multi-head cross-attention (MHCA) block, where the text query acts as
the attention query ¢, and the ego feature serves as both the key £ and value v, producing updated
text queries. These updated queries are then concatenated with the ego feature to form the feature
representation for this text head, which is subsequently processed through an MLP layer to produce
the final feature alignment output. This process is formulated as:

(A = MHCA(Qa kaU)a g=q,k=v= fegm fl = MLP(qll @ feg0)7 3)

where @ denotes concatenation, and fl =/ fc, f fs fr} represents three output features to be aligned
with the corresponding VLM text features. Note that we use three independent MHCA blocks, one
for each component, enabling each text query to focus on specific aspects of the ego feature that can
be represented in text form.

Inspired by the knowledge distillation approach DINO [49] that controls the smoothness and sharp-
ness of features, we adopt a similar strategy to normalize the text and output features with different
temperature parameters, producing feature distributions rather than raw feature values as follows:

Ply) = exp(y1/7) CP(f) = eXP(fl/ATs) ’ @
) S exp(y™/m) o S exp(f7 /)




where 7; and 75 are temperature parameters that control the sharpness of these distributions. This
adjustment enables better alignment between the output features and supervisory labels, enhancing
alignment quality for knowledge distillation. Note that we do not apply the centering operation, as
we consider the supervision to be ground truth.

Structured Action Classification. We obtain the structured action labels y2 = {Ycontrol, Yturn, Ylane }
from the VLM using question (5. We then construct another action classification head that takes the
ego feature f,, as input. Similar to the previous feature alignment stage, we initialize three learnable
action queries, eontrols Gturn» aNd Glane, Which interact with feq, through three MHCA blocks. In this
setup, each action query serves as the attention query g, while the ego feature acts as the key &
and value v, producing updated action queries. We then concatenate updated queries with the ego
feature to create the representation for the action classification head, passing it through an MLP
layer followed by a Softmax to generate the action predictions. This process is formulated as:

¢b = MHCA(q, k,v), q=go,k =V = fego, fo=Softmax (MLP(gh @ fego)),  (5)

where fg ={ fcomrol, fmm, flane} represents the predicted control action, turn action, and lane action.
We use independent MHCA blocks for each action query to produce distinct action labels.

3.3 Auxiliary Loss

We define two parallel auxiliary tasks following the planning module to enable the model to distill
knowledge from the VLM, and the overall training loss is a weighted sum of two components:

L=X\ Lalign + )\2£actiom (6)

where each component corresponds to a distinct auxiliary text head to provide supervision:

Calign = - P(yc) IOg(P(fc)) - P(yf) IOg(P(ff)) - P<yr) log(P(fr))
Neoniol Num Niane (N

ﬁaction = Z ycontrol 10g f conlrol Z yturn IOg f turn Z yliane 10g(f lime)
i=1

For feature alignment, we use cross-entropy loss to align the supervisory and output features, cap-
turing the critical information conveyed by the text. For the action classification task, we also apply
cross-entropy loss to ensure accurate classification.

4 Experiments
4.1 Open-Loop Settings

Baselines. Our proposed method is a general framework compatible with various end-to-end au-
tonomous driving methods. We validate its effectiveness by applying it to three widely recognized
open-source methods, UniAD [2], VAD [3], and SparseDrive [32]. Additionally, we compare it with
VLP [12], which projects ego vehicle ground-truth labels into text feature space via CLIP [19] for
contrastive learning.

Dataset. We use the nuScenes dataset [23] for open-loop planning evaluation. nuScenes is a large-
scale autonomous driving dataset featuring 1000 scenes, each with a duration of approximately
20 seconds and annotated at 2Hz. The dataset includes detailed annotations, making it a popular
benchmark for end-to-end autonomous driving research.

Metrics. We focus on the planning task and use standard metrics such as L2 displacement error and
collision rate to evaluate performance for open-loop evaluation.

4.2 Closed-Loop Settings

We further evaluate our proposed method in a closed-loop setting. Following the protocol estab-
lished by VAD [3], we conduct simulations using the CARLA [25] simulator and the Town05 [50]



Table 1: Planning results of our VLM-AD method and baselines. The best results are shown in
bold and the second best are underlined. VLM-AD consistently outperforms the baselines, with the
reasoning-focused Q7 contributing the most significant improvements.

ID | Method Q1 Qo Is 21; 2 (m)3J; Avg. ISC0111s21;)n Rat3es(%) ivg. Ckpt. Source
0 | UniAD [2] 048 096 165 1.03 005 0.17 071 031 Official

1 | UniAD* 046 096 1.67 1.03 |0.11 0.22 0.74 0.36 | Reproduced
2 | VLP[12] 043 086 147 092 | 003 0.15 048 0.22 Official

3 | VLM-AD v 040 083 144 0.89 | 0.05 0.11 0.56 0.24 -

4 | VLM-AD v | 041 087 146 091 | 0.06 0.13 0.68 0.29 -

5 | VLM-AD v v 1039 082 143 0.88 | 005 0.1 043 0.19 -

6 | VAD-Base [3] 041 070 1.06 0.72 | 0.04 043 1.15 0.54 Official

7 | VAD-Base# 033 059 094 0.62 | 019 030 0.53 0.34 | Reproduced
8 | VLP[12] 0.26 047 0.78 0.50 | 0.12 0.17 042 0.23 Official

9 | VLM-AD v 024 048 076 049 | 0.12 016 041 0.23 -

10 | VLM-AD v 1030 050 082 054|016 024 043 0.28 -

11 | VLM-AD v. v 024 046 075 048 | 0.12 0.17 041 0.23 -

12 | VAD-Tiny [3] 046 0.76 1.12 0.78 | 0.21 0.35 0.58 0.38 Official
13 | VAD-Tiny# 035 0.62 096 0.64 | 0.12 0.19 044 0.25 | Reproduced
14 | VLM-AD v 030 054 082 0.55 | 0.08 0.15 0.38 0.20 -

15 | VLM-AD v | 031 055 0.88 058 |0.10 0.18 041 023 -

16 | VLM-AD v. v 030 054 080 055|011 015 038 0.21 -

17 | SparseDrive-B [32] 029 055 091 058 | 0.01 0.02 0.13 0.06 Official
18 | VLM-AD v 0.25 050 0.86 0.54 | 0.01 0.02 0.12 0.05 -

19 | VLM-AD v 1027 052 087 055001 0.02 0.13 0.05 -

20 | VLM-AD v v [024 049 084 052 | 0.01 0.02 0.12 0.05 -

benchmark. To ensure a fair comparison, we integrate our method into the VAD framework and
adopt the same evaluation definitions for closed-loop evaluation.

Metrics. We use the standard Route Completion (RC) and Driving Score (DS) metrics for closed-
loop performance evaluation.

4.3 Implementation Details

We use official codes of the UniAD, VAD, and SparseDrive, adhering to the hyperparameters spec-
ified in their official implementations. For our proposed VLM-AD, we define two auxiliary task
heads, each containing an MHCA block with 8 heads and 3 cross-attention layers, and we set 3 text
queries for each of )1 and Q2. During training, we set the temperature parameters 7, = 0.1 and
7; = 0.04 to control the sharpness of the features, and we set Ay = 1 and A = 0.1 to balance L;4n
and L,ction. All models are trained on 8 NVIDIA H100 GPUs using the PyTorch framework [51].
Complete implementation details, annotation quality analysis, and additional experiments, including
visualizations, are provided in the appendix.

4.4 Main Results

Open-Loop Planning Results. Tab. 1 presents the results of applying our proposed VLM-AD
to three baselines, UniAD, VAD, and SparseDrive, as well as comparisons with VLP. Comparing
methods ID 0 and 1, we achieve nearly identical planning results using the authors’ officially trained
checkpoints. For methods IDs 6 and 7, and IDs 12 and 13, we observe some discrepancies between
our reproduced results and the reported values, which we attribute to a correction in image con-
figuration in the official codebase?. From the first section of the table, we observe that VLM-AD
significantly outperforms UniAD on both average L2 planning error and average collision rate by
introducing )1 and @-. It also surpasses a state-of-the-art baseline VLP in both metrics. Regarding
VAD, our VLM-AD consistently outperforms both VAD-Base and VAD-Tiny, particularly on the

*https://github.com/hustvl/VAD/issues/9
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Table 3: Ablation study on the contributions of ()1 _1, Q12 and Q13 to the UniAD baseline. The
best is in bold and the second best is underlined.

L2 (m) | Collision Rate (%) |
Method Q-1 Q2 Qs Q2 1s 2s 3s  Avg. Is 2s 3s  Avg.
UniAD 048 096 165 1.03|0.05 0.17 071 031
VLM-AD v v 041 0.87 153 094 | 008 0.17 061 0.29
VLM-AD v v 041 0.84 144 090 | 0.05 0.11 048 0.21
VLM-AD v v 042 087 149 093 | 003 0.14 051 0.23
VLM-AD v v v 040 083 144 0.89 | 0.05 0.11 056 0.24

L2 planning error metric, and it achieves superior performance compared to the VLP in VAD-Base.
For SparseDrive-B, we observe that integrating our VLM-AD leads to improvements in L2 plan-
ning error over the baseline model, while maintaining comparable or slightly better collision rates.
This is largely due to the collision-aware rescore module in the baseline, which already effectively
reduces collision rates. Importantly, the integration of VLM-AD does not compromise this strength,
further demonstrating the robustness of our approach. These results demonstrate the effectiveness
and advantages of our VLM-AD approach. Additionally, @), yields better results than ()2, verifying
the value of supervising the driving model through rich reasoning information.

Closed-Loop Planning Results. Tab. 2 Table 2: Closed-loop evaluation results of our
presents the closed-loop results on the Town05 VLM-AD method and baselines. The best is in
benchmark for both short and long routes. Our  bold and the second best is underlined. f: LIDAR-
proposed method, VLM-AD, achieves the best based method.

performance across all metrics, including Driv-

ing Score (DS) and Route Completion (RC). Method Town05 Short | Town05 Long

DS RC DS RC
It surpasses VAD-Base and ST-P3, two strong CILES [52] S 47T T 42 3 6; S 19T
vision-based baselines, with noticeable gains LBC [53] 36'97 55:01 7:05 32‘.09

particularly in DS on the long route. These re- .00 cori [50] | 54.52 7841 | 33.15 5636

sults demonstrate the effectiveness and robust- ST-P3[1] 5514 86.74 | 11.45 83.15
ness of VLM-AD in realistic closed-loop driv- VAD-Base [3] 64.29 87.26 | 30.31 75.20
ing scenarios, highlighting its ability to reason ~ +VLM-AD 67.78 88.56 | 35.25 84.14

and act reliably under long-horizon tasks.

4.5 Ablation Study

We further analyze the contributions of each sub-question, QJ1_1, @12, and Q1 _3, within Q);. Each
sub-question provides specific text information related to the ego vehicle’s current status, predicted
future actions, and reasoning. Tab. 3 presents an ablation study of these three sub-questions. The
results indicate that each sub-question positively impacts the overall performance, demonstrating
that our designed questions provide valuable information for the planning task. Notably, the reason-
ing feature contributes the most to reducing the L2 planning error, underscoring its importance in
enhancing driving performance. We defer additional ablation studies to Sec. C.

5 Conclusion

In this work, we presented VLM-AD, a novel approach to enhancing end-to-end autonomous driv-
ing models by leveraging vision-language models (VLMs) as auxiliary teachers. By integrating
VLM-based annotations through targeted questions that include unstructured reasoning text and
structured action labels, we enriched the training process with additional reasoning and action su-
pervision. Our method significantly improves planning accuracy and collision rates in the nuScenes
dataset, while also achieving higher route completion and driving scores under closed-loop evalua-
tion. Importantly, it does not require VLMs at inference time, making it plug-and-play for real-world
deployment without additional inference overhead.



Limitations

One limitation of our work is its focus solely on the planning task, with questions centered on behav-
ior and action. In future work, our approach could be extended to generate relevant annotations for
perception or prediction, potentially benefiting the entire autonomous driving pipeline. Additionally,
we plan to apply our method to more challenging datasets and design a broader set of questions to
extract diverse and useful knowledge from VLMs.
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A Related Work

Multi-Task Learning. Multi-task learning (MTL) jointly performs several related tasks using a
shared representation through separate branches or heads. This approach leverages shared domain
knowledge, enhancing feature robustness and generalization, making it well-suited for end-to-end
autonomous driving. In AD systems, auxiliary tasks such as semantic segmentation [54, 55, 56,
57, 58], depth estimation [57, 58], HD mapping, and BEV segmentation [59, 60, 61, 62, 63] are
commonly adopted to extract meaningful perception representations for subsequent objects. Be-
yond vision tasks, prior methods [64, 65] have explored predicting auxiliary signals such as traffic
light states and control commands, as well as unifying different trajectory modeling tasks [66, 67],
to enhance driving performance. Inspired by the success of multi-task learning, we design novel
auxiliary tasks to encourage the model to learn richer feature representations through high-quality
reasoning annotations from VLMs, ultimately leading to more reliable planning performance.

B Implementation Details

When integrating our proposed VLM-AD method into UniAD [2]°, we follow the joint training
protocol defined in UniAD. In the first stage, we initialize the model using BEVFormer [68] weights
and train the perception and mapping tasks for 6 epochs. In the second stage, we freeze the image
backbone and BEV encoder and perform end-to-end training using our proposed VLM-AD approach
for 20 epochs. The model is trained using an initial learning rate of 2 x 10~%, a learning rate
multiplier of 0.1, and the AdamW optimizer [69] with a weight decay of 0.01.

When integrating our proposed VLM-AD method into VAD [3]*, we adopt the same hyperparame-
ters as in their original implementation. The model is trained using the AdamW optimizer [69] and a
cosine annealing scheduler [70], with a weight decay of 0.01 and an initial learning rate of 2 x 10~%.

When integrating our proposed VLM-AD method into SparseDrive [32]°, we adopt the same hyper-
parameter settings as in their original implementation. Specifically, we use the SparseDrive-B base
model with a ResNet-101 backbone and input image size of 512x1408. The model is trained using
the AdamW optimizer [69] and a cosine annealing scheduler [70] in a two-stage training setup, with
a learning rate of 3 x 10~ and a weight decay of 1 x 1073,

For closed-loop evaluation, we integrate our method into the VAD-Base framework and follow the
same experimental settings described in their paper [3]. Specifically, as in VAD-Base, the navigation
information consists of a sparse goal location and a corresponding discrete navigational command,
which are encoded using an MLP and passed to the planning head as part of the input features. Addi-
tionally, we retain the original traffic light classification branch used in VAD-Base, which comprises
a ResNet-50 backbone followed by an MLP-based classification head. The input to this branch is
the upper-middle region of the cropped front-view image, and the resulting feature map is flattened
and provided to the planning head to help the model interpret traffic light states.

All experimental settings are kept consistent with the corresponding baseline models, as our pro-
posed method is a plug-and-play module that can be seamlessly integrated into various end-to-end
driving frameworks without architectural changes or hyperparameter tuning. This design ensures
robustness, cross-model compatibility, and fair comparisons under consistent training conditions,
while also highlighting the practicality of VLM-AD for real-world deployment.

To encode freeform annotations into text features, we use the pre-trained CLIP-ViT-B/32 [19] model
with a dimension of 512. Additionally, we experiment with other text encoders such as T5-base [71]
and MPNet-base [72], both encoding freeform annotations into text features with a dimension of
768, as described in Sec. 4.5.

*https://github.com/OpenDriveLab/UniAD
*https://github.com/hustvl/VAD
https://github.com/swc-17/SparseDrive
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Table 4: Results of different variants of VLM-KD. CLIP indicates the use of the contrastive learning
loss defined in [19] to align the text features of Q1. MSE represents the use of MSE loss for
feature alignment, KL represents KL divergence, and CosSim indicates cosine similarity for aligning
features. Align refers to the alignment loss defined in our method.

. Planning Results
Method Variant Ave. 12|  Ave. Col |
UniAD - 1.03 0.31
VLM-AD | CLIP 0.94 0.26
VLM-AD | MSE 0.99 0.30
VLM-AD KL 0.92 0.26
VLM-AD | CosSim 0.96 0.28
VLM-AD | Align 0.89 0.24

Table 5: Results of different designs for VLM-KD. MLP indicates that an MLP layer is used to
replace the MHCA block for Q2. T5 and MPNet indicate the use of different language models to
convert reasoning annotations from (J; into reasoning features that serve as supervision labels.

. Planning Results
Method Variant Ave.12]  Ave. Col |
UniAD - 1.03 0.31
VLM-AD | MLP 0.94 0.29
VLM-AD | MHCA 0.91 0.29
VLM-AD T5 0.94 0.29
VLM-AD | MPNet 0.91 0.26
VLM-AD | CLIP 0.89 0.24

Table 6: Results of using different hyperparameters of A; and A, to control the weights of Lg1i4n
and ﬁaction-

Planning Results

Method Variant Ave.12]  Avg. Col |
UniAD - 1.03 0.31
VLM-AD | A1 =1X =1 0.90 0.26
VLM-AD | A\; =0.1, 2 =1 0.92 0.29
VLM-AD | A\; =1, A2 =0.1 0.88 0.19

C Ablation Study

Contrastive Learning with Text Annotations. In addition to our proposed auxiliary task, we
employ a contrastive learning strategy similar to VLP. We follow VLP [12] to project our generated
annotations from @, using CLIP [19] to obtain three distinct text features. Each text feature is then
contrasted with the ego feature individually before we compute the contrastive loss.

The results, presented in Tab. 4, show that contrastive learning improves performance compared to
the baseline, though it is still worse than our custom auxiliary tasks. This may be because each
frame contains only one ego vehicle, resulting in a single positive sample for contrastive learning
that can lead to unstable alignment.

Feature Alignment Loss. We also study alternative options of feature alignment, including mini-
mizing contrastive learning loss in CLIP [19], MSE loss, KL divergence loss [73], or maximizing
negative cosine similarity to align the three features from Q1. The results, shown in Tab. 4, indicate
that MSE loss performs slightly better than UniAD, by minimizing the Euclidean distance between
features, driving outputs toward their mean, which causes information loss during training. Both
CLIP loss, KL divergence, and cosine similarity outperform UniAD but are inferior to our align-
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A.: The ego vehicle is currently moving forward at a moderate
speed.

Ag: The ego vehicle is likely to continue moving forward and
follow the curve of the road to the left.

A,: The road ahead is clear with no visible obstacles or traffic,
allowing the vehicle to maintain its current speed and direction.
The environment suggests a low-traffic area, and the road's curve
indicates the vehicle will naturally follow it to the left.

Acontror: move slowly

Apyrn: turn left

Ajane: none

(a) Annotation using a single front-view image.

Context: This is an overview image covering the entire 360-
degree surroundings of the ego vehicle. The red line indicates the
future trajectory, no line suggests stopping or slowing down.
When explaining the reasoning, please focus on the camera
image and surrounding context rather than referencing the
plotted trajectory.

A_: The ego vehicle is moving forward on a clear road.

Aj: The ego vehicle is likely to turn left.

A, : The road is clear with no visible obstacles, and the
surroundings suggest a typical urban environment. The presence
of lane markings and the absence of traffic support the likelihood
of a left turn.

Acontror: move slowly

Agyrn: turn left

Ajane: none

(b) Annotation using all 6 images.

Figure 3: Comparison of annotation strategies: (a) only the front-view image is used; (b) all 6
camera views are included, but the trajectory is still projected onto the front view.

ko2 = . y -1“7 ‘/ '\

>
Context: These are 7 consecutive front-view images of the ego vehicle. The first image represents the current time step, while the following 6 images represent
the next 6 future time steps.

A_: The ego vehicle is moving forward along a straight path.

Ap: The ego vehicle will continue to move forward, approaching the speed bump and gate visible in the images.

A,: The sequence of images shows the vehicle gradually moving closer to the speed bump and gate, indicating forward motion. The road markings and alignment
suggest the vehicle is maintaining a straight path. The environment appears controlled, with clear lane markings and a speed limit sign, guiding the vehicle's
movement.

Acontrol: g0 straight

Apyrn: nONE

Ajape: none

Figure 4: An annotation example using 7 consecutive front-view images as the visual input, which
results in incorrect annotations.

ment loss. This underscores the importance of normalizing with different temperatures to balance
the smoothness and sharpness of teacher-student features.

Model Design. We investigate alternative design options in our method. First, we use an MLP layer
instead of the MHCA block in our structured action classification head. Second, we study different
language models, such as T5 [71], MPNet [72] in addition to CLIP for encoding text annotations
from Q1. From Tab. 5, we observe that MLP achieves slightly worse L2 performance and the same
collision rate. Additionally, we observe that both T5 and MPNet outperform the UniAD baseline,
but are slightly worse than CLIP.

Hyperparameter Study. Balancing the losses of different tasks is a critical challenge in multi-task
learning. We study the hyperparameters A; and A, in the context of UniAD. The results, shown in
Tab. 6, indicate that all three variants outperform UniAD. Among these variants, the performance is
the worst when A\; = 0.1 and Ay = 1, as the annotations for (J; contain more valuable information
compared to the annotations for ()5.
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Table 7: Statistics of freeform text annotation .A; from ().

Word Length ‘ Annotation A;

A Ay A,
Max 29 41 93
Min 6 7 13
Mean 11.30 15.34  35.85
36.5%
0.0%
go straight (17373) 050%/% turn left (1452)
. move slowly (440) 5.4% turn slightly left (5)
L1.5% stop (10219) 0.0% turn right (1509)
reverse (0) 89.4% turn slightly right (7)
turn around (0)
none (25059)
62.0%
(a) Control action (b) Turn action
1.8% change lane to the left (38)
. change lane to the right (19)
shift slightly to the left (509)
shift slightly to the right (178)
merge into left lane (3)
. merge into right lane (2)
97.3% none (27283)

(c) Lane action

Figure 5: Distributions of control, turn, and lane actions.

D VLM Annotation

In this section, we provide a comprehensive analysis of our VLM annotations, including visual input
format comparisons, annotation statistics, as well as the annotation quality, including representative
successful and failure examples.

D.1 Visual Input

While we use a front-view image (as shown in Fig. 3a) as the visual input to the VLM, we also
experiment with other alternatives described in Sec. 3, including six images covering the full 360-
degree surroundings of the ego vehicle (Fig. 3b) and a sequence of consecutive front-view images
(Fig. 4). Compared to the first alternative that uses the full 360-degree surrounding as input, our
approach yields similar annotations from the VLM while significantly reducing the computational
cost by processing a much smaller input image. The second alternative, which utilizes consecutive
front-view images, often results in incorrect annotations, such as misidentifying the current action
status and failing to detect a left-turn action. This is due to the challenge VLMs face in understand-
ing temporal dynamics, especially from ego-centric visual signals. Furthermore, using consecutive
images increases the annotation time by approximately 80% compared to our approach.

D.2 Annotation Statistics

We annotate the training set of the nuScenes dataset, which consists of 700 scenes and 28,130
frames. Following the methodology described in Sec. 3, we set T' = 6 to project the ego vehicle’s
future trajectory onto the front-view image. Consistent with UniAD [2], we exclude samples lacking
sufficient input data, resulting in a total of 28,032 annotated samples.
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Table 8: Summary of questionnaire results from 5 participants evaluating both freeform annotations
and structured action labels. Std represents the standard deviation among the participants.

Participant \ Average Score (1-5) Accuracy (%)
‘ Ac A f -Ar ‘ -Acontrol -Aturn Alane

458 4.66 4.26 0.88 0.96 0098
434 426 434 0.86 092 094
486 4.66 4.54 0.98 0.84 0.96
412 434 440 0.80 0.84 094
450 4.62 456 0.98 0.96 098

Average 448 451 442 0.90 0.90 0.96
Std 028 0.19 0.13 0.08 0.06 0.02

DW=

For freeform reasoning annotations using (J1, we calculate the word length of responses for each
sub-question (Q1_1, @12, and Q1_3). The statistics are presented in Tab. 7, in which the average
response length of A, is the longest, as this sub-question focuses on detailed reasoning information.

For structured action annotations using ()2, we analyze the distribution of three types of actions. The
results are shown in Fig. 5a, Fig. 5b and Fig. 5c. Approximately 62% of frames are labeled as “go
straight”, 89.4% as “no turn action”, and 97.3% as “no lane action”. Notably, no frames are labeled
with “reverse” or “turn around”, and only a very small number of frames are labeled as “merge into
left lane” or “merge into right lane”. These statistics suggest that the nuScenes dataset has limited
diversity in driving actions.

An interesting observation is that the VLM occasionally outputs actions not included in our prede-
fined action list. For example, it generates actions such as “turn slightly left”, “turn slightly right”,
“shift slightly to the left”, and “shift slightly to the right”. In our work, we merge these outputs into
our predefined one-hot categories: “turn slightly left” is merged with “turn left”, “turn slightly right”
with “turn right”, “shift slightly to the left” with “change lane to the left”, and “shift slightly to the
right” with “change lane to the right”. This highlights the advantage of using structured annotations,
as they help mitigate hallucinations by constraining VLM outputs to predefined categories.

D.3 Annotation Quality

To validate the annotation quality from the VLM, we make a questionnaire with a random sample
of 50 cases for evaluation. For each case, participants are provided with the front-view image of the
ego vehicle, projected with its future trajectory, along with the corresponding VLM annotations of

Q1 and Q2.

Participants are then asked to score each response. For freeform reasoning annotations, we set a
scoring criterion on a 1 to 5 scale as follows:

* 5 Points: Highly Consistent.
o The text description perfectly matches the image.
o Key elements of the image (e.g., vehicle state, action, reasoning) are accurately described.
o The text is clear, concise, and complete, with no unnecessary details or contradictions.

* 4 Points: Mostly Consistent.
o The text description mostly aligns with the image, with minor inaccuracies or omissions.
o Key elements are described but may lack some secondary details.

o Alternatively, the text may contain minor redundancies or slightly unrelated details that don’t
impact the overall match.

* 3 Points: Partially Consistent.

o The text description partially matches the image but has notable inaccuracies or missing
details.
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o Important aspects of the image (e.g., vehicle speed, road conditions) may be under- or mis-
represented.

o There could be some conflicting or vague statements.
* 2 Points: Mostly Inconsistent.
o The text description is largely inconsistent with the image but contains a small amount of
relevant information.

o The description fails to capture critical details of the image or includes noticeable inaccura-
cies.

o Logical errors or contradictions in the text are present.
* | Point: Completely Inconsistent.

o The text description does not match the image at all.
o The text is entirely irrelevant or contradicts the image in significant ways.
o Misleading information that severely detracts from interpretability.

For structured action annotations, we ask the participants to score True or False for each action.

We evaluated the results from 5 participants, as summarized in Tab. 8. The scores validate the over-
all annotation quality. Specifically, the annotation A, which predicts future actions, received the
highest score, while the annotation A,., which describes reasoning, received the lowest. Addition-
ally, for action annotations, the accuracy for all three action types is 90% or higher, with the lane
action achieving the highest accuracy at 96%.

D.4 Succesful Annotation Examples

We present three examples to demonstrate the quality of VLM annotations, as shown in Fig. 6a,
Fig. 6b, and Fig. 6c¢.

In Fig. 6a, the VLM accurately identifies the red traffic light and suggests a stop action at the in-
tersection. It also predicts a reasonable future action and clearly explains the rationale behind its
decisions.

In Fig. 6b, a white van is observed ahead of the ego vehicle but in the opposite lane. The VLM
correctly assesses that the van will not affect the ego vehicle’s movement and outputs appropriate
driving actions.

In Fig. 6¢, the ego vehicle is stopped at an intersection on a rainy day. Despite low visibility, the
VLM successfully identifies the red traffic light and predicts the future movement based on the traffic
light’s status.

D.5 Imperfect Annotation Examples

We also present three annotation failure cases, illustrated in Fig. 7a, Fig. 7b, and Fig. 7c.

In Fig. 7a, the VLM accurately recognizes that the traffic light is green and predicts a future right-
turn action from its reasoning annotation. However, it incorrectly outputs a left-turn action from
the action annotation. Since we query ()1 and ()5 separately, the response to )1 does not influence
(2. One potential solution is to introduce additional prompts to establish a progressive questioning
process toward more accurate action annotations.

In Fig. 7b, the VLM outputs “stop” or “move slowly” as the ego vehicle’s current status. While these
outputs are plausible, they are inconsistent with the ground truth, as the projected future trajectory
indicates that the ego vehicle is currently turning right at the intersection. On the other hand, the
action annotation successfully predicts the correct future action.

In Fig. 7c, the VLM mistakenly identifies the red pedestrian light as a traffic light and provides
incorrect responses.
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Overall, despite making occasional mistakes, the VLM demonstrates the ability to generate mean-
ingful annotations that uncover the underlying rationale behind driving decisions, bringing benefits
to our proposed method as validated by our experiments. By querying two independent annotation
questions, our method is robust to VLM mistakes that often appear in only one of the two responses,
as seen in Fig. 7a and Fig. 7b. We defer to obtaining more accurate VLM responses as future work
to further advance the performance of E2E planning models.

E Qualitative Examples

We present a total of eight qualitative examples: Fig. 8, Fig. 9, Fig. 10, Fig. 11, Fig. 12, Fig. 13,
Fig. 14, and Fig. 15 to compare the planning results of our proposed method against UniAD.

In Fig. 8, Fig. 10, Fig. 11, Fig. 12 and Fig. 13, the planning trajectories generated by UniAD are
winding, lack smoothness, and fail to stay within the center of the lane. In contrast, our method
produces trajectories that are significantly smoother and stay within the lane boundaries.

Similarly, in Fig. 9, Fig. 10, Fig. 11, Fig. 14, and Fig. 15, the commands generated by UniAD are
incorrect, as the ego vehicle is moving forward. However, our action head successfully predicts the
correct actions in these scenarios.

These qualitative examples highlight the capability of VLM-AD to produce smoother and more
accurate planning trajectories in challenging driving scenarios, while also providing enhanced inter-
pretability.
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A.: The ego vehicle is currently stopped or moving very
slowly at the intersection.

Aj: The ego vehicle will remain stopped until the traffic light
turns green and the pedestrian has safely crossed the street.
A,: The red traffic light and the pedestrian crossing in front
of the vehicle indicate that it is necessary for the ego vehicle
to stop to ensure safety and compliance with traffic rules.
Acontrol: StOP

Agyrn: NONE

Ajape: nONE

A_: The ego vehicle is likely moving forward at a moderate
speed.

Ay: The ego vehicle will continue to move forward along the
road.

A, The road ahead is clear, and there are no visible obstacles
or traffic signals that would necessitate stopping. The white
van is not in the direct path of the ego vehicle, allowing it to
proceed safely.

Acontrol: g0 straight

Agyrn: nONE

Ajape: NONE

(b) A successful annotation example where the white
van is correctly identified as irrelevant to the ego ve-
hicle’s driving.

(a) A successful annotation example where the red
traffic light is correctly identified, and the annotations
are complete and informative.

A.: The ego vehicle is currently stopped or moving very
slowly.

Aj: The ego vehicle will likely remain stopped until the
traffic light turns green, at which point it may proceed
cautiously.

A,: The red traffic light indicates that the vehicle should stop
to comply with traffic regulations. The wet road conditions
also suggest that the vehicle should proceed with caution
once the light changes.

Acontrol: stop

Agyrn: nNONE

Ajane: none

(c) A successful annotation example where the rainy
condition and red traffic light are correctly identified,
resulting in high-quality annotations.

Figure 6: Qualitative examples of successful VLM-based annotations.
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A :The ego vehicle is currently stopped or moving very
slowly at an intersection.

Ay: The ego vehicle is likely to proceed forward and make a
slight right turn.

A, The traffic light is green, indicating it is safe to proceed.
The road ahead is clear, with no visible obstacles or traffic,
allowing the vehicle to move forward and follow the road's
curve to the right.

Acontrol® 80 Straight

Apyrn: turn left

Ajape: nONe

A.: The ego vehicle is currently stopped or moving very
slowly at the intersection.

Ag: The ego vehicle is likely to proceed through the
intersection, making a right turn.

A,: The vehicle is positioned at a stop line, indicating it is
waiting for a safe opportunity to proceed. The intersection
appears clear, and the vehicle is aligned to make a right turn,
which is a common maneuver at intersections when clear.
Acontrol: move slowly

Agyrn: turn right

Ajape: none

(b) An imperfect annotation example where an overly
cautious annotation is generated, despite the ego ve-
hicle continuing without stopping or slowing down.

(a) An imperfect annotation example where reason-
ing annotations are accurate but the turn action is in-
correctly annotated as “turn left”.

A.: The ego vehicle is likely stopped or moving very slowly
at the intersection.

Ay: The ego vehicle will remain stopped or proceed very
slowly until the traffic light changes to green.

A,: The red traffic light indicates that the ego vehicle must
stop to allow cross traffic to pass safely. The presence of the
van crossing the intersection further supports the need for the
ego vehicle to wait until it is safe to proceed.

Acontrol: Stop

Agyrn: nONE

Ajane: nNONE

(¢) An imperfect annotation example where the
pedestrian traffic light is mistakenly considered, lead-
ing to an incorrect stop annotation.

Figure 7: Qualitative examples of imperfect VLM-based annotations.
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KEEP FORWARD

(a) UniAD.

CONTROL: GO STRAIGHT
TURN: NONE
LANE: NONE

(b) VLM-AD (Ours).

Figure 8: Our method generates a smooth trajectory for an evening driving scenario, in contrast to
the baseline method that predicts a winding trajectory.

; Incorrect!

Correct!

(b) VLM-AD (Ours).

Figure 9: Our method accurately predicts the correct actions when driving on a curved road, while
the command generated by UniAD is incorrect.
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() VLM-AD (Ours).

Figure 10: Our method predicts accurate actions and a smooth trajectory in an urban driving sce-
nario, in contrast to the baseline method that predicts a winding trajectory based on an incorrect
command.

TURN LEFT

Incorrect! ey
[——

CONTROL: GO STRAIGHT,
TURN: NONE
LANE: NONE o

(b) VLM-AD (Ours).

Figure 11: Our method predicts accurate actions and a smooth trajectory in rainy conditions, in
contrast to the baseline method that predicts a winding trajectory based on an incorrect command.
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CONTROL: GO STRAliHT

TURN: NONE ]

LANE: NONE ~ —
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(b) VLM-AD (Ours) )

Figure 12: Our method predicts an accurate trajectory that stays within the lane boundaries, in
contrast to the baseline method that predicts a zigzagging trajectory.
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KEEP FORWARD ~ —
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CONTROL: GO STRAIGHT

TURN: NONE

LANE: NONE . —
—

oy (2} e e -
(b) VLM-AD (Ours).

Figure 13: Our method predicts a smooth trajectory that stays within the lane boundaries, in contrast
to the baseline method that predicts a swerving trajectory.
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Incorrect! ' . —

TURN RIGHT]|

(b) VLM-AD (Ours).

Figure 14: The baseline model predicts an accurate trajectory but is based on an incorrect command,
while our method predicts both accurate actions and a precise future trajectory.

CONTROL: GO STRAIGHT|
| TURN: NONE
8| LANE: NONE
(b) VLM-AD (Ours).

Figure 15: The baseline model predicts an accurate trajectory but is based on an incorrect command,
while our method predicts both accurate actions and a precise future trajectory.
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