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Abstract

Theory of Mind (ToM), the ability to under-001
stand people’s minds, is an essential ingredient002
for developing machines with human-level so-003
cial intelligence. Recent machine learning mod-004
els, particularly large language models, seem005
to show some aspects of ToM understanding.006
However, existing ToM benchmarks use uni-007
modal datasets – either video or text. Hu-008
man ToM, on the other hand, is more than009
video or text understanding. People can flexi-010
bly reason about another person’s mind based011
on conceptual representations (e.g., goals, be-012
liefs, plans) extracted from any available data.013
To address this, we introduce a multimodal014
Theory of Mind question answering (MMToM-015
QA) benchmark. MMToM-QA comprehen-016
sively evaluates machine ToM both on multi-017
modal data and on different kinds of unimodal018
data about a person’s activity in a household019
environment. To engineer multimodal ToM020
capacity, we propose a novel method, BIP-021
ALM (Bayesian Inverse Planning Accelerated022
by Language Models). BIP-ALM extracts uni-023
fied representations from multimodal data and024
utilizes language models for scalable Bayesian025
inverse planning. We conducted a systematic026
comparison of human performance, BIP-ALM,027
and state-of-the-art models, including GPT-4.028
The experiments demonstrate that large lan-029
guage models and large multimodal models030
still lack robust ToM capacity. BIP-ALM, on031
the other hand, shows promising results, by032
leveraging the power of both model-based men-033
tal inference and language models.034

1 Introduction035

Theory of Mind (ToM) is the cognitive ability to036

ascribe hidden mental states (e.g. goals, beliefs,037

and desires) to other individuals based on their038

observed behavior. A hallmark of human social in-039

telligence, ToM serves as the foundation for a wide040

range of social interactions and a pillar of com-041

monsense reasoning (Lake et al., 2017). Systems042

designed to safely and productively interact with 043

humans in an open-ended manner, such as assistive 044

robots (e.g., Dautenhahn, 2007; Hadfield-Menell 045

et al., 2016; Patel and Chernova, 2022; Puig et al., 046

2023), AI teachers (e.g., Wang et al., 2021), and 047

autonomous vehicles (e.g., Chandra et al., 2020), 048

would greatly benefit from incorporating ToM rea- 049

soning capabilities. The recent advancements in 050

machine learning, especially in the realm of Large 051

Language Models (LLMs), have spurred increased 052

interest in assessing these models’ aptitude for ToM 053

reasoning (e.g., Rabinowitz et al., 2018; Kosinski, 054

2023; Sap et al., 2019, 2022; Ullman, 2023; Shapira 055

et al., 2023; Shu et al., 2021; Moghaddam and 056

Honey, 2023; Nematzadeh et al., 2018; Gandhi 057

et al., 2021, 2023; Kim et al., 2023). Many of these 058

assessments use either text-based or video-based 059

benchmarks inspired by classic ToM experiments 060

in the cognitive science literature (Wimmer and 061

Perner, 1983). 062

While the recent ToM benchmarks provide well- 063

designed, cognitively informed tools, they share 064

several notable limitations. One such limitation is 065

the dependence on massive training data, which 066

raises the concern that these models work by find- 067

ing data patterns in a way that deviates from human- 068

like ToM reasoning (e.g., Ullman, 2023; Sap et al., 069

2022; Shapira et al., 2023). This paper focuses on a 070

different but related limitation: These benchmarks 071

rely on unimodal data, either in the form of videos 072

(e.g., Gandhi et al., 2021), or textual descriptions 073

of actions and environments (e.g., Kosinski, 2023; 074

Sap et al., 2022; Gandhi et al., 2023). But ToM 075

reasoning goes beyond merely text comprehension 076

or video understanding. It is about forming a causal 077

model of another person’s mind, which connects 078

mental variables to possible actions (Baker et al., 079

2009; Saxe, 2012; Jara-Ettinger et al., 2016; Jara- 080

Ettinger, 2019). Such a model can infer mental 081

states from either words or vision separately, or 082

fuse the separate information to form a single co- 083
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What’s inside the apartment: … The kitchen is equipped with a microwave, eight cabinets, … Inside the microwave, there is a 
cupcake. There is a wine glass and an apple on one of the kitchen tables. There are water glasses, a bottle wine, a condiment bottle, 
and a bag of chips in inside the cabinets. …
Actions taken by Emily: Emily is initially in the bathroom. She then walks to the kitchen, goes to the sixth cabinet, opens it, 
subsequently closes it, and then goes towards the fourth cabinet.

VIDEO INPUT

Which one of the following statements is more likely to be true?

(a) Emily has been trying to get a cupcake.               (b) Emily has been trying to get a wine glass.

Wine glass
Microwave6th cabinet

… …

TEXT INPUT

QUESTION

Figure 1: Sketch of the MMToM-QA benchmark. Each question is associated with a video stream (representative
frames highlighting key moments are shown above for illustration) and text input (illustrative text above is shortened
for brevity). In the example video, Emily can see the wine glass on one of the kitchen tables (1st frame) and passes
by it without picking it up (2nd frame). At the end of the clip (3rd frame), it appears that she could be walking
towards the cabinets on the left side of the room; or she might want to check if a goal object is inside the microwave.
The text indicates that there are no cupcakes in the cabinets, but there is a cupcake inside the microwave. To
confidently choose the correct answer, a model must fuse relevant information from both the video and the text.

herent mental scene. By examining multimodal084

ToM reasoning, we can both gain insight into the085

computational models that underlie human ToM086

and offer a stronger test for current ML models,087

particularly LLMs.088

To systematically evaluate the ability of ML089

models to infer mental states from multimodal data,090

we developed a novel Multimodal Theory of Mind091

Question Answering benchmark (MMToM-QA).092

As shown in Figure 1, the benchmark includes as093

input both videos and text describing the activity of094

a person in a household environment. The bench-095

mark also includes questions associated with dif-096

ferent points in each of the videos. The questions097

refer to the mental states (goals and beliefs) of the098

person described by the video or text. Each ques-099

tion has two possible options, neither surely true100

nor surely false, but with one option significantly101

more likely to be true given the observations. Some102

questions can be adequately answered based on a103

single modality, but some questions require fusing104

information from both modalities (e.g. understand-105

ing the woman’s goal in Figure 1). We validated106

our benchmark through human experiments, show-107

ing that people are adept at answering the questions108

in the benchmark and providing a human baseline.109

We propose a novel multimodal ToM model,110

Bayesian Inverse Planning Accelerated by Lan-111

guage Models (BIP-ALM). As illustrated in Fig-112

ure 3, BIP-ALM first extracts symbolic represen-113

tations about the physical scene and the actions of114

the person from both video and text inputs. Us-115

ing these symbolic representations, BIP-ALM then 116

extends Bayesian inverse planning (BIP) (Baker 117

et al., 2017), a cognitively grounded ToM method 118

originally designed for visual data, to reason about 119

the multimodal data. To accelerate the inference in 120

real-world scenarios such as household activities in 121

our benchmark, BIP-ALM uses a language model 122

(LM) finetuned on human activity data to evaluate 123

the likelihood of hypotheses about the person’s be- 124

lief and goal. By doing so, it takes advantage of the 125

robustness of Bayesian inverse planning, as well as 126

the scalability and open-endedness of LMs. 127

We compared the performance of BIP-ALM and 128

several state-of-the-art models for text QA or mul- 129

timodal QA, including GPT-4(V). We found that 130

existing models, however impressive in other QA 131

benchmarks, make large and systematic errors in 132

our benchmark, and fail to match human perfor- 133

mance. In contrast, BIP-ALM significantly outper- 134

forms these models. 135

In sum, our main contributions include (1) the 136

first benchmark for multimodal ToM, (2) a novel 137

ToM reasoning method, BIP-ALM, that combines 138

Bayesian inverse planning and LMs to conduct 139

robust yet efficient ToM inference based on mul- 140

timodal data, and (3) a systematic comparison of 141

different ML models and human ToM. 142

2 Related Work 143

ToM Benchmarks. Existing ToM benchmarks are 144

based on either videos or text. Visual-based bench- 145
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marks (e.g., Gandhi et al., 2021; Shu et al., 2021;146

Netanyahu et al., 2021) typically use animations of147

goal-directed agents to evaluate different concepts148

in ToM. Text-based QA benchmarks (e.g., Le et al.,149

2019; Shapira et al., 2023; Hewitt and Cohen, 2021;150

Gandhi et al., 2023; Kim et al., 2023) adapt or ex-151

tend a classic false belief test, the Sally-Anne test152

(Wimmer and Perner, 1983). Questions in these153

benchmarks ask a model to select the true hypothe-154

sis about a person’s knowledge and belief based on155

a given premise. Triangle COPA (Gordon, 2016)156

asks questions about the mental states of agents157

based on text descriptions of abstract shapes acting158

like social agents. Moreover, there are QA bench-159

marks (e.g., Zadeh et al., 2019; Sap et al., 2019)160

that do not specifically test ToM, but evaluate social161

intelligence in general. Lastly, there have also been162

multi-agent challenges (e.g., Sclar et al., 2022; Puig163

et al., 2020, 2023) evaluating ToM as part of the164

tasks. Unlike existing benchmarks, our MMToM-165

QA evaluates machine ToM on multimodal data166

to test both goal and belief inference. We also go167

beyond simple visual and textual stimuli and evalu-168

ate ToM using long everyday activities in complex169

environments. Critically, ToM QAs ask questions170

about people’s mental states. This is fundamen-171

tally different from VQAs (e.g., Antol et al., 2015;172

Zellers et al., 2019) which do not require mental173

state inference. Table 3 in Appendix B provides a174

detailed comparison.175

Multimodal QA. There have been several mul-176

timodal QA benchmarks developed in recent years177

(e.g., Talmor et al., 2021; Singh et al., 2021;178

Sanders et al., 2023; Fu et al., 2023; Li et al., 2023).179

These benchmarks focus on the ability of models to180

detect and retrieve relevant information from mul-181

timodal inputs (e.g., images, videos, text, tables)182

to answer factual questions. However, there have183

not been multimodal QA benchmarks for ToM, an184

ability fundamentally different from the kind of185

multimodal information retrieval tested in the ex-186

isting benchmarks.187

Machine ToM. There have been two main ap-188

proaches to engineering machine ToM: end-to-end189

methods such as Theory of Mind neural networks190

(e.g., Rabinowitz et al., 2018), and model-based191

methods such as Bayesian inverse planning (e.g.,192

Baker et al., 2017; Shu et al., 2021). Both types of193

approaches focus mostly on unimodal data and sim-194

ple domains. Recent studies have suggested that195

machine ToM may also emerge in LLMs such as196

GPT-4 (Kosinski, 2023; Bubeck et al., 2023). How-197

ever, more systematic evaluations have shown that 198

apparent ToM capacities in LLMs are not yet as 199

robust as humans (Sap et al., 2022; Shapira et al., 200

2023; Sclar et al., 2023), and often fail to pass 201

trivial variants of common tests (Ullman, 2023). 202

Our BIP-ALM model builds on the strengths of 203

these different methods, combining Bayesian in- 204

verse planning and LMs. 205

3 MMToM-QA Benchmark 206

3.1 Overview 207

Our benchmark consists of 134 videos of a per- 208

son looking for daily objects in household envi- 209

ronments, in line with cognitive studies examining 210

mental attributions to agents navigating an environ- 211

ment (e.g. Baker et al., 2017). On average, each 212

video has 1,462 frames, depicting 36 human ac- 213

tions. Based on these videos, we constructed 600 214

questions about a person’s goals and beliefs. Each 215

question is paired with a clip of the full activity 216

in a video (as RGB-D frames), as well as a text 217

description of the scene and the actions taken by 218

the person in that clip. All questions have two 219

choices. The questions are categorized into seven 220

types (see Figure 2), evaluating belief inference 221

and goal inference in rich and diverse situations. 222

Each belief inference type has 100 questions, total- 223

ing 300 belief questions; each goal inference type 224

has 75 questions, totaling 300 goal questions. We 225

provide another set of synthetic human behavior 226

data in household environments for model training. 227

This training set includes 1000 procedurally syn- 228

thesized videos with ground-truth annotations of 229

the scene, objects, goals, and beliefs. 230

3.2 Question Types 231

Questions fall into two categories – belief infer- 232

ence and goal inference. There are several types 233

within each category (Figure 2), evaluating differ- 234

ent aspects of multimodal ToM reasoning. Unlike 235

existing ToM evaluation that isolates goal and be- 236

lief inference, questions in our benchmark require 237

a joint inference of goal and belief, asking about 238

one conditioned on another. 239

Type 1.1: True belief, short-term. In the scenar- 240

ios this type refers to, a person is about to open a 241

container. The question focuses on an object the 242

person has not seen so far and treats it as a hypothet- 243

ical goal object. The question is then whether the 244

person believes the object is in the container. This 245

type examines true belief ; that is, the inference that 246
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Scene: … Inside the bridge, you’ll find a bottle 
of wine…
Actions: … Finally, she moves towards the 
fridge, preparing to open it.

Question: If Elizabeth has been trying to get a 
bottle of wine, which one of the following 
statements is more likely to be true?
(a)Elizabeth thinks that there is a bottle of 

wine inside the fridge.
(b)Elizabeth thinks that there isn’t any bottle of 

wine inside the fridge.

Type 1.1: True belief, short-term Type 1.2: False belief, short-term

Scene: … The living room features a cabinet… The cabinet is 
filled with a bag of chips, a remote controller, a bottle of wine, 
and a water glass. 
Actions: Jennifer is situated in the living room. She heads 
towards the cabinet and is about to open it.

Question: If Jennifer has been trying to get a cupcake, which 
one of the following statements is more likely to be true?
(a)Jennifer thinks that there isn’t a cupcake inside the cabinet.
(b)Jennifer thinks that there is a cupcake inside the 

cabinet.

Type 1.3: Belief tracking, long-term

Scene: … The kitchen is equipped with a fridge, sofa, dishwasher, eight 
cabinets, a stove, a microwave, and a kitchen table…
Actions: … He walks to the seventh kitchen cabinet, opens and closes 
it. He repeats the same action with the sixth kitchen cabinet. 
Subsequently, he moves towards the dishwasher.

Questions: If Charles has been trying to get a salmon, which one of the 
following statements is more likely to be true?
(a)Charles thinks that there is a salmon inside the fridge.
(b)Charles thinks that there isn’t any salmon inside the fridge.B
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Type 2.2: Goal given false belief Type 2.3: Goal given updated belief

Scene: … There is a water glass inside the 
seventh cabinet… The fridge stores two 
cupcakes…
Actions: Mark… advances towards the 
seventh kitchen cabinet.

Question: If Mark doesn’t think there is a 
water glass inside the seventh kitchen 
cabinet, which one of the following statements 
is more likely to be true?
(a)Mark has been trying to get a water glass.
(b)Mark has been trying to get a cupcake.

Scene: … The first cabinet, from left to right, 
contains a bag of chips. 
Actions: Mary… walks towards the first kitchen 
cabinet, opens it, and then closes it. 

Question: Which one of the following 
statements is more likely to be true?
(a)Mary has been trying to get a bag of chips.
(b)Mark has been trying to get a condiment 

bottle.

Type 2.4: Goal given future actions

Scene: … The dishwasher holds a dish bowl… 
The first cabinet from the left holds a bag of chips 
and a wine glass… The fifth cabinet has an 
apple…
Actions: Williams… advances towards the first 
kitchen cabinet, opens it, and then shuts it. He 
then moves towards the fifth kitchen cabinet.

Question: Which one of the following statements 
is more likely to be true?
(a)William has been trying to get a wine glass.
(b)William has been trying to get a dish bowl.

Type 2.1: Goal given true belief

Scene: … The living room is furnished with a 
cabinet, … The cabinet is filled with two 
apples, …, and a bottle of wine. … Inside the 
fridge, there are two apples.
Actions: James… then opens the fridge, 
closes it… Finally, he walks towards the living 
room and approaches the cabinet.

Question: Which one of the following 
statements is more likely to be true?
(a)James has been trying to get a bottle of 

wine.
(b)James has been trying to get an apple.

Figure 2: Question types in MMToM-QA, with examples. Questions fall into two broad categories, Belief and
Goal, with several different question types in each category that span a range of mental reasoning. Each example
shows only a few frames and snippets. The options in the green, italic font are correct answers. Note that we
simplify the text in the examples for brevity. We provide the full text and the video links in Appendix F.

the person believes the goal is in the container is247

more consistent with the current action, and it is248

also the same as the actual world state.249

Type 1.2: False belief, short-term. This type250

is similar to Type 1.1, but differs in a significant251

way: the hypothetical goal object is not inside the252

container that the person is about to open, so the253

person has a false belief. In this case, the correct254

answer should still be that it is more likely that the255

person thinks there is such a goal object inside the256

container, given the current action, even though257

they would not find what they want there in reality.258

Type 1.3: Belief tracking, long-term. In the sce-259

narios this type refers to, the person passes by a260

container but does not check it. After a while, they261

have still not found a goal object, but are also not262

going back to check the container they passed by.263

This suggests that they do not think the goal object264

is inside that container. This question tests whether265

a model can use the long-term observation of past266

actions to make judgments consistent with history,267

not just the most recent action.268

Type 2.1: Goal inference given true belief. This269

question targets a person’s unknown goal. In the270

scenarios that this type refers to, the person walks271

towards a container, where there is a hypothetical272

goal object that the person has not observed so far.273

The person, on the other hand, has observed the274

other hypothetical goal object but has not picked275

it up in the past. The correct inference is that it is276

more likely that the person wants the goal object277

that they have not seen so far and thinks it is inside 278

the container (true belief). This type tests whether 279

a model can infer the goal given a true belief. 280

Type 2.2: Goal inference given false belief. This 281

type is similar to type 2.1, but the person has a hy- 282

pothetical false belief. In these scenarios, a specific 283

object is inside a container that the person is walk- 284

ing towards. However, the question states that this 285

person thinks that there is no such object inside the 286

container (false belief). So, the most likely expla- 287

nation is that the person’s goal is a different object, 288

which they think might be inside the container. 289

Type 2.3: Goal inference given updated belief. 290

Unlike Type 2.1 and 2.2, in a Type 2.3 question, the 291

video does not end with the person walking towards 292

a container. Instead, the person opens the container 293

and then closes it without taking an object from it. 294

The correct inference is that the person’s goal is an 295

item not yet seen rather than anything inside the 296

container. To correctly answer this type of question, 297

a model has to infer how a person may update 298

their belief and change their plan (e.g., closing 299

the container without picking anything from it) to 300

pursue the goal accordingly. 301

Type 2.4: Goal inference given future actions. 302

Questions in Type 2.1, 2.2, and 2.3 ask about goals 303

that are consistent with the belief and the latest 304

action. In contrast, in Type 2.4, a model needs to 305

consider possible future actions as well. Specif- 306

ically, one of the hypothetical goal objects is an 307

unobserved object at a location that is still far away 308
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from the person and is not directly related to the309

latest action (which is walking to a nearby con-310

tainer). But, in these scenarios, the person is on311

a path to potentially reach the location of that ob-312

ject. For instance, in the Type 2.4 example illus-313

trated in Figure 2, a person is walking towards the314

right side of the room, and so they might want to315

search through all possible locations on the right316

side, including the dishwasher. This gives rise to317

the correct answer, dish bowl, which is located in-318

side the dishwasher. As such, Type 2.4 requires a319

model to reason about the spatial relationships (the320

locations of objects and the person as well as the321

person’s heading direction) in a visual scene and322

predict possible future actions for a goal.323

3.3 Procedural Generation324

We designed a procedural generation method for325

creating the benchmark. First, we procedurally326

synthesized a large set of videos in a realis-327

tic household embodied simulator, VirtualHome-328

Social (Puig et al., 2020). As Puig et al. (2020)329

have demonstrated, such procedural video genera-330

tion can create synthetic human activities that are331

human-like and well-annotated (including ground-332

truth states, goals, and beliefs). It also alleviates the333

concerns of cost and privacy that come with real-334

world human activity video collection. At each335

step in a video, we sampled a question type and336

two opposing hypotheses based on the definition of337

the type. Finally, we generated the text description338

and the question based on the ground-truth state,339

actions, and the sampled hypotheses using GPT-340

4 to create the text input for the question. Using341

the same procedural generation, we synthesize the342

videos in the training set. We provide more details343

in Appendix C.7.344

3.4 Evaluation Protocol345

We can evaluate a model in three conditions: (1)346

Multimodal QA in which both the video and text347

inputs are present, (2) Text QA with only the text348

input, and (3) Video QA with only the video in-349

put. We evaluated all models in a zero-shot manner,350

which is the standard setting in recent literature on351

ToM QA evaluation (Shapira et al., 2023). Cru-352

cially, we do not provide any example QAs during353

training. We expect a model to learn how a person354

updates their mental state and acts accordingly in355

a physical environment from the human behavior356

data in the training set, and generalize the learned357

knowledge to answer the questions at test time.358

4 The BIP-ALM Model 359

To infer the mental state of a person based on video 360

and text inputs, we propose a novel machine Theory 361

of Mind method, Bayesian Inverse Planning Ac- 362

celerated by Language Models (BIP-ALM), which 363

builds on Bayesian inverse planning (BIP) (Baker 364

et al., 2017). Prior works have shown that BIP can 365

reverse engineer human ToM reasoning in simple 366

domains. BIP-ALM extends BIP by (1) building 367

unified representations about a scene, a person’s 368

actions, and the mental state hypotheses from multi- 369

modal inputs, and (2) finetuning a language model 370

to efficiently conduct inverse symbolic planning, 371

based on unified symbolic representations. 372

Figure 3 provides an overview of the method. 373

We first extract symbolic representations of the 374

states and actions from both the video and the text. 375

We then align and fuse representations extracted 376

from different modalities, to form a unified repre- 377

sentation of the event and the physical scene. This 378

unified representation allows us to use a principled 379

method to infer a person’s mental state based on 380

inputs from any given modality. We then use an 381

inverse symbolic planner to compare the two hy- 382

potheses extracted from the question and produce 383

the answer. We introduce each module below and 384

provide more details in Appendix D. 385

4.1 Unified Symbolic Representations 386

Visual Perception. Our visual perception module 387

processes visual data and transforms it into sym- 388

bolic representations. For each frame, we adopt 389

the method in Blukis et al. (2022) to create a voxel 390

map and construct a scene graph. 391

Text Parsing. We use GPT-4 to parse text, to 392

extract symbolic representations of the initial state 393

as well as subsequent actions. GPT-4 first parses 394

the text into three components – the description of 395

the environment state, the human actions, and the 396

question. Each component is further translated into 397

symbolic representation by GPT-4. For state, we 398

generate predicates such as In(apple, fridge). 399

For action, we generate action commands such as 400

walk towards kitchen. Finally, we translate 401

the question into two hypotheses about the goal 402

and the belief. For each hypothesis, the goal is 403

represented by the goal object (e.g., apple), and the 404

belief is represented by a predicate (e.g., In(apple, 405

fridge)), or its negation (¬In(apple, fridge)), 406

indicating the hypothetical location of the object. 407

Fusion. The fusion module aligns and integrates 408
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a0:t

Figure 3: Overview of our model, BIP-ALM. For visual, linguistic, and fused information, we show examples of
the symbolic representations of states (s1:t), actions (a1:t), and the two hypotheses about the person’s goal (g1 and
g2) and belief (bt1 and bt2) for a question asked at time step t.

information from different input streams. Specifi-409

cally, we transform the scene graphs from the video410

input to a set of predicates (similar to those ex-411

tracted from the text), which describe the spatial412

relationships between entities and the status of ob-413

jects. We first form the symbolic representation414

of the initial state by combining predicates from415

the video and the text. We then align the actions416

parsed from the text with the actions detected from417

the video, and truncate the video frames into sev-418

eral intervals, each corresponding to an action. We419

term each interval, a time step t. Starting from the420

initial state, we update the state predicates from421

the previous step with the new predicates obtained422

from the video frame corresponding to the current423

step. By doing so, we can construct a symbolic424

state sequence and a symbolic action sequence, as425

illustrated in Figure 3. In addition, we form two426

hypotheses based on the hypothetical goals and427

beliefs parsed from the question.428

4.2 Inverse Symbolic Planner429

We formulate an agent’s behavior as a for-430

ward generative model using a Partially Ob-431

servable Markov Decision Process (POMDP)432

(Kaelbling et al., 1998), defined by the tuple433

⟨S,A, T , G,R,Ω, O, γ⟩. st ∈ S and at ∈ A434

are the state and the action at time t. T (st|s, a)435

are the state transition probabilities. g ∈ G is436

a goal, which defines the reward of the agent437

rt = R(st, at, g). ot ∈ Ω is the agent’s observa-438

tion at t derived following the observation function,439

ot = O(st). Finally, γ ∈ (0, 1] is a discount factor.440

The belief of an agent is modeled as a probability441

distribution over the state b(s). In this work, we fac-442

torize the belief of the full state into beliefs about443

the possible locations of individual objects. Con-444

ditioned on both the goal and the belief, a rational445

agent will take actions based on the optimal policy 446

π(at|g, bt) to maximize its return
∑∞

t=0 γ
trt. 447

Given this forward generative model, we can 448

conduct inverse inference about the agent’s goal 449

and belief. By assuming a deterministic state tran- 450

sition, we can jointly infer the goal and belief of an 451

agent given observed states and actions as follows: 452

P (g, bt|s1:t, a1:t−1) ∝
t∏

τ=1

π(aτ |g, bτ )P (bτ |bτ−1, sτ ) 453

· P (b0)P (g) (1) 454

Given two hypotheses about goal and belief, 455

H1 = ⟨g1, bt1⟩ and H2 = ⟨g2, bt2⟩, we can evaluate 456

which one is more likely to be true as 457

P (g1, b
t
1|s1:t, a1:t)

P (g2, bt2|s1:t, a1:t)
=

π(at|g1, bt1)P (bt1|b̂t−1, st)

π(at|g2, bt2)P (bt2|b̂t−1, st)
458

·
∏t−1

τ=1 π(a
τ |g1, b̂τ )∏t−1

τ=1 π(a
τ |g2, b̂τ )

, (2) 459

where b̂τ is the estimated belief at a past step τ < t. 460

Since the hypothetical belief in the question is 461

about the belief at the current step, we estimate the 462

belief in the past steps to form a full belief hypothe- 463

sis. In this work, we assume a uniform distribution 464

for the initial belief. We represent the agent’s ob- 465

servation as the subset of the state predicates that 466

the agent can observe, and update the agent’s be- 467

lief accordingly. This gives us an estimated agent 468

belief b̂τ = b̂τ (sτ ) at each past step. 469

Based on Eqn. (2), we need to evaluate (1) 470

the likelihood of the last action at given the hy- 471

pothetical belief and goal (π(at|g, bt)), (2) the 472

probability of a hypothetical belief at the last 473

step (P (bt|b̂t−1, st)), and (3) the likelihood of 474

all past actions given the hypothetical goal and 475
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Figure 4: Overall human and model performance in the three conditions. The dashed line shows the chance level.

the estimated belief prior to the current step476

(
∏t−1

τ=0 π(a
τ |g, b̂τ )). The computational bottleneck477

here is the policy. Conventional methods rely on478

planning or reinforcement learning to acquire such479

a policy. Inspired by the recent use of LLMs for480

decision-making (Huang et al., 2022; Li et al.,481

2022), we adopt a language model to amortize the482

policy. In particular, we symbolically represent the483

belief at each step as a list of possible locations484

of the corresponding goal object. We then prompt485

a language model with the symbolic representa-486

tions of the state st, goal g, and estimated belief487

b̂t, and generate the likelihood of the observed ac-488

tion at based on the output logits. Figure 5 in Ap-489

pendix C.2 illustrates how the likelihood estimation490

works in a qualitative example. We can finetune the491

language model on the ground-truth state, belief,492

goal, and action sequences in the training dataset.493

5 Experiments494

5.1 Baselines495

Human baseline. We conducted a human exper-496

iment to validate our questions, and to evaluate497

human performance. Participants (N=180) were498

recruited online via Prolific. We randomly sampled499

120 questions (20% of all questions) from all types.500

Large language models (LLMs). We evaluate501

LLMs on the text-only version of MMToM-QA, in-502

cluding GPT-4 (OpenAI, 2023), GPT-3.5, GPT-J503

(6B) (Wang and Komatsuzaki, 2021), and LLaMA504

2 (7B) (Touvron et al., 2023). We also evaluate Sim-505

ToM (Wilf et al., 2023) and SymbolicToM (Sclar506

et al., 2023), two recent approaches that improve507

ToM in LLMs through better prompting. We apply508

them to GPT-4 and create two baselines: SimToM509

w/ GPT-4 and SymbolicToM w/ GPT-4. For all510

LLMs, we prompt them with the text input.511

Large multimodal models (LMMs). We evalu-512

ate GPT-4V (OpenAI, 2023), InstructBLIP (Dai513

et al., 2023),Video-LLaMA 2 (Zhang et al., 2023),514

and LLaVA (Liu et al., 2023) in both multimodal515

and video-only conditions. For all LMMs, we uni-516

formly sample a few frames from each video fol- 517

lowing prior works (Dai et al., 2023). We use the 518

largest versions for all LMMs. 519

We finetuned GPT-J (6B) and LLaMA 2 (7B) 520

and created two BIP-ALM models: BIP-ALM w/ 521

GPT-J and BIP-ALM w/ LLaMA 2. 522

5.2 Results 523

We summarize the main results in Figure 4. On the 524

multimodal version, humans achieve 93% accuracy 525

averaging across question types. For each tested 526

question, the majority of the participants chose 527

the correct answer, validating our question designs. 528

When only given unimodal data, human perfor- 529

mance overall drops in accuracy, with video-only 530

questions being harder to answer than text-only. 531

The baselines show performance that is close to 532

random guessing across all types in all conditions, 533

except GPT-4(V) and SymbolicToM w/ GPT-4 in 534

multimodal and text-only conditions, as shown in 535

Table 1. GPT-4(V) reaches human-level accuracy 536

on Type 1.1 and shows competitive performance 537

on Type 1.3. However, it also makes systematic 538

mistakes in harder questions that involve false be- 539

liefs (Type 1.2). This suggests that GPT-4(V) can 540

understand the true world state from the text but 541

confuses belief with the true world state. GPT-4(V) 542

also struggles with goal inference. Its accuracy on 543

Type 2.3 is particularly low. We hypothesize that 544

this is because it mistakenly thinks that the goal 545

has to be one of the objects inside the container 546

the person opens and fails to recognize that the 547

person updates the belief after checking inside the 548

container. SymbolicToM can improve GPT-4’s per- 549

formance on a few types by removing irrelevant 550

text, but it still struggles with harder types. 551

Our BIP-ALM models outperform all baselines 552

by a large margin. Even without finetuning, as the 553

ablated study in Appendix C.1 shows, our model 554

with small pretrained LMs can already achieve bet- 555

ter results than using much larger pretrained LLMs 556

(e.g., GPT-4) alone. BIP-ALM also can flexibly 557

conduct ToM reasoning with any unimodal or mul- 558
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Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
M

Human 95.8 96.7 100 97.5 90.0 91.7 83.3 88.9 88.5 93.0
GPT-4V 94.0 13.0 59.0 55.3 56.0 26.7 4.0 52.0 34.7 44.0
BIP-ALM w/ LLaMA 2 88.0 68.0 85.0 80.3 62.7 77.3 72.0 80.0 73.3 76.7

Te
xt

on
ly Human 96.0 95.8 81.3 91.0 85.8 76.7 65.0 68.3 74.0 82.5

GPT-4 97.0 12.0 77.0 62.0 48.0 42.7 2.7 42.7 34.0 48.0
SymbolicToM w/ GPT-4 100 61.0 74.0 78.3 73.3 66.7 0.0 50.7 47.7 63.0
BIP-ALM w/ LLaMA 2 89.0 68.0 90.0 82.3 54.7 66.7 50.7 62.7 58.7 70.5

Table 1: Human and model performance in each type. Only GPT-4(V) and SymbolicToM baselines perform well in
at least one type in multimodal (MM) and text-only conditions. Full results are reported in Table 2 in Appendix C.1.
We also provide more quantitative and qualitative results in Appendix C.

timodal data thanks to the unified representations.559

As reported in Appendix C.1, we examined the560

effect of few-shot or chain-of-thought prompting561

(Table 5) and model sizes (Table 6). We did not562

find any setting that can consistently improve a563

baseline’s performance in all types. We also fine-564

tuned Video-LLaMA 2 (13B) on our training set565

for video instruction tasks following Zhang et al.566

(2023). As Table 7 shows, the finetuned model per-567

forms moderately better in a few simpler question568

types (e.g., Type 1.1), but its overall performance569

is still not better than chance, unlike our method.570

Generalization evaluation. We created an addi-571

tional test set, the human test set, for generalization572

evaluation. It has 40 videos and 120 questions. To573

generate the videos in this set, we used 2 new apart-574

ments unseen in the training set and the main test575

set. We recruited 3 participants who had no prior576

exposure to the system to control the avatar to reach577

assigned goals via the human interface so that we578

could collect real human belief updates and human579

actions. We then used the same method to generate580

the questions. We report the model performance on581

this human test set in Table 8 (Appendix C.1). It582

shows that our method can generalize to both real583

human behavior and unseen physical environments.584

6 Discussion & Conclusion585

We presented MMToM-QA, the first multimodal586

benchmark for machine ToM. We conducted a sys-587

tematic evaluation of human performance, state-588

of-the-art methods, and our BIP-ALM model. We589

summarize the key findings as follows.590

How does each modality contribute to ToM?591

From a video, a model gets the dynamic state592

change as well as what objects the agent is walking593

towards and is passing by at a given step. A model594

needs this information to determine the agent’s ex-595

pected action plans given its mental state. Because596

of the partial observations caused by the limited597

camera view and occlusion, the text provides addi- 598

tional state information that is sometimes unavail- 599

able in the video. A model requires information 600

about the true world state to determine an agent’s 601

observation and whether it has a false belief. This 602

is illustrated in Figure 6 in Appendix C.2. 603

Do LLMs and LMMs understand ToM? GPT- 604

4 and GPT-4V excelled on questions that only re- 605

quire retrieving information about the true world 606

state. However, they still cannot reason about the 607

mental state of a person and track the change in the 608

mental state over time. We found more specifically 609

that they have poor judgment on goals, which was 610

not evaluated in existing text-based benchmarks. 611

What are the successes and failures of BIP- 612

ALM? Instead of directly mapping the multimodal 613

inputs to beliefs and goals, BIP-ALM conducts 614

model-based inference by imaging possible actions 615

given a hypothetical mental state and state context 616

via language models. This results in a better perfor- 617

mance in the main test set and enables the method 618

to generalize to real human behavior in unseen envi- 619

ronments. We also observed several failures. First, 620

BIP-ALM cannot imagine missing state informa- 621

tion from videos. Second, it does not have motion 622

planning, which is crucial for Type 2.4. Finally, 623

LMs occasionally generate incorrect plans. 624

Limitations and future work. First, MMToM- 625

QA only includes videos of people looking for ob- 626

jects in household environments. In the future, we 627

would like to extend this to more diverse scenarios. 628

Second, we intend to incorporate additional ToM 629

concepts such as desires, emotions, and constraints 630

in a future version of the benchmark. Finally, we 631

intend to enrich the representations in BIP-ALM 632

with broader relations and predicates, extending its 633

reach even further to more complex scenes and hu- 634

man behaviors. This could be potentially achieved 635

by finetuning larger LMs in broader datasets that 636

are collected in simulators or crowdsourced (text 637

descriptions of real-world human behaviors). 638
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Ethics Statement639

The ability to understand humans’ mental states is640

a crucial foundation for building human-centered641

AI systems that can safely and cooperatively inter-642

act with humans. Benchmarking state-of-the-art643

machine learning models’ Theory of Mind capacity644

can provide us insights into whether current ma-645

chine learning models can indeed adequately under-646

stand humans. We believe that our benchmark is647

a significant contribution towards this effort. Both648

our MMToM-QA benchmark and the BIP-ALM649

model are built on prior studies in cognitive sci-650

ence and thus are grounded in the cognitive theories651

of human behaviors. Such cognitively grounded652

benchmarks and models can help develop AI sys-653

tems that are more aligned with humans’ social654

cognition. While we do not foresee any potential655

harm from our work, we recognize the need to en-656

sure the diversity and fairness of our benchmark.657

We have made our best effort to increase the diver-658

sity of the avatars used for generating the videos.659

We have also validated our benchmark in a human660

experiment. We welcome feedback and sugges-661

tions from the community to further improve our662

benchmark.663
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A Full Results of Human and Model 905

Performance 906

We report the full results of human and model per- 907

formance in each question type in Table 2. 908

B Comparison of Theory of Mind 909

Benchmarks 910

We provide a comparison of Theory of Mind bench- 911

marks in Table 3, summarizing the evaluated ToM 912

concepts, the size of the test set, available modali- 913

ties of the inputs, the generation method, and the 914

evaluation for each benchmark. From the table, we 915

can see that our benchmark is the only one that 916

provides multimodal inputs. Additionally, com- 917

monly used text-based ToM QA benchmarks do 918

not evaluate goal inference, whereas questions in 919

our benchmark ask about both goals and beliefs. 920

C Benchmark Details 921

C.1 More Quantitative Results 922

We conducted an ablated study to show the effect 923

of finetuning language models for BIP-ALM. As 924

Table 4 shows, finetuning GPT-J and LLaMA 2 sig- 925

nificantly boosts the performance of BIP-ALM. It 926

is also interesting to see that even before finetuning, 927

BIP-ALM with pretrained GPT-J or LLaMA can 928

already outperform much larger models including 929

GPT-4. This further demonstrates the advantage 930

of conducting inverse symbolic planning for multi- 931

modal ToM reasoning. 932

We evaluated open-sourced models (LLaMA 2, 933

InstructBLIP, and Video-LLaMA 2) with different 934

model sizes (Table 6 in Appendix B.1). All base- 935

lines performed no better than chance, regardless of 936

the model sizes. As shown in Table 5 in Appendix 937

B.1, we found no meaningful improvement for al- 938

most all baselines after using different few-shot or 939

chain-of-thought Kojima et al. (2022) prompting. 940

Only GPT-4 in the text-only condition has an im- 941

provement in simple types (e.g., Type 1.3) with 942

few-shot prompting. The accuracies for LLaVA 943

(w/ 1-shot) and LLaVA (w/ 2-shot) are notably low. 944

The model often fails to generate options a or b, as 945

it faces difficulties in processing prompts of this 946

length. We finetuned Video-LLaMA 2 (13B) on 947

our training set for video instruction tasks follow- 948

ing Zhang et al. (2023). As Table 7 shows, the 949

finetuned model performs moderately better in a 950

few simpler question types (e.g., Type 1.1), but its 951

overall performance is still not better than chance. 952
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Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
ul

tim
od

al
Human 95.8 96.7 100 97.5 90.0 91.7 83.3 88.9 88.5 93.0
InstructBLIP 62.0 52.0 32.0 48.7 46.7 29.3 42.7 60.0 44.7 46.7
Video-LLaMA 2 36.0 38.0 52.0 42.0 36.0 41.3 30.7 45.3 38.3 40.2
LLaVA 46.0 14.0 69.0 43.0 65.3 22.7 40.0 48.0 44.0 43.5
GPT-4V 94.0 13.0 59.0 55.3 56.0 26.7 4.0 52.0 34.7 44.0
BIP-ALM w/ GPT-J 90.0 69.0 86.0 81.7 68.0 78.7 56.0 73.3 69.0 75.3
BIP-ALM w/ LLaMA 2 88.0 68.0 85.0 80.3 62.7 77.3 72.0 80.0 73.3 76.7

Te
xt

on
ly

Human 96.0 95.8 81.3 91.0 85.8 76.7 65.0 68.3 74.0 82.5
GPT-4 97.0 12.0 77.0 62.0 48.0 42.7 2.7 42.7 34.0 48.0
GPT-3.5 81.0 11.0 39.0 43.7 46.7 16.0 21.3 48.0 33.0 38.3
GPT-J 56.0 53.0 38.0 49.0 52.0 50.7 50.7 56.0 52.3 59.7
LLaMA 2 64.0 55.0 50.0 56.3 49.3 48.0 41.3 38.7 44.3 50.3
SimToM w/ GPT-4 96.0 15.0 82.0 64.3 61.3 44.0 2.7 54.7 40.7 52.5
SymbolicToM w/ GPT-4 100 61.0 74.0 78.3 73.3 66.7 0.0 50.7 47.7 63.0
BIP-ALM w/ GPT-J 88.0 69.0 88.0 81.7 77.3 68.0 30.7 70.7 61.7 71.7
BIP-ALM w/ LLaMA 2 89.0 68.0 90.0 82.3 54.7 66.7 50.7 62.7 58.7 70.5

V
id

eo
on

ly

Human 69.1 64.3 86.4 73.3 58.5 60.0 76.7 63.3 64.6 68.9
InstructBLIP 56.0 50.0 42.0 49.3 56.0 45.3 54.7 53.3 52.3 50.8
Video-LLaMA 2 24.0 32.0 67.0 41.0 50.7 45.3 56.0 52.0 51.0 46.0
LLaVA 33.0 15.0 69.0 39.0 44.0 24.0 56.0 57.3 45.3 42.2
GPT-4V 64.0 34.0 39.0 45.7 54.7 26.7 48.0 56.0 46.3 46.0
BIP-ALM w/ GPT-J 63.0 57.0 72.0 64.0 45.3 62.7 50.7 62.7 55.3 59.7
BIP-ALM w/ LLaMA 2 69.0 63.0 60.0 64.0 62.7 54.7 53.3 62.7 58.3 61.2

Table 2: Full results of human and model performance in each question type.

We further evaluated the generalization of mod-953

els on the human test set with real human behaviors954

in unseen environments (Table 8).955

C.2 Qualitative Results956

Figure 5 demonstrates how the inverse symbolic957

planner enabled by the language model in our BIP-958

ALM model can estimate the likelihood of a given959

hypothesis. In Figure 5A, given the goal of get-960

ting a water glass, our model reasons that Eliza-961

beth is more likely to open the microwave if she962

believes that there is a water glass inside the mi-963

crowave, even though there is not any water glass964

inside the microwave according to the true world965

state. By imagining reasonable actions conditioned966

on hypothesized mental states, our model can suc-967

cessfully infer that Elizabeth has a false belief. In968

contrast, GPT-4 selects (b) as the more likely op-969

tion, failing to recognize the false belief. Figure 5B970

depicts how the likelihood of a hypothesis changes971

after the model observes different actions. Specif-972

ically, in this case, the model first thinks that it is973

more likely that Karen is going to open the oven974

if the goal is to get a plate because there is a plate975

inside the oven. However, if the goal is truly to get976

a plate, at the next step, Karen should not close the977

oven but pick up the plate instead. If the goal is978

not to get a plate but a salmon, on the other hand,979

then Karen should close the oven and continue to980

look for salmon in other places. Therefore, the 981

fact that Karen closes the oven without picking up 982

the plate suggests that it is unlikely that her goal 983

is to get a plate and that it is still quite possible 984

that she wants to get a salmon instead. The action 985

likelihood ratios estimated by our model at these 986

two steps reflect this reasoning. Consequently, our 987

model answers the question correctly. 988

Figure 6 illustrates how BIP-ALM may form dif- 989

ferent state information from different modalities 990

and how different state information may shape the 991

policy estimated by our model. In particular, from 992

the video, we know that the person is close to the 993

microwave but we do not know where the cupcake 994

is. So the policy conditioned on the state extracted 995

from the video (Svideo-only) tries to guess where the 996

person is going to look for the cupcake (e.g., cabi- 997

net). From the text, we know that there is a cupcake 998

inside the microwave, but we do not know that the 999

agent is already close to the microwave. Thus the 1000

policy conditioned on the state extracted from the 1001

text (Stext-only) predicts that the person is going to 1002

walk towards the microwave. After fusing infor- 1003

mation from both the video and the text, we then 1004

know the full state information. Conditioned on 1005

this fused state Smultimodal, the policy then predicts 1006

that the person is going to open the microwave, 1007

which is the ground-truth action of the person at 1008

the next step. This demonstrates that BIP-ALM 1009

12



Dataset Tested Concepts Test
Size

Modality Generation Evaluation

ToMi (Le et al.,
2019)

False belief 400 Text Templates Multiple choice
Q&A

epistemic rea-
soning (Hewitt
and Cohen,
2021)

Knowledge, be-
liefs

2,000 Text Templates True or false
judgement

Adv-CSFB
(Kosinski, 2023)

False belief 183 Text Hand-
designed

Multiple choice
filling in the
blanks

BigToM
(Gandhi et al.,
2023)

Beliefs 5,000 Text Procedural
genera-
tion

Question An-
swering

FANToM (Kim
et al., 2023)

Facts and Beliefs 4,807 Text Procedural
genera-
tion

Question An-
swering

Triangle COPA
(Gordon, 2016)

Social interaction 100 Text Hand-
designed

Multiple choice
Q&A

BIB (Gandhi
et al., 2021)

Goal preferences,
efficient actions,
constraints, instru-
mental actions

5,000 Video Procedural
genera-
tion

Surprise rating

AGENT (Shu
et al., 2021)

Goal preferences,
efficient actions,
unobserved
constraints, cost-
reward trade-off

960 Video Procedural
genera-
tion

Surprise rating

PHASE (Ne-
tanyahu et al.,
2021)

Goals, relation-
ships

100 Video Procedural
genera-
tion

Multiple choice
recognition

MMToM-QA
(Our bench-
mark)

Beliefs, goals 600 Text and
video

Procedural
genera-
tion

Multiple choice
Q&A

Table 3: A comparison of Theory of Mind benchmarks.

Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
M

Ours GPT-J (w/o FT) 84.0 63.0 92.0 79.7 58.7 64.0 16.0 65.3 51.0 65.3
Ours GPT-J 90.0 69.0 86.0 81.7 68.0 78.7 56.0 73.3 69.0 75.3
Ours LLaMA 2 (w/o FT) 56.0 46.0 96.0 66.0 66.7 48.0 29.3 69.3 53.3 59.7
Ours LLaMA 2 88.0 68.0 85.0 80.3 62.7 77.3 72.0 80.0 73.3 76.7

Te
xt

Ours GPT-J (w/o FT) 76.0 61.0 90.0 75.7 44.0 58.7 26.7 56.0 46.3 61.0
Ours GPT-J 88.0 69.0 88.0 81.7 77.3 68.0 30.7 70.7 61.7 71.7
Ours LLaMA 2 (w/o FT) 66.0 53.0 98.0 72.3 57.3 41.3 30.7 65.3 48.7 60.5
Ours LLaMA 2 89.0 68.0 90.0 82.3 54.7 66.7 50.7 62.7 58.7 70.5

V
id

eo

Ours GPT-J (w/o FT) 57.0 36.0 77.0 56.7 56.0 60.0 36.0 54.7 51.7 54.2
Ours GPT-J 63.0 57.0 72.0 64.0 45.3 62.7 50.7 62.7 55.3 59.7
Ours LLaMA 2 (w/o FT) 51.0 33.0 75.0 53.0 45.3 72.0 41.3 50.7 52.3 52.7
Ours LLaMA 2 69.0 63.0 60.0 64.0 62.7 54.7 53.3 62.7 58.3 61.2

Table 4: Results of the ablated study. “w/o FT” indicates ablated models in which our model uses pretrained
language models without finetuning. “MM” represents the multimodal condition.
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Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
ul

tim
od

al
InstructBLIP 62.0 52.0 32.0 48.7 46.7 29.3 42.7 60.0 44.7 46.7
InstructBLIP (w/ 1-shot) 42.0 49.0 53.0 48.0 50.7 33.3 44.0 46.7 43.7 45.8
InstructBLIP (w/ 2-shot) 31.0 26.0 55.0 37.3 50.7 30.7 41.3 38.7 40.3 38.8
InstructBLIP (w/ CoT) 68.0 66.0 39.0 57.7 45.3 26.7 45.3 42.7 40.0 48.8
Video-LLaMA 2 36.0 38.0 52.0 42.0 36.0 41.3 30.7 45.3 38.3 40.2
Video-LLaMA 2 (w/ 1-shot) 45.0 45.0 37.0 42.3 46.7 48.0 42.7 48.0 46.3 44.3
Video-LLaMA 2 (w/ 2-shot) 57.0 42.0 36.0 45.0 45.3 36.0 41.3 53.3 44.0 44.5
Video-LLaMA 2 (w/ CoT) 30.0 13.0 43.5 28.8 25.0 24.8 15.3 12.8 19.5 24.5
LLaVA 46.0 14.0 69.0 43.0 65.3 22.7 40.0 48.0 44.0 43.5
LLaVA (w/ 1-shot) 6.0 4.0 2.0 4.0 1.3 1.3 6.7 5.3 3.7 3.8
LLaVA (w/ 2-shot) 3.0 3.0 2.0 2.7 1.3 6.7 4.0 2.7 3.7 3.2
LLaVA (w/ CoT) 45.0 20.0 61.0 42.0 61.3 17.3 42.7 53.3 43.7 42.8
GPT-4V 94.0 13.0 59.0 55.3 56.0 26.7 4.0 52.0 34.7 44.0
GPT-4V (w/ 1-shot) 91.0 10.0 81.0 60.7 62.7 61.3 9.3 60.0 48.3 54.5
GPT-4V (w/ 2-shot) 85.0 7.0 54.0 48.7 70.7 57.3 14.7 50.7 48.3 48.5
GPT-4V (w/ CoT) 95.0 16.0 54.0 55.0 58.7 28.0 8.0 50.7 36.3 45.7
GPT-4 with captions 98.0 37.0 84.0 73.0 49.3 58.7 1.3 48.0 39.3 56.2
GPT-4 with captions (w/ 1-shot) 94.0 22.0 55.0 57.0 49.3 85.3 5.3 50.7 47.7 52.3
GPT-4 with captions (w/ 2-shot) 95.0 14.0 89.0 66.0 41.3 93.3 2.7 46.7 46.0 56.0
GPT-4 with captions (w/ CoT) 59.0 49.0 78.0 62.0 56.1 56.5 2.6 40.0 38.8 50.4

Te
xt

on
ly

GPT-4 97.0 12.0 77.0 62.0 48.0 42.7 2.7 42.7 34.0 48.0
GPT-4 (w/ 1-shot) 99.0 40.0 86.0 75.0 61.3 49.3 2.7 54.7 42.0 58.5
GPT-4 (w/ 2-shot) 99.0 39.0 96.0 78.0 72.0 100 0.0 45.3 54.3 66.2
GPT-4 (w/ CoT) 97.0 13.0 82.0 64.0 49.3 5.3 2.7 44.0 25.3 44.7
GPT-3.5 81.0 11.0 39.0 43.7 46.7 16.0 21.3 48.0 33.0 38.3
GPT-3.5 (w/ 1-shot) 100 25.0 13.0 46.0 49.3 2.7 32.0 37.3 30.3 38.1
GPT-3.5 (w/ 2-shot) 100 16.0 16.0 44.0 61.3 36.0 13.3 40.0 37.7 40.8
GPT-3.5 (w/ CoT) 82.0 11.0 40.0 44.3 45.3 10.7 21.3 46.7 31.0 37.7
GPT-J 56.0 53.0 38.0 49.0 52.0 50.7 50.7 56.0 52.3 59.7
GPT-J (w/ 1-shot) 44.0 47.0 54.0 48.3 53.3 52.0 53.3 58.7 54.3 51.3
GPT-J (w/ 2-shot) 44.0 47.0 54.0 48.3 53.3 52.0 53.3 58.7 54.3 51.3
GPT-J (w/ CoT) 59.0 58.0 41.0 52.7 53.3 48.0 36.0 42.7 45.0 48.8
LLaMA 2 64.0 55.0 50.0 56.3 49.3 48.0 41.3 38.7 44.3 50.3
LLaMA 2 (w/ 1-shot) 66.0 65.0 31.0 54.0 48.0 34.7 45.3 44.0 43.0 48.5
LLaMA 2 (w/ 2-shot) 48.0 51.0 50.0 49.7 46.7 48.0 46.7 50.7 48.0 48.8
LLaMA 2 (w/ CoT) 56.0 53.0 46.0 51.7 46.7 48.0 46.7 41.3 45.7 48.7

V
id

eo
on

ly

InstructBLIP 56.0 50.0 42.0 49.3 56.0 45.3 54.7 53.3 52.3 50.8
InstructBLIP (w/ 1-shot) 63.0 60.0 32.0 51.7 56.0 41.3 52.0 62.7 53.0 52.3
InstructBLIP (w/ 2-shot) 67.0 52.0 21.0 46.7 54.7 56.0 58.7 58.7 57.0 51.8
InstructBLIP (w/ CoT) 51.0 54.0 62.0 55.7 46.7 48.0 46.7 42.7 46.0 50.8
Video-LLaMA 2 24.0 32.0 67.0 41.0 50.7 45.3 56.0 52.0 51.0 46.0
Video-LLaMA 2 (w/ 1-shot) 54.0 49.0 45.0 49.3 46.7 45.0 46.0 41.3 44.8 47.0
Video-LLaMA 2 (w/ 2-shot) 47.0 49.0 53.0 49.7 48.0 49.3 49.3 50.7 49.3 49.5
Video-LLaMA 2 (w/ CoT) 28.6 24.4 26.7 25.6 11.1 45.6 11.7 26.8 23.8 24.7
LLaVA 33.0 15.0 69.0 39.0 44.0 24.0 56.0 57.3 45.3 42.2
LLaVA (w/ 1-shot) 45.0 28.0 58.0 43.7 50.7 10.7 56.0 36.0 38.4 41.0
LLaVA (w/ 2-shot) 0.0 0.0 100 33.3 57.3 34.7 64.0 28.0 46.0 39.7
LLaVA (w/ CoT) 39.0 30.0 61.0 43.3 52.0 26.7 53.3 57.3 47.3 45.3
GPT-4V 64.0 34.0 39.0 45.7 54.7 26.7 48.0 56.0 46.3 46.0
GPT-4V (w/ 1-shot) 34.0 10.0 65.0 36.3 44.0 44.0 41.3 34.7 41.0 38.7
GPT-4V (w/ 2-shot) 42.0 16.0 40.0 32.7 53.3 61.3 37.3 52.0 51.0 41.8
GPT-4V (w/ CoT) 61.0 33.0 40.0 44.7 48.0 24.0 53.3 54.7 44.7 44.8
GPT-4 + captions 58.0 21.0 41.0 40.0 45.3 38.3 42.6 37.3 40.9 40.5
GPT-4 + captions (w/ 1-shot) 66.0 65.0 36.0 55.7 30.7 28.0 32.0 25.3 29.0 42.3
GPT-4 + captions (w/ 2-shot) 79.0 38.0 24.0 47.0 38.7 74.7 60.0 33.3 51.7 49.3
GPT-4 + captions (w/ CoT) 52.0 27.0 47.0 42.0 50.0 53.5 38.5 41.6 45.9 44.0

Table 5: Results of baselines with few-shot or chain-of-thought (CoT) prompting.

can more accurately estimate the person’s policy1010

when having access to both modalities, which ex-1011

plains why it performs the best in the multimodal1012

condition.1013

C.3 Discussion on SimToM and SymbolicToM 1014

The two recent approaches evaluated in our bench- 1015

mark, SimToM (Wilf et al., 2023) and Symbolic- 1016

ToM (Sclar et al., 2023) have previously shown 1017

promising results in existing text-based ToM QA 1018
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Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
M

InstructBLIP (7B) 49.0 53.0 62.0 54.7 52.0 48.0 50.7 37.7 47.0 50.8
InstructBLIP (13B) 62.0 52.0 32.0 48.7 46.7 29.3 42.7 60.0 44.7 46.7
Video-LLaMA 2 (7B) 21.9 12.5 25.0 19.8 21.4 10.5 17.7 16.7 15.6 18.2
Video-LLaMA 2 (13B) 36.0 38.0 52.0 42.0 36.0 41.3 30.7 45.3 38.3 40.2

Te
xt LLaMA 2 (7B) 64.0 55.0 50.0 56.3 49.3 48.0 41.3 38.7 44.3 50.3

LLaMA 2 (13B) 44.0 47.0 54.0 48.3 48.0 37.3 49.3 60.0 48.7 48.5

V
id

eo

InstructBLIP (7B) 47.0 41.0 59.0 49.0 45.3 38.7 46.7 41.3 43.0 46.0
InstructBLIP (13B) 56.0 50.0 42.0 49.3 56.0 45.3 54.7 53.3 52.3 50.8
Video-LLaMA 2 (7B) 19.0 13.0 18.0 16.7 18.7 15.7 10.7 20.0 21.7 19.2
Video-LLaMA 2 (13B) 24.0 32.0 67.0 41.0 50.7 45.3 56.0 52.0 51.0 46.0

Table 6: Results of baselines with different model sizes.

Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
M Video-LLaMA 2 36.0 38.0 52.0 42.0 41.3 36.0 30.7 45.3 38.3 40.2

Video-LLaMA 2 (FT) 61.0 51.0 42.0 51.3 41.3 44.0 45.3 44.0 43.7 47.5

V
id

eo Video-LLaMA 2 24.0 32.0 67.0 41.0 45.3 50.7 56.0 52.0 51.0 46.0
Video-LLaMA 2 (FT) 44.0 58.0 44.0 48.7 60.0 41.3 56.0 49.3 51.7 50.2

Table 7: Effect of finetuning baseline models on our training set. We compare the finetuned Video-LLaMA 2, i.e.,
Video-LLaMA 2 (FT), and the pretrained Video-LLaMA 2. Note that the baselines here are multimodal models. So
they are evaluated in the multimodal (MM) condition and the video-only condition but not in the text-only condition.

Method Belief Inference Goal Inference All
1.1 1.2 1.3 All 2.1 2.2 2.3 2.4 All

M
ul

tim
od

al

InstructBLIP 43.8 57.9 48.0 49.9 53.3 46.7 40.0 53.3 48.3 49.1
Video-LLaMA 2 50.0 47.4 24.0 40.5 33.3 33.3 20.0 46.7 33.3 36.9
LLaVA 24.0 56.3 100.0 60.1 40.0 33.3 40.0 53.3 41.7 50.9
GPT-4V 93.4 36.8 28.0 52.7 33.3 73.3 13.3 60.0 45.0 48.9
BIP-ALM w/ GPT-J 93.8 52.6 88.0 78.1 73.3 86.7 73.3 66.7 75.0 76.6
BIP-ALM w/ LLaMA 2 87.5 73.7 96.0 85.7 60.0 86.7 60.0 66.7 68.3 77.0

Te
xt

on
ly

GPT-4 100 31.5 64.0 65.3 40.0 40.0 13.3 53.3 36.7 50.9
GPT-3.5 93.8 52.6 28.0 58.1 53.3 0.0 33.3 46.7 33.3 45.7
GPT-J 62.5 42.1 44.0 49.5 33.3 53.3 26.7 53.3 41.7 45.6
LLaMA 2 75.0 52.6 44.0 57.2 46.7 40.0 60.0 53.3 50.0 53.6
SimToM w/ GPT-4 100 31.6 80.0 70.0 46.7 40.0 20.0 66.7 43.4 56.7
SymbolicToM w/ GPT-4 100 78.9 44.0 70.0 40.0 73.3 0.0 33.3 36.7 53.3
BIP-ALM w/ GPT-J 75.0 52.6 88.0 71.9 40.0 73.3 33.3 66.7 53.3 62.6
BIP-ALM w/ LLaMA 2 75.0 52.6 100 75.9 66.7 80.0 53.3 40.0 60.0 67.9

V
id

eo
on

ly

InstructBLIP 43.8 52.6 48.0 48.1 46.7 46.7 46.7 60.0 50.0 49.1
Video-LLaMA 2 31.3 26.8 68.0 42.0 53.3 60.0 40.0 40.0 48.3 45.2
LLaVA 4.0 18.8 100 40.9 46.7 26.7 40.0 40.0 38.3 39.6
GPT-4V 56.3 47.4 20.0 41.2 33.3 40.0 60.0 60.0 48.3 44.8
BIP-ALM w/ GPT-J 62.5 57.9 60.0 60.1 46.7 53.3 73.3 60.0 58.3 59.2
BIP-ALM w/ LLaMA 2 75.0 57.9 76.0 69.6 60.0 53.3 60.0 53.3 56.7 63.1

Table 8: Generalization results on the human test set. All models are the same as the ones evaluated in Table 2.

benchmarks. However, our experimental results1019

demonstrate that there is still a large gap between1020

their performance and the human performance on1021

our MMToM-QA benchmark. We provide more1022

discussions on these two recent approaches as be-1023

low.1024

SimToM utilizes the concept of perspective-1025

taking to filter context based on what the charac-1026

ter in question knows before answering a question1027

about their mental state. This approach marginally1028

enhances the performance of GPT-4 on MMToM- 1029

QA. 1030

SymbolicToM (Sclar et al., 2023) constructs 1031

symbolic graphical representations of each char- 1032

acter’s belief states, retrieves relevant sentences 1033

from the graph, and feeds them into an LLM to 1034

answer a given ToM question. As questions in 1035

MMToM-QA include only one person and exclude 1036

high-order beliefs, the method automatically ex- 1037

tracts all sentences containing the relevant objects 1038
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Scene: … The microwave contains two cupcakes and a plate…
Actions: … She is on the verge of opening the microwave.

Question: If Elizabeth has been trying to get a water glass, which one of the 
following statements is more likely to be true?
(a)Elizabeth thinks that there is a water glass inside the microwave.
(b)Elizabeth thinks that there isn’t any water glass inside the microwave.

Scene: … The oven contains a cupcake and a plate...
Actions: … She opens the oven and closes it. 

Question: Which one of the following statements is more likely to be true?
(a)Karen has been trying to get a salmon.
(b)Karen has been trying to get a plate.

… …

Action likelihood ratio by BIP-ALM at    :

Action likelihood ratio by BIP-ALM at           :

A Action likelihood given different beliefs B    Likelihood of given hypothesis changes over time
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⇡(at = close oven|g = salmon, bt, st)⇡(at�1|g = salmon, bt�1, st�1)

⇡(at = close oven|g = plate, bt, st)⇡(at�1|g = plate, bt�1, st�1)
= 1.32
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⇡(at�1 = open oven|g = salmon, bt�1, st�1)

⇡(at�1 = open oven|g = plate, bt�1, st�1)
= 0.73
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⇡(at = open microwave|g = water glass, bt = In(water glass, micowave), st)

⇡(at = open microwave|g = water glass, bt = ¬In(water glass, microwave), st)
= 1.82

Action likelihood ratio by BIP-ALM at    :
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t

Figure 5: Examples of how BIP-ALM evaluates the likelihood of different hypotheses via the action likelihood
estimation from the language model. The results here are based on BIP-ALM with finetuned LLaMA 2. The green
option in each example is the correct answer and BIP-ALM selects the correct answers in both cases. The blue
panels show the likelihood ratio estimated by the language model at a certain step for each example, explaining how
BIP-ALM can come to the correct conclusions by conducting inverse planning via a language model. (A) It is more
likely for Elizabeth to open the microwave if she believes that there is a water glass inside the microwave and that
she wants to get a water glass, even though there is not any water glass inside the microwave (i.e., she has a false
belief)). (B) The likelihood of hypothesis will change after the model observes more actions.

In(cupcake, microwave)
…

Close(agent, microwave)
…

What’s inside the apartment: … The kitchen is equipped with a microwave, eight 
cabinets, … Inside the microwave, there is a cupcake… 

VIDEO INPUT

…

TEXT INPUT

Close(agent, microwave)
In(cupcake, microwave)
…

Fused Symbolic Representations
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⇡(at|g = cupcake, bt, smultimodal = {Close(agent, microwave), In(cupcake, microwave), · · · })

<latexit sha1_base64="X3KLXRgMV44dztV5s4L5CzVuWsQ=">AAACSXicbVBNbxMxFPSmQEv4CnDkYhEhpVKJdhGiXCpV9MKxSKStlE3D27cvqRWvvbLfBqJl/x4Xbtz4D1w4gBAnnI8DtIxkaTQzz8+erNTKcxx/jVpb167f2N652b51+87de537D068rRzSAK227iwDT1oZGrBiTWelIygyTafZ7Gjpn87JeWXNW16UNCpgatREIXCQxp13aal6cM7yo5wepEwfuMaqRJhRsyezc96TfryW5yon+9QavWgO0nqtHWnrqQdTMiFYKHT2PcxpN4ymmFv2abM77nTjfryCvEqSDemKDY7HnS9pbrEqwp2owfthEpc8qsGxQk1NO608lYCzsHUYqIGC/KheNdHIJ0HJ5cS6cAzLlfr3RA2F94siC8kC+MJf9pbi/7xhxZOXo1qZsmIyuF40qbRkK5e1ylw5QtaLQACdCm+VeAEOkEP57VBCcvnLV8nJs37yoh+/ed49fLWpY0c8Eo9FTyRiXxyK1+JYDASKT+Kb+CF+Rp+j79Gv6Pc62oo2Mw/FP2ht/QHNYrN2</latexit>

⇡(at|g = cupcake, bt, svideo-only = {Close(agent, microwave), · · · })
<latexit sha1_base64="Zbbmk+gmKR/kVrKV8qyL0ciVF+o=">AAACR3icbVBLbxMxEPaGR0t4BThysYiQUilEuwhRLpUquMCtSKStlE2i2ckkteK1V/ZsIVr233Hhyo2/wIUDCHHESfYALSPZ+vQ9NPaXFVp5juOvUevK1WvXd3ZvtG/eun3nbufe/WNvS4c0RKutO83Ak1aGhqxY02nhCPJM00m2fLXWT87JeWXNO14VNM5hYdRcIXCgpp1JWqgeTFh+lIuDlOkDV1gWCEuq+zKbcF/66ZZeX0+s0av6IK221BvTa8x9mSt09j2c014Ipjiz7NN6b9rpxoN4M/IySBrQFc0cTTtf0pnFMifDqMH7URIXPK7AsUJNdTstPRWAS1jQKEADOflxtemhlo8DM5Nz68IxLDfs34kKcu9XeRacOfCZv6ityf9po5LnL8aVMkXJZHC7aF5qyVauS5Uz5QhZrwIAdCq8VeIZOEAO1bdDCcnFL18Gx08HyfNB/PZZ9/BlU8eueCgeiZ5IxL44FK/FkRgKFJ/EN/FD/Iw+R9+jX9HvrbUVNZkH4p9pRX8AEf6yng==</latexit>

⇡(at|g = cupcake, bt, stext-only = {In(cupcake, microwave), · · · })
<latexit sha1_base64="S6K5WD8k9Vh2vXC+I3p4lk8qL6k=">AAAB/nicbVDLSgNBEJz1GeMrKp68DAbBU9gVUY9BLx4jmAckIcxOOsmQ2ZllpjcaloC/4sWDIl79Dm/+jZPHQRMLGoqqbrq7wlgKi77/7S0tr6yurWc2sptb2zu7ub39itWJ4VDmWmpTC5kFKRSUUaCEWmyARaGEati/GfvVARgrtLrHYQzNiHWV6AjO0Emt3GED4RFTHYOikeBGP7ABjFq5vF/wJ6CLJJiRPJmh1Mp9NdqaJxEo5JJZWw/8GJspMyi4hFG2kViIGe+zLtQdVSwC20wn54/oiVPatKONK4V0ov6eSFlk7TAKXWfEsGfnvbH4n1dPsHPVTIWKEwTFp4s6iaSo6TgL2hYGOMqhI4wb4W6lvMcM4+gSy7oQgvmXF0nlrBBcFPy783zxehZHhhyRY3JKAnJJiuSWlEiZcJKSZ/JK3rwn78V79z6mrUvebOaA/IH3+QMcXZY6</latexit>

open microwave

<latexit sha1_base64="lhMe9Otb33N+BpE8I9asfeyueIA=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZF1DJoYxnBPCAJ4e7sJBky+2DmrjEsKWz8FRsLRWz9CDv/xkmyhSYeGDicc+/MnOPFUmh0nG8rt7K6tr6R3yxsbe/s7tn7B3UdJYrxGotkpJoeaC5FyGsoUPJmrDgEnuQNb3g99Rv3XGkRhXc4jnkngH4oeoIBGqlrF9vIHzAdgRxSjEagfE0ZeOY2nHTtklN2ZqDLxM1IiWSodu2vth+xJOAhMglat1wnxk4KCgWTfFJoJ5rHwIbQ5y1DQwi47qSzEBN6bBSf9iJlToh0pv7eSCHQehx4ZjIAHOhFbyr+57US7F12UhHGCfKQzR/qJdLEpdNGqC8UZyjHhgBTwvyVsgEoYGh6K5gS3MXIy6R+WnbPy87tWalyldWRJ0VyRE6ISy5IhdyQKqkRRh7JM3klb9aT9WK9Wx/z0ZyV7RySP7A+fwB7KZig</latexit>

walk towards cabinet
<latexit sha1_base64="PM43/04P12TVc2n82Kgua7T7M2k=">AAACBnicbVC7SgNBFJ31GeNr1VKEwSBYhV0RtQzaWEYwD0iWMDt7kwyZfTBzNzEsqWz8FRsLRWz9Bjv/xsmj0MQDA4dz7uXOOX4ihUbH+baWlldW19ZzG/nNre2dXXtvv6rjVHGo8FjGqu4zDVJEUEGBEuqJAhb6Emp+72bs1/qgtIijexwm4IWsE4m24AyN1LKPmggPmA2Y7FGMB0wFmoaCK0P7MGrZBafoTEAXiTsjBTJDuWV/NYOYpyFEyCXTuuE6CXoZUyi4hFG+mWpIGO+xDjQMjVgI2ssmMUb0xCgBbcfKvAjpRP29kbFQ62Hom8mQYVfPe2PxP6+RYvvKy0SUpAgRnx5qp9IEpuNOaCAUcJRDQxhXwvyV8i5TjKNpLm9KcOcjL5LqWdG9KDp354XS9ayOHDkkx+SUuOSSlMgtKZMK4eSRPJNX8mY9WS/Wu/UxHV2yZjsH5A+szx9TGZmr</latexit>

walk towards microwave

Figure 6: Example of how different modalities contribute to the mental state reasoning by BIP-ALM. In this
example, we can get different state information from different modalities. From the video frame at step t, we can
see that the person is close to the microwave, but we do not know what is inside the microwave or where we can find
a cupcake. From the text, we know that there is a cupcake inside the microwave, but we do not know if the person is
close to the microwave. By combining the two modalities, we can form a full picture of the world state. In the blue
panel at the bottom, we show how state information from different modalities may shape the policy estimated by the
model.

in the questions. This approach of filtering out use-1039

ful information enhances the performance of LLMs1040

(e.g., GPT-4).1041

On the other hand, the performance increase of1042

SymbolicToM on MMToM-QA is not as significant1043

as on the ToMi benchmark. The ToMi benchmark1044

only has simple scenarios with a few objects and1045

locations, and very short action sequences. In con-1046

stant, MMToM-QA demands the inference of men-1047

tal states from long human activities in complex1048

environments. Given the observations, the infer-1049

ence in MMToM-QA also has a varying degree 1050

of uncertainty. Therefore, in contrast to achieving 1051

100% accuracy on the ToMi benchmark, Symbol- 1052

icToM with GPT-4 has an overall accuracy of 63% 1053

on MMToM-QA. This is lower than the accuracy 1054

of BIP-ALM which uses much smaller language 1055

models. 1056

In addition, unlike humans and our BIP-ALM 1057

model, SimToM and SymbolicToM cannot answer 1058

multimodal or video-only questions, since they are 1059

purely text-based methods. 1060
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C.4 More Details About the Human1061

Experiment1062

Each question in each condition (multimodal, text-1063

only, or video-only) was answered by 5 participants.1064

180 participants were recruited via Prolific (mean1065

age = 29.7; 65 female). They were paid $12 per1066

hour. The study was approved by an institutional1067

review board. All data collected through Prolific1068

have been anonymized. The instructions and con-1069

sent form are shown below.1070

This is a study about how people interpret
other people’s actions. We will ask you to
answer questions based on typical house-
hold activities. The study usually takes 20
minutes.
Consent
By selecting the “I Agree” button below,
you acknowledge that:
You must be at least 18 years old to partici-
pate.
Your participation in this research is volun-
tary.
You may decline to answer any or all of the
following questions by closing this window
in your browser.
You may decline further participation, at
any time, without adverse consequences.
Your anonymity is assured; the researchers
who have requested your participation will
not receive any personal information about
you.

1071

C.5 Available Data1072

As shown in Figure 7, our benchmark provides1073

RGB-D images, instance segmentation maps, hu-1074

man 3D poses, ground-truth scene graphs, ground-1075

truth actions, and camera data.1076

C.6 Benchmark Statistics1077

The environment in each question features an apart-1078

ment that includes a bedroom, kitchen, living room,1079

and bathroom. On average, each apartment con-1080

tains 10.1 distinct types of containers (e.g., fridge,1081

cabinets) and surfaces (e.g., desks, kitchen tables,1082

coffee tables) types, and 16.4 instances of contain-1083

ers and surfaces. There are on average 12 different1084

object types, summing up to approximately 26.31085

object instances in an apartment.1086

Figure 8 provides an overview of the distribution1087

of text and video lengths across all questions in our1088

benchmark. In comparison to existing ToM bench- 1089

marks, MMToM-QA features a more extensive text 1090

and video context, with an average of 1595 tokens 1091

and 1902 frames, respectively. Such lengths de- 1092

mand advanced information retrieval and fusion 1093

capabilities. The longer visual and textural context 1094

also increases the difficulty of paying attention to 1095

the relevant information to reconstruct the mental 1096

state of a person. 1097

C.7 Details of the Procedural Generation 1098

Figure 9 provides an overview of the procedural 1099

generation of questions in our benchmark. To 1100

procedurally generate videos, we first sample dif- 1101

ferent apartments, the goal, and the initial state 1102

of an agent, then generate a sequence of actions 1103

using a planner. In particular, we formulate the 1104

agent in POMDP. The belief of the agent is rep- 1105

resented as the probability of finding each object 1106

at a location. The agent can observe any objects 1107

within the same room that are not inside closed 1108

containers. We adopt the same planner in Puig 1109

et al. (2020), which has been verified to be able to 1110

synthesize human-like plans in household environ- 1111

ments. Given the action sequence, we then render 1112

the RGB-D video frames and record ground-truth 1113

data including the instance segmentation maps, 3D 1114

human poses, scene graphs, actions, ground-truth 1115

agent beliefs, and the true goal. 1116

To generate questions, we first use an “ideal ob- 1117

server” model to keep track of all possible goal and 1118

belief hypotheses at any given step. This model 1119

has access to the ground-truth observation of the 1120

agent at each step and eliminates the belief hypothe- 1121

ses that are inconsistent with the observations. It 1122

also has access to the planner of the agent and will 1123

evaluate each remaining goal and belief hypothe- 1124

sis pair by simulating actions conditioned on the 1125

hypothesis. If the simulated actions are consistent 1126

with the actual actions taken by the agent, we then 1127

further eliminate that hypothesis. Finally, to gen- 1128

erate a question of a certain type at a given step, 1129

we sample two hypotheses that fit the design of the 1130

question type, with one from the set of possible 1131

hypotheses produced by the ideal observer model 1132

and the other being a hypothesis ruled out by the 1133

model. 1134

At any given moment in a video, we ensure that 1135

our benchmark poses at most one question. To 1136

achieve this, we randomly select one question from 1137

the pool of possible questions at every step. We 1138

further sample a subset of the remaining questions 1139
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Figure 9: Overview of the procedural generation for creating our benchmark.

to achieve a balanced distribution of question types.1140

C.8 Utilizing GPT-4 for Enhanced Text1141

Generation1142

We first translate the symbolic representations of1143

state and action descriptions into natural language1144

using simple templates. We then use GPT-4 to1145

enhance the phrasing and diversify the expression. 1146

The prompts are provided as follows. 1147

Improving state descriptions:
We are describing where things are in an
apartment. Please improve the grammer

1148
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of the description without changing the
meaning. Please use only one line break to
separate descriptions about each room.
Original: There is a kitchen and a livin-
groom. 4 kitchencabinets are inside the
kitchen. There is nothing inside the 1st
kitchencabinet from left to right. There is
nothing inside the 3rd kitchencabinet from
left to right. There is nothing inside the
2nd kitchencabinet from left to right. A
waterglass and a wineglass and 2 dishbowls
are inside the 4th kitchencabinet from left
to right.
Improved: There is a kitchen and a living
room. The kitchen has four cabinets. The
first, second, and third cabinets, from left to
right, are empty. The fourth cabinet, from
the left, contains a water glass, a wine glass
and two dish bowls.
Original: {state description in the question}
Improved:

Improving action descriptions:
Please improve the following descriptions
about a person’s actions without changing
the meaning.
Original: [name] is in the kitchen, walkto-
wards stove.
Improved: [name] is in the kitchen. [name]
walks towards the stove.
Original: [name] is in the livingroom, walk-
towards kitchen, walktowards 1st kitchen-
cabinet, open 1st kitchencabinet, close 1st
kitchencabinet.
Improved: [name] is in the living room.
[name] walks to the kitchen, approaches
the first cabinet, opens it, and then closes it.
Original: {action description in the ques-
tion}
Improved:

1149

D BIP-ALM Implementation Details1150

D.1 Visual Perception1151

We adopt Blukis et al. (2022) to obtain a voxel1152

map for each frame. Specifically, we first get the1153

instance segmentation map from the RGB image.1154

Combined with the depth map and the camera data,1155

we create a 3D point cloud, with each point rep-1156

resenting the pixel on the instance segmentation1157

map. We group the 3D point cloud into a voxel1158

map and then estimate the 3D bounding boxes of 1159

the objects. We can also estimate the 3D human 1160

pose in each frame. In the current experiments, we 1161

use ground-truth instance segmentation maps and 1162

ground-truth 3D human poses. In future work, we 1163

plan to also evaluate our model on segmentation 1164

and pose estimation results acquired from off-the- 1165

shelf computer vision models. 1166

Using the 3D bounding boxes and the 3D hu- 1167

man pose, we construct a scene graph. Each node 1168

in the graph is either an object or a person. For 1169

nodes representing containers, we indicate whether 1170

they are open or closed (which in our scenarios can 1171

be detected from the change in the sizes of their 1172

bounding boxes). There are two types of edges in 1173

a graph – (1) inside edges indicating containment 1174

and (2) close edges indicating proximity. Note that 1175

our BIP-ALM model is not restricted to these rela- 1176

tionships and can be applied to broader scenarios 1177

with more types of spatial relationships. 1178

D.2 Text Parsing 1179

Utilizing GPT-4, we parse the provided question 1180

to extract representations about the state context, 1181

action context, question, and the two options. In 1182

this subsection, we detail all the prompts used. 1183

To extract representations regarding the state 1184

context, we use the following prompt: 1185

State Extraction:
Please extract the description of the rooms
and where things are in an apartment,
found after the phrase “What’s inside the
apartment” and before the description of a
person’s actions. Keep the line breaks.
Input: {question}
Extracted:

State Parsing:
Please parse the following description
about where things are in an apartment.
Each sentence should follow the pattern
‘[something] is/are in/on the [somewhere].’
Use a ‘.’ to separate the sentences, and keep
the original line breaks.

Original: The living room contains a
sofa, a desk, a cabinet, and a coffee table,
and the cabinet holds chips, a wine glass,
and an apple.
Parsed: A sofa, a desk, a cabinet and a

1186
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coffeetable are in the livingroom. Chips, a
wineglass and an apple are in the cabinet.

Original: The kitchen has an oven, a
microwave, and four cabinets. The oven
contains a salmon, the microwave holds a
cupcake, the third cabinet from the left has
a wine glass, the fourth cabinet is empty.
The first and second kitchen cabinets each
holds a plate.
Parsed: an oven and a microwave and
4 kitchencabinets are in the kitchen. A
salmon is in the oven. A cupcake is in
the microwave. A wineglass is in the
3rd kitchencabinet. Nothing is in the
4th kitchencabinet. A plate is in the 1st
kitchencabinet. A plate is in the 2nd
kitchencabinet.

Original: {extracted states}
Parsed:

1187

To parse the human actions, we employ the fol-1188

lowing prompt:1189

Action Extraction:
Please extract the exact description of a
person’s actions (starting from the initial
location), found after the phrase “[some-
one]’s action” and before the question.
Please do not include the question, choices,
or the answer.
Input: {question}
Extracted:

Action Parsing:
Please parse the description of a person’s
actions. Use a ‘.’ to separate each action,
and remove all occurrences of the word
‘and’ in the description.

Original: Jennifer is in the bedroom.
She proceeds to the kitchen and strides
towards the oven, preparing to open it.
Parsed: In the bedroom. walktowards
kitchen. walktowards oven. about to open
oven.

Original: Mark is in the bathroom.
He then walks to the kitchen. He sequen-

1190

tially approaches the oven, the second, and
third kitchen cabinets, opening and closing
each one in turn.
Parsed: In the bedroom. walktowards
kitchen. walktowards oven. open oven.
close oven. walktowards 2nd kitchencab-
inet. open 2nd kitchencabinet. close 2nd
kitchencabinet. open 3rd kitchencabinet.
close 3rd kitchencabinet.

Original: {extracted actions}
Parsed:

1191

To parse and analyze the question, we prompt 1192

GPT-4 to determine if a question falls under the 1193

“Belief Inference” or “Goal Inference” category, 1194

and extract all the hypothetical beliefs, hypothetical 1195

goals, and conditions in the question: 1196

Question Parsing:
Please determine the type of inference
for the input question: either “Belief
Inference”, which inquires about a person’s
belief regarding an object, or “Goal
Inference”, which seeks to understand a
person’s objective.
If a question falls under the “Belief
Inference”, please identify the [object] and
the [container] that the object may or may
not be inside in choices (a) and (b).
If a question falls under the “Goal Infer-
ence”, please identify the two possible
objects that the person is looking for in
choices (a) and (b). If the input contains a
statement indicating that someone believes
there isn’t an [object] inside a [container],
please also identify both the [object] and
the [container] mentioned. Otherwise,
return ‘NaN.’

Input: ... (detailed descriptions about
states and actions) ... If Elizabeth has been
trying to get a plate, which one of the
following statements is more likely to be
true? (a) Elizabeth thinks that there is a
plate inside the fridge. (b) Elizabeth thinks
that there isn’t any plate inside the fridge.
Output: Belief Inference. plate, fridge.

Input: ... (detailed descriptions about
1197
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states and actions) ... If Jennifer has been
trying to get a plate, which one of the
following statements is more likely to be
true? (a) Jennifer thinks that there is a
salmon inside the oven. (b) Jennifer thinks
that there isn’t any salmon inside the oven.
Output: Belief Inference. plate, fridge.
salmon, oven.

Input: ... (detailed descriptions about
states and actions) ... Which one of the
following statements is more likely to be
true? (a) Mark has been trying to get a plate.
(b) Mark has been trying to get a cupcake.
Output: Goal Inference. plate, cupcake.
NaN.

Input: ... (detailed descriptions about
states and actions) ... If Mary think there
isn’t an apple inside the microwave, which
one of the following statements is more
likely to be true? (a) Mary has been trying
to get an apple. (b) Mary has been trying to
get a bottle of wine.
Output: Goal Inference. apple, wine. apple,
microwave.

Input: {question}
Output:

1198

D.3 Representation Fusion1199

Figure 10 illustrates how BIP-ALM fuse comple-1200

mentary information extracted from the video and1201

the text to form unified symbolic representations.1202

In particular, the orange predicates can only be1203

extracted from the video and the blue predicates1204

can only be extracted from the text. After merging1205

predicates extracted from both modalities, we can1206

then construct a full state sequence.1207

When fusing information from different inputs,1208

we may encounter conflicting predicates. In the1209

case of conflict, we only keep the predicates from1210

the text and remove the contradictory predicates1211

from the video. This is because the predicates from1212

the video are more likely to be erroneous due to1213

noisy visual perception. However, more broadly1214

speaking, such conflict-resolving mechanisms can1215

be calibrated by the reliability of different modali-1216

ties in a given domain.1217

D.4 Belief Representation and Update 1218

A person’s belief consists of beliefs about the lo- 1219

cations of individual objects as illustrated in Fig- 1220

ure 11. At each step, we estimate the person’s 1221

observation and update the estimated belief accord- 1222

ingly b̂t. Then for each step, we construct a sym- 1223

bolic representation of the belief about each object 1224

as a list of possible locations of the object that have 1225

non-zero probabilities in the belief. 1226

Note that for representing the negation of a pred- 1227

icate, we can simply remove the location from the 1228

list of possible locations in the symbolic belief rep- 1229

resentation. 1230

D.5 Prompt for Language Models in Inverse 1231

Symbolic Planner 1232

As introduced in the main paper, we employ a lan- 1233

guage model (either GPT-J or LLaMA 2) to amor- 1234

tize the policy and estimate the likelihood of the 1235

person’s last action at given the hypothetical be- 1236

lief bt and goal g. We present the language model 1237

with the specified prompt below and then record its 1238

likelihood of predicting the accurate action. 1239

goal: {hypothetical goal}
state: {state}
belief (possible locations the person sus-
pects the {hypothetical goal} could be):
{hypothetical or predicted belief}
action:

1240

For the belief inference questions, to represent a 1241

hypothetical belief that the goal object is not at a 1242

location L, we exclude that hypothetical location 1243

from the list of all possible locations in the prompt 1244

for the language model and subsequently estimate 1245

the action likelihood (π(at|g, bt)) conditioned on 1246

not believing that the object could be at that loca- 1247

tion. To compare that with the opposing belief, i.e., 1248

that the object could be at the location L, we assess 1249

the action likelihood conditioned on not believing 1250

that the goal object is at an alternative location L′ 1251

by removing L′ from the possible location list in- 1252

stead. If the removal of the hypothetical location 1253

(L) results in the lowest action likelihood compared 1254

to all alternatives (L′), then it is more likely that 1255

the person does believe that the goal object could 1256

be at this location (L). 1257
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Fused Symbolic Representations

Figure 10: Illustration of fusing multimodal representations.

ki
tc
he
n 
ta
bl
e

Di
sh
wa
sh
er

ki
tc
he
n 
ca
bi
ne
t

Ba
th
ro
om
 c
ab
in
et

…
In(plate, dishwasher)
On(apple, kitchen table)

ki
tc
he
n 
ta
bl
e

Di
sh
wa
sh
er

ki
tc
he
n 
ca
bi
ne
t

Ba
th
ro
om
 c
ab
in
et

…Observation at

Belief about plate at
<latexit sha1_base64="Pr5aPgXpcw4NaU2PSo9hhymmHUg=">AAAB6HicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2J0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVHJo8lrHuBMyAFAqaKFBCJ9HAokBCOxjfzfz2E2gjYvWAkwT8iA2VCAVnaKUG9ssVt+rOQVeJl5MKyVHvl796g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQupYqFoHxs/mhU3pmlQENY21LIZ2rvycyFhkziQLbGTEcmWVvJv7ndVMMb/xMqCRFUHyxKEwlxZjOvqYDoYGjnFjCuBb2VspHTDOONpuSDcFbfnmVtC6q3lXVbVxWard5HEVyQk7JOfHINamRe1InTcIJkGfySt6cR+fFeXc+Fq0FJ585Jn/gfP4A4c+M/Q==</latexit>

t

<latexit sha1_base64="Pr5aPgXpcw4NaU2PSo9hhymmHUg=">AAAB6HicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2J0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVHJo8lrHuBMyAFAqaKFBCJ9HAokBCOxjfzfz2E2gjYvWAkwT8iA2VCAVnaKUG9ssVt+rOQVeJl5MKyVHvl796g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQupYqFoHxs/mhU3pmlQENY21LIZ2rvycyFhkziQLbGTEcmWVvJv7ndVMMb/xMqCRFUHyxKEwlxZjOvqYDoYGjnFjCuBb2VspHTDOONpuSDcFbfnmVtC6q3lXVbVxWard5HEVyQk7JOfHINamRe1InTcIJkGfySt6cR+fFeXc+Fq0FJ585Jn/gfP4A4c+M/Q==</latexit>

t

Belief about plate at
<latexit sha1_base64="InvlnqSIbh+4SiPWtvoDVgk5yTY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoioh6LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqEccJ9yM6UCIUjKKVHvDM65UrbtWdgSwTLycVyFHvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGOpohE3fjY7dUJOrNInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4bWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tOyYbgLb68TJrnVe+y6t5fVGo3eRxFOIJjOAUPrqAGd1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AG4K41t</latexit>

t + 1

Belief about apple at
<latexit sha1_base64="Pr5aPgXpcw4NaU2PSo9hhymmHUg=">AAAB6HicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2J0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVHJo8lrHuBMyAFAqaKFBCJ9HAokBCOxjfzfz2E2gjYvWAkwT8iA2VCAVnaKUG9ssVt+rOQVeJl5MKyVHvl796g5inESjkkhnT9dwE/YxpFFzCtNRLDSSMj9kQupYqFoHxs/mhU3pmlQENY21LIZ2rvycyFhkziQLbGTEcmWVvJv7ndVMMb/xMqCRFUHyxKEwlxZjOvqYDoYGjnFjCuBb2VspHTDOONpuSDcFbfnmVtC6q3lXVbVxWard5HEVyQk7JOfHINamRe1InTcIJkGfySt6cR+fFeXc+Fq0FJ585Jn/gfP4A4c+M/Q==</latexit>

t

Ki
tc
he
n 
ta
bl
e

fr
id
ge

Co
ff
ee
 t
ab
le

Ba
th
ro
om
 c
ab
in
et

…

Belief about apple at
<latexit sha1_base64="InvlnqSIbh+4SiPWtvoDVgk5yTY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoioh6LXjxWtB/QhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgorq2vrG8XN0tb2zu5eef+gaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqEccJ9yM6UCIUjKKVHvDM65UrbtWdgSwTLycVyFHvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGOpohE3fjY7dUJOrNInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4bWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tOyYbgLb68TJrnVe+y6t5fVGo3eRxFOIJjOAUPrqAGd1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AG4K41t</latexit>

t + 1

Ki
tc
he
n 
ta
bl
e

fr
id
ge

Co
ff
ee
 t
ab
le

Ba
th
ro
om
 c
ab
in
et

…

Figure 11: Illustration of estimated belief update.

D.6 Training Details1258

In the experiments, we finetuned GPT-J (6B) and1259

LLaMA 2 (7B) for our BIP-ALM method. Adher-1260

ing to our evaluation protocol, we employed the1261

ground-truth state, belief, goal, and action from1262

1,000 training videos, excluding the use of any ex-1263

ample QAs. The models were trained using the1264

state, belief, and goal as inputs at specific times-1265

tamps, with the aim of predicting the corresponding1266

action. This approach enhanced the Inverse Sym-1267

bolic Planner’s ability to estimate the likelihood of1268

human actions at a specific moment conditioned1269

on the hypothesis about the goal and belief. The1270

training data comprised 20,000 samples, consistent1271

with the input and output of the Inverse Symbolic1272

Planner defined in Appendix D.5.1273

For finetuning, we incorporated the Low-Rank1274

Adapters (LoRA) method (Hu et al., 2021). The1275

training process leveraged the AdamW optimizer,1276

with a set learning of 5 × 10−5 and a batch size1277

of 4. We trained both models for 5 epochs, which1278

took about 20 GPU hours on a single A100 GPU.1279

E Implementation Details of Baselines 1280

In all baselines, we use gpt-4-0613 for GPT-4 and 1281

text-davinci-003 for GPT-3.5. 1282

We sample a few frames from each video for 1283

LMMs, following the standard settings. In particu- 1284

lar, we sample 16 frames, 30 frames, 6 frames, and 1285

8 frames from each video for InstructBLIP, Video- 1286

LLaMA 2, LLaVA, and GPT-4V respectively. We 1287

use Vicuña-13B for InstructBLIP and LLaMA-2- 1288

13B-Chat for Video-LLaMA 2, 1289

Finetuning Video-LLaMA 2. We followed 1290

Zhang et al. (2023) to create a video instruction 1291

dataset using our training data to finetune Video- 1292

LLaMA 2. In particular, based on our training 1293

videos and the ground-truth annotations, we gener- 1294

ated 7088 training examples for describing either 1295

the environment or the actions of the person in a 1296

given video clip. For each video clip, we sampled 1297

8 frames and used the ground-truth scene graph 1298

at the last frame or the action sequence during the 1299

whole clip to generate the ground-truth descriptions 1300

for the training data. We then finetuned the Video- 1301

LLaMA 2 (13B) model on our training data on 2 1302
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A100 GPUs.1303

F Full Version of the Example Questions1304

in Figure 21305

F.1 Type 1.1 Example1306

The video input: https://youtu.be/1307

4zoDwQk91ak.1308

The text input:1309

What’s inside the apartment:
The apartment consists of a bedroom,
kitchen, living room, and bathroom.
In the bedroom, there is a coffee table and a
desk, with a remote control resting on the
coffee table.
The kitchen is equipped with four cabinets,
a fridge, a kitchen table, a microwave, and
an oven. The first and third cabinets, from
left to right, are empty, while the second
cabinet houses a condiment bottle. The
fourth cabinet contains a water glass. Inside
the fridge, you’ll find a bottle of wine, a
dish bowl, and two plates. The microwave
holds a cupcake, and the oven contains a
salmon, two cupcakes, and a plate.
The living room features a cabinet, a sofa,
a coffee table, and a desk. The cabinet
is filled with two plates, a bottle of wine,
two wine glasses, a condiment bottle, a
water glass, a bag of chips, and an apple.
A remote control, a wine glass, and a book
are placed on the coffee table.
Lastly, the bathroom has a cabinet, which is
currently empty.

Actions taken by Elizabeth:
Elizabeth is initially in the bathroom. She
then proceeds to the kitchen and heads
towards the oven. After opening and
closing the oven, she moves to the second
kitchen cabinet, opens it, and then shuts it.
She repeats this action with the third and
first kitchen cabinets. Subsequently, she
walks towards the fourth kitchen cabinet,
opens it, and then closes it. Finally, she
moves towards the fridge, preparing to
open it.

Question:
If Elizabeth has been trying to get a bottle

1310

of wine, which one of the following state-
ments is more likely to be true?
(a) Elizabeth thinks that there is a bottle of
wine inside the fridge.
(b) Elizabeth thinks that there isn’t any bot-
tle of wine inside the fridge.

1311

Correct answer: a. 1312

F.2 Type 1.2 Example 1313

The video input: https://youtu.be/mgvh1lY_ 1314

Z38. 1315

The text input: 1316

What’s inside the apartment:
The apartment consists of a bedroom,
kitchen, living room, and bathroom.
In the bedroom, there is a coffee table and
a desk, with three wine glasses and a dish
bowl placed on the coffee table.
The kitchen is equipped with four cabinets,
a fridge, a kitchen table, a microwave, and
an oven. The first, second, and fourth
cabinets, from left to right, contain a dish
bowl each, while the third cabinet houses
a plate. The fridge contains two apples, a
dish bowl, and a salmon. The microwave
holds two cupcakes, and there is a salmon
in the oven.
The living room features a cabinet, a sofa,
a coffee table, and a desk. The cabinet is
filled with a plate, a bag of chips, a water
glass, a remote control, a bottle of wine,
and a condiment bottle.
Lastly, the bathroom has a cabinet, which is
currently empty.

Actions taken by Jennifer:
Jennifer is situated in the living room. She
heads towards the cabinet and is about to
open it.

Question:
If Jennifer has been trying to get a cupcake,
which one of the following statements is
more likely to be true?
(a) Jennifer thinks that there isn’t any cup-
cake inside the cabinet.
(b) Jennifer thinks that there is a cupcake
inside the cabinet.

1317
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Correct answer: b.1318

F.3 Type 1.3 Example1319

The video input: https://youtu.be/1320

lN810N3KdjM.1321

The text input:1322

What’s inside the apartment:
The apartment consists of a bedroom,
kitchen, living room, and bathroom.
In the bedroom, there is a sofa with a book
on it and a cabinet containing a remote
control, a wine glass, two dish bowls, a
bottle of wine, and a condiment bottle.
The kitchen is equipped with a fridge,
sofa, dishwasher, eight cabinets, an oven, a
microwave, and a kitchen table. The fridge
contains an apple, three plates, and a bottle
of wine, while a bag of chips rests on the
sofa. Inside the dishwasher, there is a plate,
a water glass, and a wine glass. The first
to the seventh cabinets, from left to right,
are all empty. However, the eighth cabinet
houses a wine glass. The oven contains a
salmon, the microwave is empty, and the
kitchen table is adorned with a plate, a
wine glass, two apples, two books, and a
cupcake.
The living room features a sofa with a water
glass and a book on it, and a desk.
Lastly, the bathroom has a cabinet, which is
currently empty.

Actions taken by Charles:
Charles is in the kitchen. He walks to the
seventh kitchen cabinet, opens and closes it.
He repeats the same action with the sixth
kitchen cabinet. Subsequently, he moves
towards the dishwasher.

Question:
If Charles has been trying to get a salmon,
which one of the following statements is
more likely to be true?
(a) Charles thinks that there is a salmon in-
side the fridge.
(b) Charles thinks that there isn’t any
salmon inside the fridge.

1323

Correct answer: b.1324

F.4 Type 2.1 Example 1325

The video input: https://youtu.be/ 1326

NsOPbJWPn1c. 1327

The text input: 1328

What’s inside the apartment:
The apartment consists of a bedroom, a
bathroom, a living room, and a kitchen.
In the bedroom, there is a coffee table with
a plate on it.
The bathroom houses a cabinet, which is
currently empty.
The living room is furnished with a
cabinet, a coffee table, a sofa, and a desk.
The cabinet is filled with two apples, a
condiment bottle, three wine glasses, two
water glasses, a cupcake, two bags of chips,
a remote control, and a bottle of wine. Both
a water glass and a wine glass are placed
on the coffee table.
The kitchen is equipped with a fridge, an
oven, a kitchen table, and a microwave.
Inside the fridge, there are two apples. The
oven contains a salmon. Meanwhile, the mi-
crowave houses a salmon and two cupcakes.

Actions taken by James:
James is in the kitchen. He strides towards
the stove, opens it, and then shuts it. He
then opens the fridge, closes it, opens the
microwave, and closes it as well. Finally,
he walks towards the living room and
approaches the cabinet.

Question:
Which one of the following statements is
more likely to be true?
(a) James has been trying to get a bottle of
wine.
(b) James has been trying to get an apple.

1329

Correct answer: a. 1330

F.5 Type 2.2 Example 1331

The video input: https://youtu.be/ 1332

Fn6s47ZtxMQ. 1333

The text input: 1334

What’s inside the apartment:
The apartment consists of a bedroom,

1335
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bathroom, living room, and kitchen.
In the bedroom, there is a sofa, a cabinet, a
desk, and a coffee table. A book rests on
the sofa. The cabinet contains a remote
control, three cupcakes, a wine glass, an
apple, and a bag of chips. The coffee table
holds two books and a dish bowl.
The bathroom houses a single cabinet,
which is currently empty.
The living room is furnished with a sofa, a
desk, and a coffee table. A dish bowl and a
book are placed on the sofa, while a plate
sits on the coffee table.
The kitchen is equipped with a dishwasher,
an oven, a kitchen table, eight cabinets,
a microwave, and a fridge. Inside the
dishwasher, there is a dish bowl. The
oven contains a salmon and a plate. The
second kitchen cabinet from the left holds
an apple, while the fourth and fifth cabinets
contain two dish bowls and another apple
respectively. There is a water glass inside
the seventh cabinet. The first, third,
sixth, and eighth cabinets are empty. The
microwave contains a condiment bottle.
The fridge stores two cupcakes, a dish bowl,
a plate, and a bottle of wine.

Actions taken by Mark:
Mark is in the kitchen. He then advances
towards the seventh kitchen cabinet.

Question:
If Mark thinks there isn’t a water glass in-
side the 7th kitchen cabinet, which one of
the following statements is more likely to
be true?
(a) Mark has been trying to get a water
glass.
(b) Mark has been trying to get a cupcake.

1336

Correct answer: b.1337

F.6 Type 2.3 Example1338

The video input: https://youtu.be/1339

IUJW6Zv0EWA.1340

The text input:1341

What’s inside the apartment:
The apartment consists of a bedroom,

1342

bathroom, living room, and kitchen.
In the bedroom, there is a cabinet and a
sofa. The cabinet contains a condiment
bottle, an apple, two wine glasses, and a
plate. The sofa holds three books.
The bathroom features a cabinet, which is
currently empty.
The living room is furnished with a desk
and a sofa, with a book resting on the sofa.
The kitchen is equipped with eight cabinets,
a sofa, an oven, a fridge, a kitchen table,
a microwave, and a dishwasher. The first
kitchen cabinet, from left to right, contains
a bag of chips. The second and fourth
cabinets are empty. The third cabinet
houses a wine glass and a dish bowl. The
seventh cabinet stores two plates. The fifth,
sixth, and eighth cabinets are empty. The
oven contains a cupcake. The fridge holds
a plate and a dish bowl. The kitchen table
is adorned with an apple, a bottle of wine,
a plate, and a water glass. The microwave
contains a condiment bottle and a salmon.
Lastly, the dishwasher has a water glass
inside.

Actions taken by Mary:
Mary is situated in the living room. She
proceeds towards the kitchen and heads to
the second kitchen cabinet. She opens it,
then promptly closes it. She then opens the
fourth kitchen cabinet and closes it as well.
Following this, she opens the dishwasher
and closes it. She then moves towards the
sixth kitchen cabinet, opens it, and closes
it. She repeats this action with the seventh
kitchen cabinet. Finally, she walks towards
the first kitchen cabinet, opens it, and then
closes it.

Question:
Which one of the following statements is
more likely to be true?
(a) Mary has been trying to get a bag of
chips.
(b) Mary has been trying to get a condiment
bottle.

1343

Correct answer: b. 1344
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F.7 Type 2.4 Example1345

The video input: https://youtu.be/Y4H_1346

9cXR5mw.1347

The text input:1348

What’s inside the apartment:
The apartment consists of a bedroom,
bathroom, living room, and kitchen.
In the bedroom, there is a sofa, a cabinet, a
desk, and a coffee table. A book rests on
the sofa. The cabinet houses an apple, a
wine glass, two books, and two cupcakes.
The coffee table holds a book, a water glass,
a wine glass, and a remote control.
The bathroom contains a single cabinet,
which is currently empty.
The living room is furnished with a sofa,
a coffee table, and a desk. A water glass
sits on the sofa, and a remote control is on
the coffee table. The kitchen is equipped
with eight cabinets, a microwave, a fridge,
a dishwasher, a kitchen table, and an
oven. The fourth and seventh cabinets
from the left, as well as the eighth, are
empty. The microwave contains a salmon,
a cupcake, and a condiment bottle. The
fridge is stocked with two bottles of wine, a
cupcake, an apple, and two dish bowls. The
dishwasher holds a dish bowl, a wine glass,
and a plate. The second cabinet from the
left contains a water glass. The first cabinet
from the left holds a bag of chips and a
wine glass. The fifth cabinet has an apple,
and the third cabinet contains a condiment
bottle. The sixth cabinet is empty. Lastly,
there is a salmon in the oven.

Actions taken by William:
William is situated in the kitchen. He
advances towards the first kitchen cabinet,
opens it, and then shuts it. Finally, he
moves towards the fifth kitchen cabinet.

Question:
Which one of the following statements is
more likely to be true?
(a) William has been trying to get a wine
glass.
(b) William has been trying to get a dish
bowl.

1349

Correct answer: b. 1350
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