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ABSTRACT

Quantum Parameter Adaptation (QPA) has emerged as a promising approach for
leveraging quantum neural networks (QNNs) to generate classical neural network
(NN) parameters, enabling parameter-efficient fine-tuning of large language mod-
els (LLMs). However, the practical implementation of QPA is hindered by the
need for an extremely large number of quantum measurement shots, posing a sig-
nificant challenge in real-world quantum computing environments. To address
this issue, this work introduces Generative Interpolation (GI), a method inspired
by frame generation in video data, where missing measurement probabilities are
interpolated using a neural network-based generative model. By treating quan-
tum measurement probabilities as analogous to video frames, GI estimates un-
measured basis state probabilities, significantly reducing the required quantum
measurements. Empirical results demonstrate that incorporating GI into QPA re-
duces the quantum measurement shot requirement to just 2.5% of the original
count while achieving superior fine-tuning performance. This method not only
enhances QPA efficiency but also establishes a broader connection between clas-
sical deep learning techniques and quantum measurement reconstruction. The
proposed generative framework has the potential to extend to variational quantum
algorithms, offering a pathway toward reducing quantum measurement overhead
in hybrid quantum-classical computing paradigms.

1 INTRODUCTION

The recent surge in quantum-centric supercomputing (Alexeev et al., 2024) has paved the way for a
new era of computational advancements, leveraging quantum mechanical principles to solve com-
plex problems beyond the capabilities of classical systems (Nielsen & Chuang, 2010). One of the
most promising applications of this paradigm is Quantum Machine Learning (QML), which ex-
plores quantum-enhanced models to accelerate learning tasks and improve efficiency in large-scale
computations. Various quantum neural network (QNN) architectures have demonstrated theoreti-
cal advantages in certain domains (Abbas et al., 2021; Du et al., 2020; Caro et al., 2022) and have
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been shown empirically successful in various use cases related to optimization (Farhi et al., 2014),
classification (Farhi & Neven, 2018; Mitarai et al., 2018; Mari et al., 2020; Chen et al., 2021; Qi
et al., 2023; Chen et al., 2024b), generative modeling (Zoufal et al., 2019), sequence learning (Chen
et al., 2022; Li et al., 2023; Yang et al., 2022; Di Sipio et al., 2022; Stein et al., 2023), reinforcement
learning (Chen et al., 2020; Skolik et al., 2022; Jerbi et al., 2021; Yun et al., 2022) and quantum
chemistry (Tilly et al., 2022; Chen et al., 2024c).

Despite the growing interest in QML, several fundamental challenges hinder its practical adoption.
Two major obstacles are data encoding inefficiency and quantum hardware inference constraints.
Data encoding remains a bottleneck, as classical-to-quantum data transformation often requires a
large number of qubits and circuit depth, limiting scalability. Additionally, running inference di-
rectly on quantum hardware is costly and impractical due to decoherence and error rates in near-
term quantum devices. To address these limitations, Quantum-Train (QT) (Liu et al., 2024a;b) has
been proposed as an alternative paradigm. Instead of using quantum circuits for direct inference,
QT employs QNNs to generate classical neural network (NN) parameters, effectively removing the
need for quantum inference while still benefiting from quantum learning mechanisms (Lin et al.,
2024; Liu et al., 2024c; Liu & Chen, 2024; Chen et al., 2024a).

Building on this approach, recent work has successfully scaled QT to fine-tune Large Language
Models (LLMs) (Liu et al., 2025), introducing a novel method known as Quantum Parameter Adap-
tation (QPA). This approach utilizes a QNN to generate the trainable parameters for parameter-
efficient fine-tuning (PEFT) methods, such as LoRA, reducing the overall number of parameters
while preserving the performance. However, the practical implementation of QPA faces a major
challenge—it requires an extremely large number of measurement shots (in the scale of Hilbert space
size) from a quantum computer to estimate measurement probabilities accurately. The measurement
process must reconstruct the probability distribution over basis states in a high-dimensional Hilbert
space, leading to an exponential cost in quantum resources.

To tackle this issue, we draw inspiration from frame generation techniques in video data processing
(Liu et al., 2019; Zhao et al., 2019; Kwon & Park, 2019). In classical computing, frame generation
is used to enhance video quality and optimize performance, allowing a video recorded at a lower
frame rate (e.g., 30 fps) to be displayed at a higher frame rate (e.g., 60 fps) by generating missing
frames through deep learning models. This concept aligns with the problem faced in QPA, where
certain basis states remain unmeasured due to limited quantum measurement shots, creating missing
probability values. By treating missing quantum measurement probabilities as missing data, we
propose the use of generative models to interpolate these values efficiently.

In this work, we introduce Generative Interpolation (GI), a novel approach to reconstructing missing
measurement probabilities in QPA. Our contributions can be summarized as follows:

• Generative Interpolation for Efficient Quantum Parameter Adaptation. A generative
model-based interpolation method is introduced to estimate unmeasured quantum measure-
ment probabilities, significantly reducing the number of required quantum measurement
shots. By integrating GI into QPA, the required quantum measurements are reduced to just
2.5% of the original shot count, while achieving even better fine-tuning performance for
LLMs with substantially fewer quantum resources.

• Bridging Classical Deep Learning and Quantum Measurement Interpolation. The
conceptual relationship between frame generation in video data and quantum measurement
interpolation is established, providing a novel perspective on how classical deep learning
techniques can enhance QML. Empirical validation of the proposed GI method demon-
strates its effectiveness in improving QPA, enhancing robustness, and reducing testing per-
plexity under limited measurement conditions.

2 RELATED WORKS

Fine-Tuning LLMs by Quantum Parameter Adaptation. LLMs exhibit superior capability in
processing complex tasks. However, fine-tuning these models to fit specific domain knowledge
remains challenging due to their large parameter space and computational demands. PEFT meth-
ods (Hu et al., 2021; Liu et al., 2024d; Li & Liang, 2021; Yang et al., 2021; Houlsby et al., 2019)
have been introduced to address this issue by reducing the number of trainable parameters while
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maintaining performance. Quantum Parameter Adaptation (QPA) (Liu et al., 2025) is a quantum
circuit-based approach that further optimizes PEFT by leveraging QNNs to generate the trainable
parameters, achieving even greater parameter efficiency. While QPA has demonstrated promising re-
sults, a major challenge persists: it requires an exponentially large number of quantum measurement
shots, scaling with the size of the Hilbert space, to accurately estimate the measurement probabilities
of basis states.

Quantum State Reconstruction. Reconstructing quantum states from measurement data is a fun-
damental challenge in quantum information science. Traditional approaches such as full quantum
state tomography and shadow tomography have been developed to infer quantum states based on a
series of measurement outcomes (Cramer et al., 2010; Christandl & Renner, 2012; Hsu et al., 2024).
Full quantum tomography aims to reconstruct the entire density matrix of a quantum system but
suffers from exponential scaling in resource requirements, making it impractical for large quantum
systems. On the other hand, shadow tomography reduces the measurement burden by estimating
specific properties of quantum states rather than reconstructing the entire state, leveraging random-
ized measurements and classical post-processing. While these methods improve efficiency, they
still demand a significant number of measurements and computational resources, particularly for
high-dimensional quantum systems.

Generative Approaches for Quantum State Reconstruction. To mitigate the high resource costs
of traditional reconstruction techniques, machine learning-based approaches have been explored.
These methods employ generative models to estimate unmeasured quantum basis states and recon-
struct quantum states with fewer measurements. One approach utilizes pre-trained models to infer
missing measurement probabilities, requiring high-precision data during training to generalize ef-
fectively (Ahmed et al., 2021; Zhu et al., 2022). Another direction, explored by (Carrasquilla et al.,
2019), proposes a sampling-based generative model where a NN wave function ansatz is trained to
reconstruct measurement data efficiently. These approaches leverage the ability of deep learning to
approximate complex quantum probability distributions, offering a scalable alternative to traditional
tomography. However, they still face challenges related to training stability, interpretability, and the
generalization of learned quantum representations across different systems.

Although the approaches discussed above appear promising, they are unlikely to fully address the
challenges faced by QPA. One major limitation is the requirement for pre-training a generative
model, which raises critical questions about how such a model should be trained and how its gen-
eralization capability can be ensured across different QPA tasks. Without a robust training strategy
and reliable generalization, the model may struggle to accurately reconstruct missing measurement
probabilities, limiting its practical applicability. Another concern is the computational complexity
shift introduced by sampling-based reconstruction methods. If the generative model requires an ex-
tensive number of samples to reconstruct the quantum state, this merely relocates the computational
burden rather than alleviating it. Instead of reducing the number of required quantum measure-
ment shots, such methods introduce inefficiencies elsewhere in the process, failing to provide a truly
scalable solution.

An ideal approach should address these limitations by avoiding pre-training requirements and ensur-
ing that the generative model learns dynamically alongside the QPA process. This would allow the
model to adapt in real time, rather than relying on a fixed pre-trained network that may not gener-
alize well. Additionally, the method should predict the value of missing measurement probabilities
directly, eliminating the need for an additional sampling layer that could introduce unnecessary
computational overhead. By adhering to these principles, a more efficient and practical integration
of generative models into QPA can be achieved, significantly reducing the reliance on large-scale
quantum measurements.

3 GENERATIVE INTERPOLATION AS AN EFFICIENT APPROACH FOR
QUANTUM PARAMETER ADAPTATION

The role of the parameterized quantum circuit (or quantum neural network) in the QPA is to gen-
erate measurement probabilities corresponding to the basis states in the Hilbert space. In classical
simulations where exact probabilities can be computed, this method demonstrates promising results.
However, when working with real quantum hardware, these probabilities must be estimated from a
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Figure 1: Overview of: (a) the general framework for frame generation in video data (Liu et al.,
2019; Zhao et al., 2019; Kwon & Park, 2019), (b) the proposed Generative Interpolation method for
addressing missing measurements in QPA, and (c) the integration of Generative Interpolation with
QPA, highlighting its contribution in enhancing the input data for the mapping model.

finite number of measurement shots, introducing statistical noise. In this section, we describe the
generative interpolation approach and explain why it is well-suited for the QPA framework.

3.1 FINITE MEASUREMENT ISSUE OF QUANTUM PARAMETER ADAPTATION

To understand the issue of QPA, we first need to introduce its formulation. Following the approach
in (Liu et al., 2025), we consider a parameter generation process that deviates from conventional
QML methods. Let w = (w1, w2, . . . , wm) represent the parameters of a target NN model, where
m denotes the number of parameters. To generate these parameters, we construct a parameterized
quantum circuit (PQC) with N = ⌈log2m⌉ qubits and L layers, using a predefined circuit ansatz:

|ψ(θ)⟩ =

N−1∏
i=1

CNOTi,i+1
N∏
j=1

Rj
Y (θ

(L)
j )

L

|0⟩⊗N . (1)

Here, each single-qubit rotation gateRj
Y is parameterized by θ(L)

j , where j indexes the qubits, and L
represents the circuit depth. The controlled-NOT (CNOT) gates create entanglement between qubits.
Since the Hilbert space size is 2N and satisfies 2N ≥ m, the PQC generates 2N distinct measurement
probabilities, given by |⟨ϕi|ψ(θ)⟩|2 ∈ [0, 1] for i ∈ {1, 2, . . . , 2N}. The number of parameters in
θ is determined by N and L, where L is a hyperparameter similar to depth settings in classical
machine learning. Typically, L scales as O(N) or in some cases O(N2) (Cerezo et al., 2021;
Sim et al., 2019), though a more general polynomial scaling, O(poly(N)), is also possible. With
polynomial-depth layers, the PQC can generate 2⌈log2 m⌉ ≥ m measurement probabilities using
O(polylog(m)) quantum parameters. At this stage, the measurement probabilities lie within the
range [0, 1]. To transform these into the target parameters w ∈ Rm, we introduce a mapping function
M, implemented as a multilayer perceptron (MLP) with tunable parameters v. The input to M
consists of the binary representation of each basis state (of length N ) along with its corresponding
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measurement probability. This mapping is defined as:

Mv(|ϕi⟩, |⟨ϕi|ψ(θ)⟩|2) = wi, ∀i ∈ {1, 2, . . . ,m}. (2)

Here, we utilize only the firstm basis states to ensure complete coverage of all target NN parameters.
Since the input dimension of Mv is N + 1, the size of v is constrained to a manageable scale of
O(polylog(m)). Thus, the final parameter set w is generated through the combined process of PQC
sampling and the mapping model Mv . By optimizing θ and v, we effectively control the loss
function L, which evaluates the performance of the target NN on a given task.

Issue of |⟨ϕi|ψ(θ)⟩|2 in finite measurement shots setting. In an exact classical simulation of a
quantum state |ψ(θ)⟩, the measurement probability of a given basis state, |⟨ϕi|ψ(θ)⟩|2, can be com-
puted precisely. However, when implementing this process on an actual quantum computer, this
probability must be estimated from a finite number of measurement shots, as discussed in Appendix
G of (Liu et al., 2025).

When a basis state |ϕi⟩ is measured, the estimation error can be analyzed using Hoeffding’s inequal-
ity:

P
(
|P̂ (|ϕi⟩)− E[P (|ϕi⟩)]| ≥ ϵ

)
≤ 2 exp(−2ϵn′

shot), (3)

where P̂ (|ϕi⟩) represents the empirical estimate of |⟨ϕi|ψ(θ)⟩|2, and E[P (|ϕi⟩)] is the expected
probability in the limit n′shot → ∞. This expression highlights that an inevitable estimation error
(ϵ > 0) exists when using a finite number of shots.

Figure 2: Graphical illustration of the finite measurement shot issue in QPA and how generative
interpolation can be used to mitigate it.

Additionally, from the perspective of quantum fidelity tomography (Haah et al., 2017), the total
number of measurement shots required to achieve an estimation accuracy of ϵ scales as:

nshot = O

(
2N

ϵ
log

(
2N

ϵ

))
, (4)

where N denotes the number of qubits. This result illustrates the fundamental challenge of accu-
rately estimating measurement probabilities when using finite measurement shots.

With an insufficient number of measurement shots, some basis states may remain unmeasured, lead-
ing to cases where |⟨ϕi|ψ(θ)⟩|2 = 0 in the input of Eq. 2. This significantly impacts the effectiveness
of QPA, as missing probability values disrupt the overall learning process. The resulting degradation
can be observed in Fig. 8 of (Liu et al., 2025).

Fig. 2 provides a graphical illustration of the finite measurement shot issue in QPA and demonstrates
how the proposed method in the next section can effectively address it.

3.2 FRAME GENERATION IN HILBERT SPACE

To efficiently address the finite measurement issue discussed in the previous section, it is helpful to
explore analogous scenarios in classical computing. One relevant example is the recent advance-
ments in frame generation for video data (Liu et al., 2019; Zhao et al., 2019; Kwon & Park, 2019),
which have been widely applied to enhance streaming video quality and optimize gaming perfor-
mance, even on hardware with limited graphical capabilities. This technique enables, for instance,
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a video originally recorded at 30 frames per second (fps) to be displayed at 60 fps, with the addi-
tional frames being elegantly generated by a deep learning model. These methods typically generate
frame data by using nearby frames as input, which is a reasonable approach since adjacent frames
in a smoothly varying video sequence generally contain similar motion information.

In comparison, in the task of generate measurement probabilities, it is crucial to figure out what does
it means to be “nearby” for the basis vectors in the Hilbert space. Since the basis representation of
quantum system consists of qu“b”it is binary strings (i.e. |ϕi⟩ = |0100101⟩), we observe that it is
possible to use Hamming distance as a measurement of “nearby” in the Hilbert space.

Generative Interpolation of quantum measurement probabilities. During the QPA process, given
a finite set of measurement data obtained from a limited number of shots for an N -qubit QNN,
certain basis states |ϕi⟩ may remain unmeasured, meaning:

|⟨ϕi|ψ(θ)⟩|2 = P (|ϕi⟩) = 0. (5)

To address this, we construct a neighboring basis set S = {|ϕk⟩, ..., |ϕj⟩} , which consists of all
basis states differing from |ϕi⟩ by a Hamming distance Hd = 1. Since each element in S can be
transformed into |ϕi⟩ by applying anX gate to a single qubit, the number of elements in S is exactly
N . Next, we construct the corresponding measurement probability vector:

P(S) =
(
P (|ϕk⟩), ..., P (|ϕj⟩)

)
∈ [0, 1]N . (6)

To estimate the missing probability P (|ϕi⟩) , we employ a NN-based generative model Fg in MLP
architecture, parameterized by g, which learns the relationship between P(S) and the desired prob-
ability:

Fg(P(S)) = P (|ϕi⟩). (7)
In essence, this process interpolates the missing probability P (|ϕi⟩) by leveraging information from
its nearest neighbors (in terms of Hd), with the complex dependency captured by the NN model Fg .
Thus, we refer to this technique as Generative Interpolation (GI).

This interpolation is performed for all unmeasured basis states in the Hilbert space, filling in all
missing probabilities using the estimated values from Fg . It is important to note that at this stage,
the probability values remain unnormalized. The parameters g of the generative model are then
jointly optimized along with the QPA parameters θ and v throughout the QPA fine-tuning process.

Fig. 1 presents a graphical illustration of three key components. In panel (a), the general framework
for frame generation in video data is depicted, providing a baseline for comparison. Panel (b) illus-
trates the proposed GI method, where we arrange the set of basis states (measurement probabilities)
with a Hamming distanceHd = 1 in a ring within a hypothesis space. This layout demonstrates how
the NN-based generative model Fg estimates the unmeasured data. Finally, panel (c) shows the in-
tegrated scheme combining GI with QPA. As discussed above, the QPA process now involves three
trainable blocks corresponding to the QNN parameters θ, the GI parameters g, and the mapping
model parameters v.

Notably, this approach aligns with the ideal solution outlined earlier. By integrating the generative
model directly into the QPA process, it eliminates the need for pre-training, allowing the model to
dynamically learn and adapt as QPA progresses. Additionally, this method circumvents the sampling
overhead encountered in traditional quantum state reconstruction techniques by directly predicting
measurement probability values, rather than relying on iterative sampling-based reconstruction. As a
result, this framework provides an efficient and scalable means of addressing the finite measurement
shot issue in QPA.

4 EMPIRICAL EXPERIMENTS

To examine the effectiveness of GI when integrated with QPA, we use the task of fine-tuning GPT-2
model on the WikiText-2 dataset. Where the performance metric is text generation perplexity, with
lower perplexity, the model is more certain of the generated output, leads to better performance. The
experiment is conducted using quantum circuit simulation via PyTorch and TorchQuantum (Wang
et al., 2022). At this stage, noise effects on the quantum system are ignored, where the interested
reader could refer to the Appendix G in the original QPA paper (Liu et al., 2025) for the effect of
noise without involving the GI method.
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In the experiment setup, we use QPA to generate the parameters of LoRA method, where we also
put the result of original LoRA method for comparison, with the hyperparameters shown in Table
below.

Table 1: Hyperparameter configurations of LoRA and QPA generated LoRA for fine-tuning GPT-2
and Gemma-2 with WikiText-2 dataset.

Hyperparameters LoRA QPA LoRA
GPT-2 GPT-2

α 2r 2r
Dropout 0.05 0.05
Optimizer AdamW AdamW
LR 1e-5 1e-5
LR Scheduler Linear Linear
Batch size 1 1
Warmup Steps 0 0
Epochs 3 3

Figure 3: Testing perplexity of QPA on fine-tuning GPT-2 with different measurement shot settings.

Fig. 3 presents a comparative analysis of testing perplexity as a function of the number of trainable
parameters across various measurement strategies in the QPA framework. The figure provides in-
sights into the impact of finite measurement shots and the effectiveness of the proposed GI method
in mitigating performance degradation due to limited quantum measurements.

The performance of different approaches is visualized through multiple curves. The LoRA base-
line (red circles, solid line) serves as a reference, demonstrating stable performance across varying
parameter scales. The exact measurement method (light blue squares, dashed line) represents an
idealized scenario where full measurement data is available without shot limitations. However, in
practical quantum implementations, measurement probabilities are estimated from a finite number
of shots, leading to noticeable performance degradation. This is particularly evident in the cases of
finite-shot measurement schemes, where testing perplexity increases significantly for smaller shot
counts. Specifically, models with nshot = 20× 2N (blue crosses), nshot = 40× 2N (blue plus signs),
and nshot = 1×2N (purple circles) exhibit progressively worse perplexity as the number of trainable
parameters decreases. This behavior underscores the fundamental limitation imposed by shot noise
in quantum measurements.

To address this issue, the proposed GI method (light blue circles, dashed line) is introduced, demon-
strating a substantial improvement over direct finite-shot measurement estimates, shows that even
when using only nshot = 1×2N , which is 2.5% compared to 40×2N , incorporating GI significantly
reduces testing perplexity, bringing it closer to the exact measurement baseline. This suggests that
GI effectively enhances the quality of QPA while minimizing quantum resource requirements.

Additionally, the inset graph provides a magnified view of the region where testing perplexity differ-
ences are most pronounced, particularly for lower parameter counts. The zoomed-in view highlights

7



Published as a workshop paper at DeLTa Workshop (ICLR 2025)

that the GI-enhanced approach consistently outperforms direct finite-shot measurements, reinforcing
its efficacy in scenarios with constrained quantum resources.

Notably, the qubit usage for the GI result data points, ranging from fewer to more trainable param-
eters, follows the sequence N = 10, 9, 8, 7, 6. From a real quantum hardware perspective, particu-
larly for N = 10, reducing the number of measurement shots from 40× 2N to 1× 2N decreases the
required shots from 40960 to just 1024, while also improving testing perplexity.

Using IBM Quantum’s usage estimation tool 1, we find that for a 10-qubit circuit with L = 8 in
the circuit ansatz, each quantum circuit execution in QPA accelerates from 135 seconds to just 2.3
seconds. Considering the fine-tuning process with 36718 steps per epoch over three epochs, this
optimization reduces the total runtime from approximately 172 days to just 2.93 days.

5 CONCLUSION

This work extends the concept of video frame generation to the domain of quantum measurement
probability estimation, enabling a more shots-efficient fine-tuning process for QPA. By drawing
parallels between missing frames in video interpolation and missing quantum measurement data, GI
is introduced as a method to estimate unmeasured quantum probabilities, significantly reducing the
number of required quantum measurement shots. This approach ensures that even with only 2.5%
of the original measurement shot count, the fine-tuning of LLMs can be performed with improved
performance and reduced quantum resource overhead.

Looking ahead, this generative interpolation framework can be further explored in broader varia-
tional quantum algorithms, where quantum-generated parameters play a critical role. If successfully
extended, this method has the potential to drastically reduce the number of measurement shots re-
quired for quantum computing applications, thereby accelerating the overall quantum-classical com-
putational pipeline. By leveraging deep learning techniques for quantum measurement reconstruc-
tion, this approach bridges classical generative modeling with quantum machine learning, offering
a scalable and resource-efficient solution for future quantum-enhanced AI applications.

1IBM Quantum’s computing usage estimation tool. Estimates may vary depending on the
quantum computing provider and architecture. https://docs.quantum.ibm.com/guides/
estimate-job-run-time
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