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Abstract
Stickers are increasingly used in social media to001
express sentiment and intent. When finding typ-002
ing troublesome, people often use a sticker in-003
stead. Despite the significant impact of stickers004
on sentiment analysis and intent recognition, lit-005
tle research has been conducted. To address this006
gap, we propose a new task: Multimodal chat007
Sentiment Analysis and Intent Recognition in-008
volving Stickers (MSAIRS). Additionally, we009
introduce a novel multimodal dataset contain-010
ing Chinese chat records and stickers excerpted011
from several mainstream social media plat-012
forms. Our dataset includes paired data with013
the same text but different stickers, and various014
stickers consisting of the same images with dif-015
ferent texts, allowing us to better understand016
the impact of stickers on chat sentiment and in-017
tent. We also propose an effective multimodal018
joint model, MMSAIR, for our task, which is019
validated on our datasets and indicates that vi-020
sual information of stickers counts. Our dataset021
and code will be publicly available.022

1 Introduction023

With the popularization of social media, increas-024

ing number of users have turned it into signifi-025

cant mediums to express their sentimental trends026

(Gaind et al., 2019) and behavioral intents (Purohit027

et al., 2015). Sentiment analysis aims to determine028

whether the user is positive, negative, or neutral.029

Intent recognition, on the other hand, focuses on030

identifying the intent category. Both of these tasks031

are crucial in the field of Natural Language Under-032

standing (NLU). Most of the time, sentiment and033

intent occur simultaneously, with sentiment driving034

the generation of some intents, and intents in turn035

revealing a certain sentiment (Lewis et al., 2005).036

In chatting applications, social platforms, and037

media comment sections, a plethora of images,038

commonly referred to as stickers, emoticons, emo-039

jis or memes1, can be observed. These images040

1In this paper, we collectively refer to them as "stickers".

那我真是谢谢你嘞  
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Figure 1: A chat record from a social media platform.
Only by combining stickers can we discern the true pes-
simism and complaint the second man wants to express.

serve as a substitute for expressing thoughts that 041

are challenging to convey by text alone, aiding in- 042

dividuals in better expressing sentiment and intent 043

(Ge et al., 2022). However, this field hasn’t been 044

extensively researched due to issues such as text- 045

image misalignment and lack of suitable datasets. 046

Currently, numerous studies have separately in- 047

vestigated multimodal sentiment analysis (Abdul- 048

lah et al., 2021) and intent recognition (Huang 049

et al., 2023). However, a handful have combined 050

these two tasks. Most studies explore the fusion 051

of modalities like real photos and text (Yang et al., 052

2019), video and text (Seo et al., 2022), audio and 053

video with text (Akbari et al., 2021), etc., with 054

limited research focusing on stickers and chat text. 055

In social media, people prefer using stickers to 056

express themselves. Stickers are often more con- 057

venient compared to text, allowing for a vivid and 058
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direct expression of ideas (Rong et al., 2022). As059

shown in Figure 12, the text and sticker send by the060

first man both convey a negative sentiment and an061

intent to apologize, making it easy to comprehend062

his overall message. In contrast, while the text063

send by the second man indicates optimism and064

gratitude, the sticker shows a sense of pessimism065

and resignation, implying that he desires to express066

negativity and complaints. In such situations, when067

it might be difficult to express directly through lan-068

guage, a sticker can easily convey inner feelings.069

Thus, only by considering stickers simultaneously070

can we accurately determine sentiment and intent.071

In addition, it can be seen that sentiment and intent072

are interrelated. Although the context seems to ex-073

press gratitude, it is clear that the intent cannot be074

gratitude after receiving a negative sentiment, so075

it must be a compromise. Similarly, based on the076

intent of compromise, it can be seen that the sen-077

timent is definitely negative. Therefore, sentiment078

and intent need to be handled together. Conse-079

quently, we introduce Multimodal chat Sentiment080

Analysis and Intent Recognition involving Stickers081

(MSAIRS), a completely new task, as well as a082

dataset of the same name to support our research.083

MSAIRS task is challenging because pairing the084

same text with different stickers can yield different085

outcomes. Moreover, stickers are often multimodal086

themselves, containing both image and text3, lead-087

ing to variations when the image remains the same088

but sticker-text differs. Therefore, the task requires089

adept handling of context, stickers, and sticker-090

texts, demanding valid multimodal fusion methods091

(Zhang et al., 2021). To address these challenges,092

we introduce a simple and effective baseline: a joint093

Model for Multimodal Sentiment Analysis and In-094

tent Recognition (MMSAIR). MMSAIR separately095

processes the input context, sticker and sticker-text,096

and utilize multi-head masked attention mecha-097

nisms to integrate these components, ultimately098

enabling combined sentiment analysis and intent099

recognition. Experimental results show that com-100

pared with many unimodal and multimodal models,101

our multimodal model performs better, indicating102

the necessity of simultaneously integrating the vi-103

sual information of stickers.104

The contributions of this paper are as follows:105

• We introduce MSAIRS task and dataset to in-106
2Corresponding English translation is below the dotted

line, as is the case with the other images in this paper.
3For differentiation, we refer to the chat text as "context",

and the text within the stickers as "sticker-text".

vestigate the impact of stickers on multimodal 107

chat sentiment and intent. 108

• We introduce a novel multimodal baseline, 109

MMSAIR, for the joint task of multimodal 110

sentiment analysis and intent recognition. 111

• To the best of our knowledge, we are the first 112

to investigate the joint task of multimodal sen- 113

timent analysis and intent recognition involv- 114

ing stickers. 115

2 Related Work 116

The emergence and rapid dissemination of stick- 117

ers on the internet has given rise to numerous re- 118

lated studies(Shifman, 2013; Tang and Hew, 2019). 119

From a sociological perspective, stickers are de- 120

fined as valuable cultural units and symbols, rep- 121

resenting a distinctive feature of global life in the 122

internet age(Iloh, 2021). 123

The popularity of stickers mainly lies in the fact 124

that they often contain rich metaphorical content, 125

which reflects the users’ sentiments and intents. 126

(French, 2017) examined the sentimental corre- 127

lation between the implicit semantics of stickers 128

and the textual content of social media discussions, 129

while emphasizing the significance of stickers in so- 130

cial media sentiment analysis. (Prakash and Aloy- 131

sius, 2021) employed neural networks for facial 132

recognition in memes containing human portraits, 133

facilitating sentiment analysis of stickers. How- 134

ever, not all stickers incorporate human portraits. 135

(Pranesh and Shekhar, 2020) proposed sentiment 136

analysis of stickers with different styles based on 137

transfer learning. They conducted unimodal and 138

bimodal sentiment analysis on the textual descrip- 139

tions and images within stickers. To delve deeper 140

into the intrinsic sentiments of stickers, several 141

studies have analyzed stickers with specific emo- 142

tion such as hatred and humor. (Lestari, 2019) 143

analyzed the ironic attributes of internet stickers 144

from a linguistic perspective. (Tanaka et al., 2022) 145

constructed a memes humor analysis dataset con- 146

taining 7500 stickers. They contend that the humor 147

attribute of stickers originates from the incongruity 148

between stickers and captions, and they conducted 149

humor analysis of stickers based on this theoretical 150

framework. (Qu et al., 2023) analyzed the implicit 151

hateful emotions within stickers, indicating that the 152

intentions of individuals who post hateful stickers 153

can have adverse real-world consequences. 154
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Figure 2: Annotating process and the annotation results obtained using this process for a sample from our dataset.

In fact, all stickers inherently carry a certain level155

of intent, and sentiments serve to amplify these156

intentions(Saha et al., 2021).To investigate the un-157

derlying intent behind stickers in social media, (Jia158

et al., 2021) introduced a dataset for recognizing159

intent behind social media post images. This task160

aims to recognize the intent behind images posted161

on social media by real individuals. (Xu et al.,162

2022) introduced a large-scale and comprehensive163

sticker dataset, encompassing labels such as sticker164

subjects, metaphors, aggressiveness, and emotions.165

However, current intent recognition of social media166

stickers solely considers unimodal information and167

overlooks the strong correlation between sentiment168

and intent. To address these gaps, we propose a169

multimodal sentiment analysis and intent recogni-170

tion dataset tailored for social media stickers.171

3 MSAIRS Dataset172

3.1 Data Preparation173

To study the sentiment and intent in multimodal174

chat conversations with stickers, we introduce the175

MSAIRS dataset. Referring to the CSMSA dataset176

(Ge et al., 2022), MSAIRS retains the sentiment177

labels while adding multimodal intent labels. Our178

research team manually collect over 5k chat records179

or comments with clear intent and stickers from so-180

cial media platforms such as WeChat, Tik Tok and181

QQ. For each data entry, we ensure that both the182

context and sticker are sent by the same individual183

and apply anonymization procedures to safeguard184

user privacy. For stickers containing text, we utilize185

PaddleOCR (Du et al., 2020) to automatically ex-186

tract the sticker-text and then add it to our dataset.187

3.2 Data Annotation 188

We employ five linguistics professionals, each with 189

rich experience in annotating Chinese datasets. The 190

detailed annotation process and example are shown 191

in Figure 2. Each annotator is required to la- 192

bel five categories. The context_sentiment and 193

sticker_sentiment are the sentiment label separately 194

analyzing the context and sticker, while the multi- 195

modal_sentiment is the overall sentiment analysing 196

both the context and sticker. For intent labels, re- 197

ferring to Mintrec (Zhang et al., 2022), we replace 198

several inappropriate labels with some more com- 199

mon labels on social media, categorizing them into 200

twenty classes as listed in Table 1. In Figure 2, 201

the context might be informing, flaunting or taunt- 202

ing. Only considering the sticker can we clearly 203

know that someone is informing others of the news. 204

This situation creates difficulty in determining spe- 205

cific intent from a single modality, so intent labels 206

are only assigned to the multimodal_intent. The 207

sticker_class label represents the type of sticker, 208

broadly categorized into four classes: real person, 209

real animal, virtual entity (e.g., cartoon), and text- 210

only, for further study on stickers. 211

3.3 Manual and Automatic Review 212

To ensure data accuracy and credibility, each entry 213

is retained only if three or more professionals an- 214

notate all the same labels. Otherwise, the entry is 215

discarded. Then regarding the data where all an- 216

notators do not agree, we engage in discussions to 217

strive for consensus. If consensus can’t be reached, 218

the data is discarded. After manual review, we 219

retain 3.5k pieces with consistent labels. 220

Then we use the GPT4-Vision model to cate- 221

gorize the overall sentiment and intent of the text 222
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Intent Brief description Quantity Proportion
Comfort Relax someone by making them feel at ease. 103 3.30%
Oppose Disagree with or hinder someone or something. 173 5.55%
Greet Meet or welcome someone with a kind wave, smile or word. 106 3.40%
Complain Express discontent or annoyance to someone or something. 278 8.92%
Ask for help Express the need for someone’s help or guidance. 166 5.32%
Taunt Use irony or sarcasm to mock someone. 158 5.07%
Apologize Regret a mistake and request forgiveness. 58 1.86%
Introduce Detailedly describe or recommend someone or something. 199 6.38%
Guess Speculate on the reasons or about the outcome. 106 3.40%
Advise Propose something or suggest doing something. 179 5.74%
Compromise Reluctantly make a concession or acceptance out of necessity. 150 4.81%
Praise Admire or speak highly of someone or something. 181 5.81%
Inform Let someone know about something. 221 7.09%
Flaunt Show off exaggeratedly in order to gain attention. 115 3.69%
Criticize Censure or comment sharply on someone or something. 124 3.98%
Thank Express gratitude for someone’s help or kindness. 73 2.34%
Agree Concur on something or with someone’s viewpoint. 143 4.59%
Leave Get away temporarily possibly to conclude the conversation. 109 3.50%
Query Inquire others in order to find out something. 311 9.97%
Joke Make exaggerated or humorous statements for entertainment. 165 5.29%
Overall Sum of all intent labels. 3118 100%

Table 1: The quantity and proportion of each intent label with its brief description in dataset.

Dataset Size m SA IR
MDID(Kruk et al., 2019) 1299 t,v # !

MIntRec(Zhang et al., 2022) 2224 t,v,a # !

CH-SIMS(Yu et al., 2020) 2281 t,v,a ! #

CSMAS(Ge et al., 2022) 1564 t,i ! #

MSAIRS(ours) 3118 t,i ! !

Table 2: Comparison of several multimodal datasets. m
represents modalities. t,v,a,i represent text, video, audio,
and image, respectively. SA and IR stand for sentiment
analysis and intent recognition.

and sticker. For pieces different from the manual223

annotation, we organize all annotators to discuss224

again and manually modify the labels. We find225

that the sentiment labels are almost entirely correct226

(96.8%), but a small part of intent labels (about227

10%) are difficult for everyone to agree with GPT4,228

so we discard them. Finally after GPT4 review, we229

obtain 3118 pieces of data, the sentiment and intent230

labels of which are very convincing.231

3.4 Data statistics232

MSAIRS comprises 3.1k instances of data contain-233

ing both context and stickers, along with 2.1k dis-234

tinct stickers due to the pairing of the same sticker235

with different contexts. We divide the training set236

and the test set in a 9:1 ratio. In Table 2, we list the237

comparison between MSAIRS and several main-238

stream multimodal sentiment or intent datasets. As239

can be seen, while MSAIRS is larger in scale, it240

is the first dataset to include both sentiment analy-241

Modality Sentiment Quantity Proportion
Positive 728 23.35%

Context Negative 921 29.54%
Neutral 1469 47.11%
Positive 1115 35.76%

Sticker Negative 1166 37.40%
Neutral 837 26.84%
Positive 1083 34.74%

Multimodal Negative 1358 43.55%
Neutral 677 21.71%

Table 3: Statistics on the quantity and proportion of
three sentiment labels in dataset.

sis and intent recognition tasks. The quantity and 242

proportion of multimodal intent labels is shown in 243

Table 1, which closely aligns with the actual pro- 244

portions found on social media. Table 3 presents 245

the distribution of sentiment labels. We find that 246

there are many samples where the sentiment labels 247

obtained from different modalities are not consis- 248

tent, which is demonstrated specifically in Figure 249

3. This indicates that relying solely on the con- 250

text or sticker may not accurately determine the 251

overall sentiment, emphasizing the importance of 252

multimodal holistic analysis. 253

Our dataset also includes 70 instances where the 254

same context paired with different stickers results 255

in varying sentiment and intent labels, which is de- 256

scribed in detail in Section 3.5. This illustrates the 257

indispensable role of stickers in sentiment analysis 258

and intent recognition on social media, underscor- 259

ing the necessity of our research. 260
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3.5 Illustrative example261

Including the study of stickers can significantly262

contribute to the research on chat sentiment and263

intent. Figure 4 shows a set of examples extracted264

from our dataset. The context “School is about to265

start in a few days" conveys a neutral sentiment266

with several possible intent labels such as inform267

and complain, making it difficult to judge. The first268

sticker which expresses a neutral sentiment aims269

to inform others urgently. The rabbit in the sec-270

ond sticker depicts a joyful expression, signifying271

a positive sentiment and approval of the start of the272

school. Despite the visual similarity between the273

second and third sticker, the sticker-text “Damn!274

Laugh angrily!" reveals strong resistance and com-275

plaint about the start of school, forcing a smile276

negatively. From this, it can be seen that different277

stickers and sticker-texts can lead to completely278

different sentiments and intents.279

Through specific examples, it can be observed280

that in order to recognize sentiment and intent in281

social media conversations, context, stickers, and282

sticker-text must be considered holistically. This283

further demonstrates the challenge and necessity of284

our task and dataset.285

4 Model286

4.1 Task Description287

The objective of our baseline model MMSAIR is to288

predict both the multimodal sentiment label ys and289

the multimodal intent label yi with given context290

Xt = (x1, x2, . . . , xm), sticker Iimg and sticker-291

text St = (s1, s2, . . . , sn). Here, xi represents the292

i-th word in the context and si represents the i-th293

Damn！
Laugh angrily!

Neutral
Inform

Context

Stickers

Sentiment
Intent

sticker-text
Urgent

message
Eagerly

anticipating

+

Positive
Agree

Negative
Complain

School is about to start in a few days

还有几天就要开学了

Figure 4: Examples from MSAIRS. It illustrates how
the same context, accompanied by different stickers or
sticker-texts, can convey entirely distinct sentiment and
intent.

word in the sticker-text. m and n refer to the length 294

of context and sticker-text respectively. 295

4.2 Encoding Layer 296

Text Encoder. BERT (Devlin et al., 2018) is a 297

pre-trained natural language processing model that 298

employs a masked language modeling training ap- 299

proach. In our study, we utilize two distinct, non- 300

shared parameter BERT models to independently 301

encode context and sticker-text. For classification 302

tasks, we extract the hidden layer information of 303

the first special token [CLS] in each sequence to 304

serve as the representation for the entire sequence: 305

EX = BERT (Xt), ES = BERT (St). (1) 306

Image Encoder. CLIP (Radford et al., 2021)is a 307

multimodal pretraining model that establishes ro- 308

bust connections between images and text. We use 309

CLIP as a image encoder to capture intrinsic image 310

representations and reduce the disparity between 311

text and images. To facilitate subsequent multi- 312

modal fusion, we further utilize Convolutional Neu- 313

ral Networks (CNN) for dimensionality reduction, 314

ultimately obtaining the image representation EI : 315

EI = Conv1d(CLIP (Iimg)) (2) 316

4.3 Multimodal Fusion Layer 317

First, in order to have a more comprehensive under- 318

standing of stickers, sticker and sticker-text should 319

be input into the model as a whole. We initially 320

concatenate the embeddings EI extracted from the 321

sticker images and the embeddings ES from the 322

sticker-texts, resulting in the composite embedding 323

EI,S : 324

EI,S = Concat(EI , ES) (3) 325
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Figure 5: Abstract view of the multimodal baseline model MMSAIR.

Subsequently, to analyze the combined sentiment326

of the context and sticker, we input the composite327

embedding EI,S along with the context representa-328

tions EX into a multi-head attention (Vaswani et al.,329

2023) module for fusion, yielding the output Os330

which will serve as a sentiment representation vec-331

tor for sentiment classification in prediction layer:332

Os = MultiHead(EX , EI,S , EI,S) (4)333

For intent labels, we find that intent differs from334

sentiments, as intent involves deeper semantic rep-335

resentations and certain intents exhibit distinct sen-336

timental aspects. Therefore, in the second step, we337

input the shallow semantic embeddings Os along338

with the text embeddings EX into a multi-head at-339

tention module, resulting in the output Oi which340

will serve as an intent representation vector for341

intent classification in prediction layer:342

Oi = MultiHead(Os, EX , EX) (5)343

4.4 Prediction Layer344

We predict the sentiment label using the output345

Os obtained from the representation fusion layer.346

Initially, Os is fed into a sentiment classifier com-347

posed of linear layers, followed by a softmax func-348

tion for probability prediction. FFN stands for feed-349

forward neural network:350

P (ys|Iimg, Xt, St) = softmax(FFN(Os))
(6)351

Likewise, we pass Oi through an intent classifier352

and employ the softmax function for probability353

prediction: 354

P (yi|Iimg, Xt, St) = softmax(FFN(Oi)) (7) 355

Our loss function consists of two components. L1 356

corresponds to the loss function for multimodal 357

sentiment classification, while L2 represents the 358

loss function for multimodal intent classification: 359

L1 = − 1

|D|
∑
|D|

logP (ys|Iimg, Xt, St) (8) 360

361

L2 = − 1

|D|
∑
|D|

logP (yi|Iimg, Xt, St) (9) 362

363
L = αL1 + βL2 (10) 364

where |D| denotes all samples in the dataset. α and 365

β are hyperparameters controlling the task weights. 366

In our experiment both are set to 1, indicating 367

that sentiment analysis and intent recognition are 368

equally important. 369

5 Experiment 370

5.1 Experimental Setups 371

We compare our model with several popular uni- 372

modal and multimodal models. We use BERT (De- 373

vlin et al., 2018), ALBERT (Lan et al., 2019), and 374

RoBERTa (Liu et al., 2019) as context-only base- 375

lines, using the context as input. For the image-only 376

models, we utilize ViT (Dosovitskiy et al., 2020), 377

CLIP (Radford et al., 2021), and ResNet50 (He 378

et al., 2016) as baselines, taking stickers as input. 379

We set the size of ViT to 768 and use the ViT-based 380
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Models Sentiment-Acc. Sentiment-F1 Intent-Acc. Intent-F1
BERT 65.05 64.48 61.94 61.84

Context-only ALBERT 60.55 60.00 44.98 44.48
RoBERTa 66.78 66.55 65.74 65.40
ViT 51.21 51.15 15.57 16.09

Image-only Clip 58.13 57.59 21.11 20.11
ResNet50 42.56 38.97 12.80 11.03

Multimodal

mBERT 68.86 71.89 65.05 58.40
EF-CAPTrBERT 62.28 56.33 49.48 45.09
PMF 65.95 62.27 52.60 47.01
MMSAIR(ours) 69.90 69.43 69.82 69.82

Ablation Study

w/o C_F 63.67 63.91 10.73 7.36
w/o S_F 68.51 68.39 67.13 67.01
w/o ST_F 68.86 68.51 69.89 69.77
w/o S_F&ST_F (Context-only) 38.41 31.03 68.51 68.39
w/o C_F&ST_F (Image-only) 59.17 58.16 9.69 6.67

Table 4: Overall experimental results comparison. Acc. represents accuracy. F1 represents the weighted F1 score.
The w/o represents without. C_F represents context features. S_F represents sticker image features, and ST_F
represents sticker-text features.

Task Sentiment Intent
Acc. F1 Acc. F1

SA 67.47 66.67 - -
IR - - 68.17 67.93
MSAIRS 69.90 69.43 69.82 69.82

Table 5: Comparison of experimental results for Indi-
vidual Sentiment Analysis, Intent Recognition Tasks,
and the Joint Task of Both.

image encoder from CLIP. The same linear layer381

and classifier are added to unimodal models to ob-382

tain classification results. We choose mBERT (Yu383

and Jiang, 2019), EF-CAPTrBERT (Khan and Fu,384

2021), and PMF (Li et al., 2023) as multimodal385

comparison models.386

All models are trained on a NVIDIA387

GTX3090Ti for 200 epochs with the same388

parameters. We use the Adam (Kingma and Ba,389

2014) optimizer, with a learning rate of 1e-5,390

weight decay of 1e-5, a training set batch size of391

16, and a validation set batch size of 2.392

5.2 Overall Results393

Table 4 shows the experimental results of sen-394

timent analysis and intent recognition on our395

MSAIRS dataset.396

For context-only models, since they only con-397

sider the context, they could lead to one-sided re-398

sults and insufficient performance. However, text399

information is relatively direct and easy to under-400

stand, and in many cases it can approach the final401

result, so the performance is not poor. For image-402

only models, not considering the sentimental and403

intentional tendencies of the text and only process-404

ing images which are abstract especially stickers, 405

has led to poor performance, far lower than both 406

multimodal and context-only models. Results of 407

unimodal models show that the context contains 408

richer sentiment and intent information compared 409

to images. Especially for intent recognition tasks, 410

it primarily relies on the context; solely relying on 411

images can hardly make predictions. The impor- 412

tance of textual information further underscores the 413

necessity to extract and process the sticker-text. 414

The performance of multimodal models is not 415

bad. Among them, MMSAIR performs best in two 416

joint tasks, which benefits from its proper handling 417

of text and stickers and appropriate fusion. In the 418

task of sentiment analysis, mBERT’s performance 419

is on par with MMSAIR, but its performance in 420

intent recognition is still much lower compared 421

to MMSAIR. This also shows that the MMSAIR 422

model is simple but very effective, making it a 423

strong multimodal baseline for MSAIRS dataset. 424

5.3 Multimodal Impact 425

As shown in Table 4, without the context, our 426

model’s performance in intent recognition de- 427

creases significantly. This indicates that context 428

contains richer information about the intent, and 429

considering only stickers is not sufficient for effec- 430

tively recognizing the intent. When the image fea- 431

tures or sticker-texts are removed, the result slightly 432

decreases. It can be seen that both the images and 433

sticker-texts can enhance predictive performance, 434

which are indispensable for achieving the best re- 435

sults. Last two rows show the results of our mul- 436

timodal model processing unimodal information 437

when one modality is empty. In the absence of 438
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So what if the body is fat?

RoBERTa
Positive  

Oppose

单身怎么了？一个人就一个人

I don't shed tears,
holding back my feelings.

Neutral
Query

Clip
Neutral

Query

Negative

Complain

MMSAIR
Negative

Taunt

Negative

Compromise

Ground TruthNegative
Taunt

Negative
Compromise

Context

Sticker

Sticker-Text

RoBERTa

Clip

MMSAIR

Ground Truth

才230斤，你还不胖哈哈哈继续吃
Only 230 pounds, you're not fat.

Keep eating hahaha.

体型胖怎么了

What's wrong with being single?
Being alone is fine.

我不落泪 忍住感觉

Figure 6: The results obtained by running typical examples in our dataset using different models.

S_F and ST_F, while our performance in intent439

recognition is good, the performance of sentiment440

analysis is quite poor, indicating that stickers play441

a significant role in expressing sentiments, some-442

times even overshadowing the text. When C_F and443

ST_F are empty, corresponding to the second part444

of image-only models, our model’s performance445

in sentiment analysis has improved a lot. Similar446

to other image-only models, the results in intent447

recognition is terrible, showing that images alone448

don’t support intent recognition.449

The results indicate that for the MSAIRS task,450

the three types of features, i.e., context, sticker, and451

sticker-text, are all necessary. Despite the challeng-452

ing task, our model performs exceptionally well453

in handling multimodal information while also ca-454

pable of handling unimodal data, demonstrating455

strong robustness.456

5.4 Subtask Influence457

Sentiment analysis and intent recognition tasks also458

influence each other. As shown in Table 5, the ex-459

perimental results of each task alone on our dataset460

are poorer than those of the joint task proposed by461

MSAIRS. This indicates that the determination of462

sentiment has an important impact on recognizing463

specific intents and intents can also reflect senti-464

ments, and it also demonstrates the effectiveness465

of performing the two tasks jointly, suggesting that466

the MSAIRS task is valuable.467

6 Case Study468

In Figure 6, we show two typical examples from469

our dataset and their experimental results on the470

best context-only RoBERTa model, the best image-471

only Clip model, and our MMSAIR model.472

In the first example, the context-only model fo-473

cuses on the text of “you’re not fat" and “hahaha",474

providing an opposite intent and positive sentiment.475

The image-only model only processes the sticker, 476

where the character appears indifferent, and there 477

is sticker-text “so what?", so it concluded with neu- 478

tral and querying. MMSAIR combines the context 479

and sticker, seeing that although the text says “not 480

fat", in reality, the “hahaha" is actually making fun 481

of the other person. The sticker also conveys the 482

irony, so it should be negative and taunting. In the 483

second example, due to the context being a general 484

question, the context-only model judges this as a 485

neutral query. The cartoon character in the sticker 486

is crying and has the text “shed tears", so the image- 487

only model believes this is a negative complaint. 488

However, by combining the context and sticker, it 489

is found that the speaker actually expresses help- 490

lessness about being single in the context, using 491

the sticker’s crying to express negative sentiment. 492

Therefore, the conclusion of MMSAIR is nega- 493

tive and compromising, same as the Ground Truth. 494

Even the best unimodal models find it difficult to 495

correctly predict the sentiment and intent of chat 496

records with sticker on social media. However, 497

MMSAIR is able to judge the overall sentiment 498

and intent even for more difficult examples in the 499

experiment, indicating its effectiveness. 500

7 Conclusion 501

We study the impact of stickers in social media on 502

sentiment analysis and intent recognition. We pro- 503

pose MSAIRS task, a manually annotated dataset 504

along with thorough review, and a multimodal base- 505

line MMSAIR. The low performance of other mod- 506

els further proves the challenge of our task and 507

dataset, demonstrating the necessity to integrate 508

visual information from stickers. In the future, it is 509

worth exploring how to better fusion these multi- 510

modal information to better solve this task or add 511

new useful modalities. 512
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Limitations513

The chat records and stickers used in this paper are514

all sourced from Chinese social media platforms.515

A small portion of the data may exhibit differences516

in understanding and expression due to disparities517

in Chinese and Western cultures.518
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