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Abstract

Multilingual knowledge editing (MKE) aims001
to simultaneously revise factual knowledge002
across multilingual languages within large lan-003
guage models (LLMs). However, most exist-004
ing MKE methods just adapt existing mono-005
lingual editing methods to multilingual scenar-006
ios, overlooking the deep semantic connections007
of the same factual knowledge between dif-008
ferent languages, thereby limiting edit perfor-009
mance. To address this issue, we first inves-010
tigate how LLMs represent multilingual fac-011
tual knowledge and discover that the same fac-012
tual knowledge in different languages generally013
activates a shared set of neurons, which we014
call language-agnostic factual neurons. These015
neurons represent the semantic connections be-016
tween multilingual knowledge and are mainly017
located in certain layers. Inspired by this find-018
ing, we propose a new MKE method by locat-019
ing and modifying Language-Agnostic Factual020
Neurons (LAFN) to simultaneously edit multi-021
lingual knowledge. Specifically, we first gener-022
ate a set of paraphrases for each multilingual023
knowledge to be edited to precisely locate the024
corresponding language-agnostic factual neu-025
rons. Then we optimize the update values for026
modifying these located neurons to achieve si-027
multaneous modification of the same factual028
knowledge in multiple languages. Experimen-029
tal results on Bi-ZsRE and MzsRE benchmarks030
demonstrate that our method outperforms ex-031
isting MKE methods and achieves remarkable032
edit performance, indicating the importance of033
considering the semantic connections among034
multilingual knowledge.035

1 Introduction036

Multilingual knowledge editing (MKE) (Wang037

et al., 2023b) aims to simultaneously rectify factual038

knowledge across multilingual languages within039

large language models (LLMs) without resource-040

intensive retraining. This process presents more041

challenges compared to knowledge editing (KE) in042

Figure 1: After MKE, the edited LLMs can correctly
answer the question in all languages.

the monolingual scenario (Wang et al., 2023a; Beni- 043

wal et al., 2024) since the edited knowledge should 044

be consistent across multiple languages (refer to 045

Figure 1). 046

Recently, numerous monolingual KE methods 047

have been proposed and exhibit strong edit perfor- 048

mance (Mitchell et al., 2022; Meng et al., 2022, 049

2023; Yao et al., 2023; Li et al., 2024). Based on 050

these advancements, a few MKE methods try to 051

adapt existing monolingual KE methods to MKE 052

scenarios (Xu et al., 2023; Wang et al., 2023b), but 053

overlook the inner connections between multilin- 054

gual knowledge. For example, LiME (Xu et al., 055

2023) adapts the monolingual meta-learning edit 056

methods (De Cao et al., 2021; Mitchell et al., 2022) 057

by training language-anisotropic hyper-networks. 058

And ReMaKE (Wang et al., 2023b) directly em- 059

ploys retrieval-augmented generation with multi- 060

lingual knowledge as context to achieve MKE. Be- 061

sides the above methods, some powerful monolin- 062

gual KE methods, such as ROME (Meng et al., 063

2022), MEMIT (Meng et al., 2023), and PMET 064

(Li et al., 2024), ignore the shared editing regions 065

when adapted to MKE and thus bring conflicts, lim- 066

iting edit performance. In a nutshell, existing MKE 067
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methods neglect the deep semantic correlations be-068

tween the same knowledge in different languages,069

leading to limited improvement.070

To address this problem, we first investigate071

how LLMs represent the same multilingual fac-072

tual knowledge. We discover that the same fac-073

tual knowledge in different languages usually acti-074

vates a shared set of neurons in feed-forward net-075

works (FFNs), which we call language-agnostic076

factual neurons. These neurons represent the se-077

mantic correlations among the same multilingual078

factual knowledge and are located in certain lay-079

ers. Inspired by this finding, we propose a new080

MKE method by locating and modifying Language-081

Agnostic Factual Neurons (LAFN) to edit multi-082

lingual knowledge simultaneously. Specifically,083

we generate a set of paraphrases for each multilin-084

gual knowledge to be edited to precisely locate the085

corresponding language-agnostic factual neurons.086

Then we optimize the update values for modify-087

ing these located neurons to achieve simultaneous088

modification of the same multilingual knowledge.089

Additionally, to avoid the degradation of the edited090

model’s general abilities due to directly modify-091

ing model parameters (Gu et al., 2024), we do not092

update the model parameters but store the update093

values of the edited neurons in the cache. When the094

edited subject appears in the user query, the relative095

update values will be retrieved and used for model096

inference.097

To evaluate the effectiveness of our method, we098

conduct experiments on two multilingual bench-099

marks, Bi-ZsRE (Wang et al., 2023a) and MzsRE100

(Wang et al., 2023b). Experimental results demon-101

strate that our method outperforms existing MKE102

methods in terms of Reliability, Generality, and Lo-103

cality, indicating the importance of considering the104

inner semantic connections between multilingual105

knowledge.106

In summary, the major contributions of this pa-107

per are as follows1:108

• We propose a new MKE method by locating109

and modifying language-agnostic factual neu-110

rons that represent the deep semantic connec-111

tions between multilingual knowledge.112

• Experimental results on Bi-ZsRE and MzsRE113

benchmarks demonstrate that our method114

achieves outstanding edit performance, indi-115

cating the effectiveness of our method.116

1The code will be released after acceptance.

• We discover that the language-agnostic fac- 117

tual neurons in the middle layers are crucial 118

for achieving MKE, shedding light on com- 119

prehension of the multilingual capabilities of 120

LLMs. 121

2 Methodology 122

In this section, we first give the definition of MKE 123

(§2.1). Then we investigate how LLMs handle 124

factual knowledge of different languages by identi- 125

fying and analyzing the associated neurons (§2.2). 126

Subsequently, we introduce our method LAFN for 127

multilingual knowledge editing (§2.3). 128

2.1 Task Definition 129

MKE aims to simultaneously update multilingual 130

knowledge with new information while preserv- 131

ing previous accurate knowledge within the model. 132

Formally, we denote the original model as Fθ and 133

the multilingual group of an edit descriptor (xe, ye) 134

as G={ℓ ∈ L|(xeℓ , yeℓ )}, where xeℓ is the question 135

for the knowledge to be edited in language ℓ and 136

usually contains a subject and a relation, and yeℓ is 137

the new answer of xeℓ . On this basis, MKE will lead 138

to a model F ′
θ to correctly answer the edited ques- 139

tion xeℓ in each language ℓ and meanwhile maintain 140

the original prediction on other unedited questions: 141

∀ℓ ∈ L,F ′
θ(xℓ)=

{
yeℓ , xℓ ∈ I(xeℓ),
Fθ(xℓ), xℓ /∈ I(xeℓ),

(1) 142

where I(xeℓ) denotes a broad set of inputs with the 143

same semantics as xeℓ (Wang et al., 2023a). 144

2.2 Language-Agnostic Factual Neurons 145

Existing research has proven that knowledge neu- 146

rons within FFNs store language-specific knowl- 147

edge (Tang et al., 2024) and language-independent 148

knowledge (Chen et al., 2023). And manipulat- 149

ing the values of these neurons has the potential 150

to change the model’s behaviors, e.g., changing 151

the language-specific neurons can influence the lan- 152

guage of the model’s output (Tang et al., 2024). 153

Inspired by these findings, we first identify neurons 154

associated with multilingual factual knowledge in 155

two multilingual LLMs. Specifically, we separately 156

identify the factual neurons for each language and 157

then take the intersection of neurons for multiple 158

languages as the language-agnostic factual neu- 159

rons. 160
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Identifying Language-Agnostic Factual Neu-161

rons. For most current LLMs (e.g., LLaMA2162

(Touvron et al., 2023), Qwen (Bai et al., 2023),163

and Gemma (Team et al., 2024)), the calculation164

process of the i-th FFN layer can be formally de-165

scribed as:166

hi = (act_fn(h̃iW i
1)⊗ h̃iW i

2) ·W i
3, (2)167

where h̃i/hi are the output hidden states of the i-168

th attention/FFN layer, act_fn(·) is the activation169

function, and W i
1, W i

2, W i
3 are the gate_proj,170

up_proj, down_proj matrix, respectively. In this171

process, knowledge neurons usually refer to the ac-172

tivations calculated by the activation function after173

the first matrix of FFNs, e.g., act_fn(h̃iW i
1). Then174

we define that the j-th neuron in the i-th FFN layer175

is activated when act_fn(h̃iW i
1)j > 0 following176

the previous work (Tang et al., 2024).177

For the factual neurons of language ℓ, we use178

a factual corpus Cℓ in language ℓ to track the ac-179

tivation of neurons in each FFN layer during the180

forward propagation. Subsequently, we identify181

and select the neurons that are activated most fre-182

quently to form the final neuron set. For instance,183

the set of factual neurons in the i-th FFN layer Di
ℓ184

can be identified using Cℓ as follows:185

N i=
{
ni
j |ni

j=
∑
c∈Cℓ

1(act_fn(h̃icW
i
1)j>0)

}
, (3)186

187

Di
ℓ={j |

ni
j

max(N i)
>β}, (4)188

where h̃ic contains h̃i at each token position in sen-189

tence c, 1(act_fn(h̃icW
i
1)j > 0) equals to 1 when190

act_fn(h̃icW
i
1)j > 0 otherwise 0, ni

j is the total ac-191

tivation counts of the j-th neuron in the i-th FFN192

layer, N i is the set of activation counts of all neu-193

rons in i-th FFN layer when processing Cℓ, and β194

is the threshold to control the amount of Di
ℓ. Af-195

ter obtaining the sets of factual neurons for each196

language in L, we calculate the intersection of all197

these sets in the i-th FFN layer to extract the shared198

knowledge among all languages as follows:199

Di = Di
ℓ1 ∩Di

ℓ2 ∩ · · · ∩Di
ℓL
, (5)200

where we call Di as the language-agnostic factual201

neurons in the i-th layer, implying the semantic202

connections of multilingual knowledge.203

Experiments. We conduct analysis on PARAREL204

(Elazar et al., 2021), which contains factual knowl-205

edge with 34 relations in English. Here, we identify206

Figure 2: The identified neuron numbers in each layer
of Qwen1.5-7b and LLaMA2-7b. “xxx-en” and “xxx-
zh” represent the English and Chinese factual neurons
respectively. “xxx-inter” refers to the language-agnostic
factual neurons shared by English and Chinese.

the language-agnostic factual knowledge between 207

English (en) and Chinese (zh). Firstly, we ran- 208

domly choose 3000 sentences in each relation from 209

PARAREL to build the factual corpus Cen (around 210

100k), and then utilize the Google Translate API 211

to translate Cen to Czh. We select two public multi- 212

lingual LLMs: LLaMA2-7b (Touvron et al., 2023) 213

and Qwen1.5-7b (Bai et al., 2023). The layer num- 214

bers of the two models are both 32. The threshold 215

β in Eq.(4) is set to 0.8. According to Eq.(4) and 216

Eq.(5), we count the language-agnostic factual neu- 217

rons in each layer for the two LLMs. 218

Results. We plot the identified neuron numbers 219

in each layer of the two models in Figure 2, in- 220

cluding the factual neurons of each language and 221

the language-agnostic factual neurons. It shows 222

that the changes of the neuron numbers for the two 223

models exhibit similar trends, with a greater pres- 224

ence of language-agnostic knowledge neurons in 225

the middle layers and the last layer (refer to the 226

green and red lines in Figure 2). The difference 227

is that LLaMA2-7b peaks in quantity at the 10th 228

layer, while Qwen1.5-7b reaches its peak at the 229

14th layer. And Qwen1.5-7b has more language- 230

agnostic factual neurons than LLaMA2-7b. In con- 231

clusion, the experimental results prove the exis- 232

tence of language-agnostic factual neurons, which 233

represent the deep semantic connections between 234

the same factual knowledge in different languages 235

and are mainly located in certain layers. Based 236

on this finding, we design a method by locating 237

and modifying language-agnostic factual neurons 238

to edit multilingual knowledge simultaneously. 239

2.3 LAFN 240

Figure 3 shows the architecture of our method. We 241

first locate the language-agnostic factual neurons 242
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Figure 3: The architecture of LAFN. Given the multilingual knowledge to be edited (including the aligned
multilingual subject set SG), we first locate the corresponding language-agnostic neurons DG. Then the update
values ∆VDG

is optimized for modifying DG, and {SG : ∆VDG
} is stored in cache. When the subject of the user

query is matched in the cache, the relative ∆VDG
is used for model inference.

for each group of multilingual edit descriptors, and243

then we optimize the update values to modify these244

neurons and store them in the cache. During the245

inference stage, when the subject of the user query246

is matched in the cache, the relative update values247

are utilized for model inference.248

During the locating stage, given the multilingual249

group G of an edit descriptor (xe, ye) (G= {ℓ ∈250

L|(xeℓ , yeℓ )}), we first locate the factual neurons Di
ℓ251

in i-th layer for (xeℓ , y
e
ℓ ) in language ℓ according to252

Eq.(3) and Eq.(4). Specifically, to more precisely253

locate the neurons that are semantically related to254

xeℓ , we use an LLM to generate several paraphrases255

for xeℓ to build its paraphrase set as the factual cor-256

pus Cℓ in Eq.(3). After obtaining Di
ℓ in each lan-257

guage ℓ, we calculate the language-agnostic factual258

neuron set Di
G of G in i-th layer following Eq.(5).259

During the editing stage, given one multilingual260

edit description group G and its located language-261

agnostic factual neuron set DG, we aim to modify262

the values of DG to edit knowledge in G simulta-263

neously. Following the settings of MEMIT (Meng264

et al., 2023) and PMET (Li et al., 2024), we modify265

the values VDG
of DG at the last token position266

of the subject in the question xeℓ . As for subjects,267

we obtain the corresponding aligned multilingual268

subject set SG from G (refer to SG in Figure 3).269

Then we will optimize the update values ∆VDG
for270

adding to VDG
to achieve MKE. That is, the model271

should generate the corresponding new answer yeℓ272

by adding the ∆VDG
: 273

F(θ,VDG
+∆VDG

)(x
e
ℓ) = yeℓ (6) 274

To this end, we calculate the Ltarget to optimize 275

∆VDG
: 276

Ltarget=
1

|L|M
∑
ℓ∈L

M∑
m=1

−logPF ′
θ
(yeℓ | pmℓ +xeℓ),

(7) 277

where ℓ ∈ L, F ′
θ = F(θ,VDG

+∆VDG
), and pmℓ rep- 278

resents a randomly generated prefix to improve 279

generalization (Meng et al., 2023) on I(xeℓ), and 280

M is the total number of prefixes. 281

Additionally, to ensure that the knowledge under 282

the other relations of SG is not affected, we also use 283

Lkl to optimize ∆VDG
similar to MEMIT (Meng 284

et al., 2023) and PMET (Li et al., 2024): 285

Lkl=
1

|L|
∑
ℓ∈L

KL
[
PFθ

(y | qℓ) ||PF ′
θ
(y | qℓ)

]
,

(8) 286

where qℓ has the format of “{sℓ} is a” in language ℓ, 287

sℓ is the subject in xeℓ and sℓ ∈ SG, and KL[· || ·] 288

is the Kullback-Leibler divergence (Kullback and 289

Leibler, 1951). 290

In the end, the overall optimized objective LMKE 291

consists of the above two loss functions: 292

LMKE = λ1Ltarget + λ2Lkl, (9) 293

where λ1 and λ2 are hyperparameters to control the 294

weight of two loss functions. 295
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After obtaining ∆VDG
, we store {SG : ∆VDG

}296

in the cache to avoid directly modifying the model297

parameters. When the subject sℓ of the current298

query xℓ is matched2 in SG, we retrieve the corre-299

sponding ∆VDG
for model inference as follows:300

F ′
θ(xℓ)=

{
F(θ,VDG

+∆VDG
)(xℓ), sℓ∈SG.

Fθ(xℓ), sℓ /∈SG.
(10)301

3 Experiments302

3.1 Experimental Settings303

Datasets and Metrics. We conduct our experi-304

ments on Bi-ZsRE (Wang et al., 2023a) and MzsRE305

(Wang et al., 2023b). Bi-ZsRE covers English306

(en) and Chinese (zh) languages, and each lan-307

guage contains 10000/3000/1037 samples for the308

train/dev/test set. MzsRE covers 12 languages: En-309

glish (en), Chinese (zh), Czech (cz), German (de),310

Dutch (nl), Spanish (es), French (fr), Portuguese311

(pt), Russian (ru), Thai (th), Turkish (tr), and312

Vietnamese (vi). And each language consists of313

10000/743 examples for the train/test set. Follow-314

ing Wang et al. (2023a), we calculate the F1 value315

of Reliability, Generality, Locality, and Portability316

as our evaluation metrics.317

Backbones. In our experiments, we select two318

strong multilingual models LLaMA2-7b (Touvron319

et al., 2023) and Qwen1.5-7b (Bai et al., 2023)320

as backbones to conduct MKE. LLaMA2-7b is a321

widely used backbone known for its excellent uni-322

versal capabilities. Qwen1.5-7b exhibits a strong323

foundational capability and demonstrates superior324

performance specifically in Chinese3.325

Implementation Details. When locating neurons326

in §2.3, we utilize the Qwen1.5-14b-Chat4 model327

to generate 30 paraphrases for xeℓ . The detailed328

instruction is listed in Appendix A. The threshold β329

in Eq.(4) is set to 0.1. The length of each randomly330

generated prefix pmℓ in Eq.(7) is set to 5, and the331

total amount M of prefixes for each language is332

set to 4. Additionally, λ1 is set to 1, and λ2 is set333

to 0.0625. We use the Adam optimizer (Kingma334

and Ba, 2017) with a learning rate of 5e-1 during335

training. For layers to be modified, we set (10, 11,336

12) for LLaMA2-7b and (14, 15, 16) for Qwen1.5-337

7b, respectively.338

2Here, we use the exact-match method.
3https://qwenlm.github.io/zh/blog/qwen1.5/
4https://huggingface.co/Qwen/Qwen1.5-14B-Chat

3.2 Contrast Methods 339

Fune-tuning Method. We directly use LoRA (Hu 340

et al., 2021) to conduct parameter-efficient tuning 341

for the original model, namely LoRA-FT. 342

MKE Method5. ReMaKE (Wang et al., 2023b) 343

retrieves related knowledge from a multilingual 344

knowledge base as the context to instruct the model. 345

Here, for the language to be tested, we separately 346

retrieve one question with the answer from each 347

other language as the context. 348

Adaptations of KE methods. We mainly adapt 349

some Locate-then-Edit methods to MKE. For ex- 350

ample, ROME (Meng et al., 2022) modifies the 351

output matrix of one FFN layer located following 352

causal tracing analysis. MEMIT (Meng et al., 2023) 353

updates the output matrix of multiple layers simul- 354

taneously for supporting batch editing. PMET (Li 355

et al., 2024) conducts more precise editing based on 356

MEMIT. We extend ROME, MEMIT, and PMET to 357

M-ROME, M-MEMIT, and M-PMET to edit mul- 358

tilingual knowledge simultaneously. Specifically, 359

since the knowledge to be edited of different lan- 360

guages corresponds to different answers, we train 361

the new value for updating FFNs separately for 362

each language. And we estimate the previously 363

memorized keys of FFNs for each language. 364

3.3 Experimental Results 365

Results on Bi-ZsRE. Table 1 shows the results on 366

Bi-ZsRE using LLaMA2-7b and Qwen1.5-7b as 367

backbones. From the “avg” column, the average re- 368

sults of all metrics demonstrate that our method out- 369

performs other baselines significantly, indicating 370

the importance of considering the deep semantic 371

connections between multilingual knowledge. In 372

terms of Reliability and Generality, our method ex- 373

ceeds other methods to a large extent. This superi- 374

ority indicates that updating the language-agnostic 375

factual neurons can edit the multilingual knowledge 376

(needs to be edited) more effectively and general- 377

ize better on the equivalent questions that have the 378

same semantics as the edited questions. LoRA-FT 379

and ReMaKe perform poorly, while M-ROME, M- 380

MEMIT, and M-PMET perform moderately among 381

all methods. Specifically, M-ROME is less effec- 382

tive than M-MEMIT and M-PMET because it only 383

updates a single layer. M-MEMIT and M-PMET 384

have similar performances but are both inferior to 385

5The code of MPN is not open-source, and LiME is based
on mBERT without exploring the generation task, so we do
not compare these two methods.

5
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Test on en Test on zh
Methods Reliability Generality Locality Portability Reliability Generality Locality Portability avg

LLaMA2-7b (Edit on en & zh)
LoRA-FT 21.90 21.15 81.90 27.07 15.30 15.43 75.02 13.05 33.85
ReMaKe 32.90 33.78 100.00 28.35 31.78 31.66 99.94 15.77 46.77
M-ROME 69.48 64.42 96.19 26.27 37.94 35.61 91.41 10.38 53.96
M-MEMIT 84.73 74.13 98.70 28.65 41.58 38.18 97.63 11.38 59.37
M-PMET 85.40 77.02 98.31 29.30 41.25 37.80 97.60 10.88 59.70
LAFN (Ours) 98.66 93.80 100.00 30.93 56.22 53.42 100.00 12.72 68.22

Qwen1.5-7b (Edit on en & zh)
LoRA-FT 20.31 20.50 84.04 24.91 32.95 32.59 88.38 33.53 42.15
ReMaKe 46.20 46.41 100.00 29.79 66.04 67.07 100.00 43.98 62.44
M-ROME 88.37 77.05 95.66 31.02 93.68 86.01 95.36 37.99 75.64
M-MEMIT 94.36 88.27 95.72 31.13 96.80 92.96 96.63 37.03 79.11
M-PMET 95.59 88.46 95.39 30.66 96.66 93.37 96.12 37.97 79.28
LAFN (Ours) 99.27 94.13 100.00 28.20 99.86 95.08 100.00 36.16 81.59

Table 1: The F1 results on Bi-ZsRE using LLaMA2-7b and Qwen1.5-7b as backbones. Results highlighted in bold
represent the best results. “avg” denotes the average value of all metrics in both two languages.

our method, demonstrating that the simple adapta-386

tions of these methods to MKE are less effective.387

As for Locality, both our method and REMAKE388

achieve the “100.00” value since the two methods389

do not modify the parameters of the original model390

during the editing process, not influencing previ-391

ously learned knowledge. While the other methods392

modify the model parameters and result in lower393

Locality scores. Among them, LoRA-FT dramati-394

cally modifies the model, scoring the lowest.395

Portability, as a more difficult metric, measures396

whether the edited model can reason based on the397

edited knowledge via a portability question (Yao398

et al., 2023). The corresponding results show that399

all methods underperform on this metric. Our400

method achieves the best result on the English test401

set when editing LLaMA2-7b, and M-MEMIT per-402

forms best on the English test set when editing403

Qwen1.5-7b. ReMaKe achieves the best results404

on the Chinese test set since the longer context405

improves the reasoning ability of LLMs. How-406

ever, there is still substantial room for all methods407

to enhance the reasoning ability based on edited408

knowledge. Moreover, we observe that Qwen1.5-409

7b exhibits notably superior edit performance in410

Chinese compared to LLaMA2-7b, indicating that411

the inherent language capabilities of a model have412

a crucial impact on its edit performance.413

Results on MzsRE. As for the more challenging414

scenarios, the average results of 12 languages on415

MzsRE are reported in Table 2 (using LLaMA2-7b416

as the backbone). The results show that our method417

obtains the best overall performance, proving the418

effectiveness of updating the language-agnostic fac-419

Methods Reliability Generality Locality Portability avg
LoRA-FT 24.03 23.94 64.74 22.64 33.84
ReMaKe 41.86 42.37 100.00 26.36 52.65
M-ROME 32.96 32.20 62.40 11.94 34.87
M-MEMIT 76.51 70.24 93.26 23.14 65.79
M-PMET 72.79 69.10 93.32 22.51 64.43
LAFN (Ours) 85.79 80.75 100.00 22.47 72.25

Table 2: The average F1 results of 12 languages on
MzsRE using LLaMA2-7b as the backbone. Results
highlighted in bold represent the best results. “avg”
denotes the average value of all metrics in 12 languages.

tual neurons. Specifically, LAFN surpasses other 420

methods in terms of Reliability, Generality, and 421

Locality by a large margin. Additionally, “M- 422

ROME” performs much worse in 12 languages 423

than in just two languages, demonstrating that this 424

method struggles to support simultaneous editing 425

of more language knowledge due to the limited edit 426

region. Detailed results of each language are listed 427

in Table 6 of Appendix B. 428

4 Analysis 429

In §4.1, we initially analyze the performance under 430

different layer settings. Then we compare different 431

locating strategies to prove that using paraphrases 432

during the locating stage can improve the edit per- 433

formance (§4.2). Subsequently, we investigate the 434

impact of our method on the unedited knowledge 435

of the edited subjects (§4.3). 436

4.1 Different Layer Settings 437

In this section, we explore how editing performance 438

changes when editing different layers. Figure 2 in 439

§2.2 shows that the language-agnostic factual neu- 440
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A Single Layer avg Multiple Layers avg
0 42.23 2-10 65.73
2 57.91 10-31 65.53
10 65.38 10-11 67.81
13 64.95 10-11-12 68.22
24 57.73 10-11-12-13 67.92
31 36.98 10-11-12-13-31 67.67

Table 3: The results of different layer settings on Bi-
ZsRE using LLaMA2-7b as the backbone.

rons are mostly in some middle layers and the last441

layer of all FFNs. To investigate the correlation442

between edit performance and edited layers, we443

conduct our method in different layer settings ac-444

cording to the number of language-agnostic factual445

neurons, including a single layer and multiple lay-446

ers. The corresponding results reported in Table 3447

show that in the single-layer setting, the edit per-448

formance achieves best in the 10th layer and worst449

in the last layer (31th). Although the last layer also450

has numerous language-agnostic factual neurons,451

we conjecture that these neurons are directly re-452

lated to the final outputs, and thus a single update453

vector is difficult to fulfill answers in all languages.454

Moreover, we simultaneously edit multiple layers455

based on the 10th layer, and the results show that456

editing multiple layers can further improve edit457

performance, with the best performance observed458

in (10, 11, 12) layers. In short, these results sug-459

gest that language-agnostic factual neurons in the460

middle layers are crucial for achieving MKE.461

4.2 Different Locating Strategies462

To verify the effectiveness of using paraphrases463

during the locating stage, we compare three differ-464

ent locating strategies with the original LAFN: (1)465

(no-PGs) not using paraphrases to assist in locat-466

ing neurons, i.e., only using a single sentence to467

locate neurons; (2) (all) modifying all neurons of468

the same layers as LAFN without locating concrete469

knowledge-related neurons; (3) (random) randomly470

selecting the same number of neurons in the same471

layers as LAFN to modify. The results listed in472

Table 4 show that the performance of the three473

settings declines compared to the original LAFN,474

particularly regarding Generality and Portability.475

Although the results of Reliability with “no-PGs”476

and “all” have a slight improvement, the results of477

Generality and Portability decline obviously due478

to the modified neurons being too limited or too479

broad. In the “random” setting, the results of all480

Methods Reliability Generality Portability avg
LAFN (Ours) 77.44 73.61 21.83 68.22

(no-PGs) 77.61 ↑ 73.35 ↓ 21.54 ↓ 68.12 ↓
(all) 77.47 ↑ 73.55 ↓ 21.69 ↓ 68.18 ↓
(random) 77.42 ↓ 69.99 ↓ 21.16 ↓ 67.14 ↓

Table 4: The results of different locating strategies on Bi-
zsRE using LLaMA2-7b as the backbone. The Locality
scores are all 100 for these settings and thus not listed.
“avg” averages the scores of these 4 metrics.

Methods Test on en Test on zh avg
M-ROME 92.91 96.50 94.71
M-MEMIT 94.23 97.33 95.78
M-PMET 93.81 97.07 95.44
LAFN (Ours) 94.80 98.19 96.50

Table 5: The F1 scores of Locality-Hard based on Bi-
zsRE using LLaMA2-7b as the backbone.

metrics have notably decreased compared to the 481

original LAFN. To sum up, these results prove that 482

using paraphrases during the locating stage can 483

enhance the located neurons more semantically rel- 484

evant to the multilingual knowledge to be edited, 485

thus improving the edit performance. 486

4.3 Impact on Unedited Knowledge of the 487

Edited Subjects 488

Locality-Hard. During inference, we directly add 489

the corresponding update values to the last token 490

position of the subject when the current subject is 491

matched in the cache. This process may have a 492

side effect on the unedited knowledge related to 493

the edited subjects (e.g., knowledge with the same 494

subject as the edited knowledge but different re- 495

lations). Therefore, we investigate whether our 496

method harms this type of knowledge. Specifically, 497

we collect some extra knowledge to build a more 498

challenging test set, which has the same subjects as 499

each edited example but different relations (please 500

refer to details in Appendix C). Then we calculate 501

the Locality metric on this test set and denote it as 502

Locality-Hard. The results in Table 7 show that our 503

method achieves the highest score of Locality-Hard 504

compared to other methods. These results reflect 505

less impact of our method on the unedited knowl- 506

edge of the edited subjects, and also indicate that 507

the modified neurons by our method are strongly 508

related to the edited knowledge. 509

Case Study. To investigate the language-agnostic 510

factual neurons more clearly, we visualize the dif- 511

ferences between the neurons located by differ- 512

ent knowledge in the 10th FFN layer (as shown 513

7



in Figure 4). We list the selected knowledge in514

Table 7 of Appendix D. Specifically, we first lo-515

cate the set of language-agnostic factual neurons516

D in the 10th FFN layer for each instance ac-517

cording to Eq.(5) and calculate the difference dif518

between two sets Da and Db following dif =519

1 − ( |Da∩Db|
|Da| + |Da∩Db|

|Db| )/2. And dif = 0 rep-520

resents Da=Db, with the darkest color in Figure521

4. dif = 1 represents Da∩Db = ∅ and the cor-522

responding color is lightest. From Figure 4, we523

can observe several phenomena: (1) Instances of524

the same subject with the same relation have the525

smallest differences between their located neurons,526

which have the darkest color (refer to the region of527

the orange box). (2) Instances of the same subject528

but different relations have a small degree of differ-529

ences between the located neurons, and the color is530

also relatively dark (refer to the region of the blue531

box). (3) Instances of different subjects have large532

differences between the located neurons, and the533

color is much lighter (refer to the region of the pink534

box). In summary, these differences in Figure 4535

indicate that the neurons modified by our method536

are highly associated with the edited knowledge,537

bringing less impact on other knowledge.538

5 Related Work539

Multilingual Knowledge Editing. Existing540

MKE methods mostly adapt the monolingual KE541

methods to multilingual scenarios, overlooking542

the connections of multilingual knowledge. For543

example, LiME (Xu et al., 2023) proposes an544

editing framework using the parallel corpus to545

train hyper-networks, adapting the monolingual546

meta-learning edit methods to the cross-lingual547

scenario, such as KE (De Cao et al., 2021) and548

MEND (Mitchell et al., 2022). ReMaKE (Wang549

et al., 2023b) retrieves the multilingual aligned550

knowledge from a multilingual knowledge base as551

context to achieve MKE. Additionally, MPN (Si552

et al., 2024) trains multilingual patch neurons to553

store multilingual knowledge following T-Patcher554

(Huang et al., 2023), which only applies to555

classification tasks. By contrast, our method first556

locates the language-agnostic factual neurons557

using the knowledge to be edited and then modifies558

them, which considers the deep connections of559

multilingual knowledge and is more intuitive.560

Multilingual Knowledge Analysis. Analyzing561

the multilingual capabilities of language models562

is always a research hotspot (Pires et al., 2019;563

Figure 4: The differences between the language-
agnostic factual neurons located by different knowledge
in the 10th FFN layer. “s1” and “s2” represent two
subject groups. “r1/2/3/4” are different relations under
each subject. Each small square (refer to the red box)
represents the difference dif between the two neuron
sets, and the darker the color, the smaller the difference
between the two sets.

Chai et al., 2022; Bhattacharya and Bojar, 2023; 564

Kojima et al., 2024; Zhao et al., 2024), especially 565

exploring the relationship between model archi- 566

tecture and multilingual capabilities. Tang et al. 567

(2024) indicate that LLMs’ proficiency in process- 568

ing a particular language is predominantly due to a 569

small subset of neurons. Similar to our work, Chen 570

et al. (2023) discover the language-independent 571

knowledge neurons of mBERT and mGPT, which 572

store knowledge in a form that transcends language, 573

but ignores how to control neurons to achieve de- 574

sired outputs. Differently, we first investigate the 575

language-agnostic knowledge neurons related to 576

specific fact knowledge in LLMs and then modify 577

them to achieve multilingual knowledge editing. 578

6 Conclusion 579

In this work, we propose a new method LAFN 580

to conduct multilingual knowledge editing by lo- 581

cating and modifying language-agnostic factual 582

neurons. The experimental results on two bench- 583

marks demonstrate our method outperforms exist- 584

ing MKE methods, indicating the effectiveness of 585

our method and the importance of considering the 586

semantic connections between multilingual knowl- 587

edge. Furthermore, we find that language-agnostic 588

factual neurons in the middle layers are crucial for 589

MKE, which can provide insights into understand- 590

ing the multilingual capabilities of LLMs. 591
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Limitations592

In our approach, it is necessary to provide the593

aligned multilingual knowledge to be edited and594

their corresponding multilingual subjects, which595

is directly available in both Bi-ZsRE and MzsRE596

datasets. However, for other datasets that do not597

contain this information, we first need to prepro-598

cess the data to support our method. For exam-599

ple, if there is no corresponding multilingual data600

available, using translation API can translate the601

existing knowledge to be edited to other languages.602

If the corresponding subjects are not annotated, ex-603

isting LLMs can be utilized to identify the aligned604

multilingual subjects in the sentences of each lan-605

guage. These preprocessing steps can be easily606

implemented by calling existing tools. Moreover,607

the current method for determining whether a sub-608

ject exists in the cache adopts the exact-match ap-609

proach, which is too strict. We will optimize it to a610

fuzzy matching method in future work to enhance611

the performance in practical application scenarios.612
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Methods cz vi tr fr es zh en de ru nl pt th avg
Reliability

LoRA-FT 24.08 28.28 23.22 23.39 22.82 16.71 20.25 22.22 28.75 23.85 24.34 30.42 24.03
ReMaKe 38.23 46.82 42.01 38.55 37.56 29.98 33.44 36.32 54.28 36.91 38.91 69.32 41.86
M-ROME 30.97 29.86 24.67 34.80 32.61 20.94 41.77 35.20 31.93 36.09 31.73 44.91 32.96
M-MEMIT 83.20 73.61 71.12 81.21 81.03 39.23 82.10 81.93 90.66 79.74 78.28 76.04 76.51
M-PMET 75.67 72.27 67.88 76.19 74.08 37.43 83.44 77.97 86.02 76.58 74.08 71.85 72.79
LAFN 92.16 88.00 89.85 90.80 90.39 48.59 91.46 90.82 90.24 90.75 90.33 76.13 85.79

Generality
LoRA-FT 23.88 28.02 22.92 22.92 22.86 16.99 20.03 22.43 28.81 23.59 24.11 30.70 23.94
ReMaKe 39.21 47.25 42.81 38.63 37.97 31.01 33.50 37.15 55.70 37.67 39.04 68.48 42.37
M-ROME 30.79 30.52 25.56 34.36 32.51 19.40 41.46 35.37 30.76 34.94 30.22 40.47 32.20
M-MEMIT 75.55 68.26 67.38 75.67 75.50 36.38 74.47 75.27 83.76 73.66 71.48 65.47 70.24
M-PMET 72.09 69.39 65.88 73.63 71.72 35.79 79.66 74.38 81.00 72.85 69.77 63.07 69.10
LAFN 87.65 82.27 85.19 86.60 86.54 46.08 87.41 86.01 83.38 84.48 84.55 68.85 80.75

Locality
LoRA-FT 64.08 62.35 57.47 63.01 74.12 64.23 80.84 68.09 62.77 61.69 59.91 58.27 64.74
ReMaKe 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
M-ROME 55.16 63.19 47.65 64.13 71.89 64.20 83.89 69.78 54.90 61.85 61.37 50.82 62.40
M-MEMIT 94.19 93.92 90.82 94.81 95.99 95.36 97.48 94.82 90.58 93.68 92.98 84.48 93.26
M-PMET 94.31 93.45 90.53 95.05 95.97 95.02 97.55 95.25 91.31 93.83 93.84 83.70 93.32
LAFN 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Portability
LoRA-FT 22.40 28.87 19.56 22.82 21.2 11.49 20.94 21.80 29.25 22.70 21.76 28.92 22.64
ReMaKe 26.31 33.82 22.87 26.82 25.23 14.47 27.39 25.19 34.06 24.14 25.19 30.86 26.36
M-ROME 10.57 14.95 9.07 11.43 10.55 5.64 14.93 10.85 15.26 10.94 9.92 19.15 11.94
M-MEMIT 23.38 29.55 21.30 23.50 22.45 10.75 27.78 22.37 26.88 22.42 21.87 25.41 23.14
M-PMET 22.13 28.99 20.90 22.34 21.41 10.12 28.13 21.85 26.86 21.76 21.00 24.63 22.51
LAFN 22.30 28.84 20.93 22.78 22.06 10.53 27.45 22.14 25.19 20.83 21.22 25.32 22.47

Table 6: The F1 results on the MzsRE dataset using LLaMA2-7b as the backbone.

in English. They must have the same semantics as813

the given question. Subject: {}. Question contain-814

ing this Subject: {}”.815

B Detailed Results on MzsRE816

The detailed results of each language on MzsRE817

are listed in Table 6.818

C Details for Locality-Hard819

To investigate whether our method harms the820

unedited knowledge of the edited subjects, we call821

Qwen-max API to collect some knowledge with the822

same subject as each edited example but different823

relations based on the test set of Bi-ZsRE. Notably,824

the Qwen-max API can use the searched results to825

enhance the accuracy of the generated answers. We826

use these collected questions to build the challeng-827

ing test set. Then we calculate the Locality metric828

on this test set and denote it as Locality-Hard.829

D Selected Cases 830

The selected English examples in Figure 4 are listed 831

in Table 7. Since there is a one-to-one correspon- 832

dence between Chinese and English examples, we 833

do not list Chinese examples again. 834
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s1-en Alec Rose
s1-r1-0-en What war did Alec Rose participate in?
s1-r1-1-en In what war did Alec Rose fight?
s1-r1-2-en What war or battle involved Alec Rose?
s1-r1-3-en Which war was Alec Rose in?
s1-r2-0-en Where was Alec Rose born?
s1-r2-1-en Alec Rose was born in which location?
s1-r3-0-en When did Alec Rose receive the MBE?
s1-r3-1-en In what year was Alec Rose awarded the MBE?
s1-r4-0-en What was Alec Rose’s profession?
s1-r4-1-en In what field was Alec Rose employed?
s2-en Elk’s Head of Huittinen
s2-r1-0-en When was Elk’s Head of Huittinen discovered?
s2-r1-1-en When was the discovery of Elk’s Head of Huittinen?
s2-r1-2-en What year was Elk’s Head of Huittinen discovered?
s2-r1-3-en When did the discovery or creation of Elk’s Head of Huittinen occur?
s2-r1-4-en Could you provide the year when the landmark Elk’s Head in Huittinen was first brought to light?
s2-r2-0-en In which country is Elk’s Head of Huittinen located?
s2-r2-1-en To which nation does Elk’s Head of Huittinen belong?
s2-r3-0-en What is the historical significance of Elk’s Head of Huittinen?
s2-r3-1-en What role does Elk’s Head of Huittinen play in the local history?

Table 7: The selected examples in English of Figure 4.
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