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Abstract: Demonstration-guided reinforcement learning (RL) is a promising ap-
proach for learning complex behaviors by leveraging both reward feedback and a
set of target task demonstrations. Prior approaches for demonstration-guided RL
treat every new task as an independent learning problem and attempt to follow the
provided demonstrations step-by-step, akin to a human trying to imitate a com-
pletely unseen behavior by following the demonstrator’s exact muscle movements.
Naturally, such learning will be slow, but often new behaviors are not completely
unseen: they share subtasks with behaviors we have previously learned. In this
work, we aim to exploit this shared subtask structure to increase the efficiency
of demonstration-guided RL. We first learn a set of reusable skills from large
offline datasets of prior experience collected across many tasks. We then propose
Skill-based Learning with Demonstrations (SkiLD), a demonstration-guided RL
algorithm that leverages the provided demonstrations by following the demon-
strated skills instead of the primitive actions, resulting in substantial performance
improvements over prior demonstration-guided RL approaches. We validate its
effectiveness on long-horizon maze navigation and robot manipulation tasks.
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Figure 1: We leverage large, task-agnostic datasets
collected across many different tasks for efficient
demonstration-guided reinforcement learning by
(1) acquiring a rich motor skill repertoire from such
offline data and (2) understanding and imitating
the demonstrations based on the skill repertoire.

Humans are remarkably efficient at acquiring
new skills from demonstrations: often a single
demonstration of the desired behavior and a few
trials of the task are sufficient to master it [1, 2,
3]. To allow for such efficient learning, we can
leverage a large number of previously learned
behaviors [2, 3]. Instead of imitating precisely
each of the demonstrated muscle movements,
humans can extract the performed skills and use
the rich repertoire of already acquired skills to
efficiently reproduce the desired behavior.

Demonstrations are also commonly used in re-
inforcement learning (RL) to guide exploration
and improve sample efficiency [4, 5, 6, 7, 8].
However, such demonstration-guided RL ap-
proaches attempt to learn tasks from scratch:
analogous to a human trying to imitate a com-
pletely unseen behavior by following every demonstrated muscle movement, they try to imitate the
primitive actions performed in the provided demonstrations. As with humans, such step-by-step
imitation leads to brittle policies [9], and thus these approaches require many demonstrations and
environment interactions to learn a new task.
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We propose to improve the efficiency of demonstration-guided RL by leveraging prior experience
in the form of an offline “task-agnostic“ experience dataset, collected not on one but across many
tasks (see Figure 1). Given such a dataset, our approach extracts reusable skills: robust short-horizon
behaviors that can be recombined to learn new tasks. Like a human imitating complex behaviors via
the chaining of known skills, we can use this repertoire of skills for efficient demonstration-guided
RL on a new task by guiding the policy using the demonstrated skills instead of the primitive actions.

Concretely, we propose Skill-based Learning with Demonstrations (SkiLD), a demonstration-guided
RL algorithm that learns short-horizon skills from offline datasets and leverages them for following
demonstrations of a new task. Across challenging navigation and robotic manipulation tasks this
significantly improves the learning efficiency over prior demonstration-guided RL approaches.

In summary, the contributions of our work are threefold: (1) we introduce the problem of leveraging
task-agnostic offline datasets for accelerating demonstration-guided RL on unseen tasks, (2) we
propose SkiLD, a skill-based algorithm for efficient demonstration-guided RL and (3) we show the
effectiveness of our approach on a maze navigation and two complex robotic manipulation tasks.

2 Related Work

Imitation learning. Learning from Demonstration, also known as imitation learning [10], is a
common approach for learning complex behaviors by leveraging a set of demonstrations. Most
prior approaches for imitation learning are either based on behavioral cloning (BC, [11]), which
uses supervised learning to mimic the demonstrated actions, or inverse reinforcement learning (IRL,
[12, 13]), which infers a reward from the demonstrations and then trains a policy to optimize it.
However, BC commonly suffers from distribution shift and struggles to learn robust policies [9],
while IRL’s joint optimization of reward and policy can result in unstable training.

Demonstration-guided RL. A number of prior works aim to mitigate these problems by combining
reinforcement learning with imitation learning. They can be categorized into three groups: (1) ap-
proaches that use BC to initialize and regularize policies during RL training [6, 7], (2) approaches that
place the demonstrations in the replay buffer of an off-policy RL algorithm [4, 5], and (3) approaches
that augment the environment rewards with rewards extracted from the demonstrations [8, 14, 15].
While these approaches improve the efficiency of RL, they treat each task as an independent learning
problem and thus require many demonstrations to learn effectively, which is especially expensive
since a new set of demonstrations needs to be collected for every new task.

Online RL with offline datasets. As an alternative to expensive task-specific demonstrations,
multiple recent works have proposed to accelerate reinforcement learning by leveraging task-agnostic
experience in the form of large datasets collected across many tasks [16, 17, 18, 19, 20, 21]. In
contrast to demonstrations, such task-agnostic datasets can be collected cheaply from a variety of
sources like autonomous exploration [22, 23] or human tele-operation [24, 25, 26], but will lead to
slower learning than demonstrations since the data is not specific to the downstream task.

Skill-based RL. One class of approaches for leveraging such offline datasets that is particularly
suited for learning long-horizon behaviors is skill-based RL [22, 27, 28, 29, 30, 31, 24, 32, 26, 33, 16].
These methods extract reusable skills from task-agnostic datasets and learn new tasks by recombining
them. Yet, such approaches perform reinforcement learning over the set of extracted skills to learn
the downstream task. Although being more efficient than RL over primitive actions, they still require
many environment interactions to learn long-horizon tasks. In our work we combine the best of both
worlds: by using large, task-agnostic datasets and a small number of task-specific demonstrations, we
accelerate the learning of long-horizon tasks while reducing the number of required demonstrations.

3 Approach

Our goal is to use skills extracted from task-agnostic prior experience data to improve the efficiency
of demonstration-guided RL on a new task. We aim to leverage a set of provided demonstrations
by following the performed skills as opposed to the primitive actions. Therefore, we need a model
that can (1) leverage prior data to learn a rich set of skills and (2) identify the skills performed in the
demonstrations in order to follow them. Next, we formally define our problem, summarize relevant
prior work on RL with learned skills and then describe our demonstration-guided RL approach.
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Figure 2: Our approach, SkiLD, combines task-agnostic experience and task-specific demonstrations
to efficiently learn target tasks in three steps: (1) extract skill representation from task-agnostic
offline data, (2) learn task-agnostic skill prior from task-agnostic data and task-specific skill posterior
from demonstrations, and (3) learn a high-level skill policy for the target task using prior knowledge
from both task-agnostic offline data and task-specific demonstrations. Left: Skill embedding model
with skill extractor (yellow) and closed-loop skill policy (blue). Middle: Training of skill prior
(green) from task-agnostic data and skill posterior (purple) from demonstrations. Right: Training
of high-level skill policy (red) on a downstream task using the pre-trained skill representation and
regularization via the skill prior and posterior, mediated by the demonstration discriminator D(s).

3.1 Preliminaries

Problem Formulation We assume access to two types of datasets: a large task-agnostic offline
dataset and a small task-specific demonstration dataset. The task-agnostic dataset D = {st, at, ...}
consists of trajectories of meaningful agent behaviors, but includes no demonstrations of the target
task. We only assume that its trajectories contain short-horizon behaviors that can be reused to solve
the target task. Such data can be collected without a particular task in mind using a mix of sources,
e.g., via human teleoperation, autonomous exploration, or through policies trained for other tasks.
Since it can be used to accelerate many downstream task that utilize similar short-term behaviors
we call it task-agnostic. In contrast, the task-specific data is a much smaller set of demonstration
trajectories Ddemo = {sdt , adt , ...} that are specific to a single target task.

The downstream learning problem is formulated as a Markov decision process (MDP) defined by a
tuple (S,A, T , R, ρ, γ) of states, actions, transition probabilities, rewards, initial state distribution,
and discount factor. We aim to learn a policy πθ(a|s) with parameters θ that maximizes the discounted
sum of rewards J(θ) = Eπ

[∑T−1
t=0 Jt

]
= Eπ

[∑T−1
t=0 γtrt

]
, where T is the episode horizon.

Skill Prior RL Our goal is to extract skills from task-agnostic experience data and reuse them for
demonstration-guided RL. Prior work has investigated the reuse of learned skills for accelerating
RL [16]. In this section, we will briefly summarize their proposed approach Skill Prior RL (SPiRL)
and then describe how our approach improves upon it in the demonstration-guided RL setting.

SPiRL defines a skill as a sequence of H consecutive actions a = {at, . . . , at+H−1}, where the skill
horizon H is a hyperparameter. It uses the task-agnostic data to jointly learn (1) a generative model
of skills p(a|z), that decodes latent skill embeddings z into executable action sequences a, and (2) a
state-conditioned prior distribution p(z|s) over skill embeddings. For learning a new downstream
task, SPiRL trains a high-level skill policy πθ(z|s) whose outputs get decoded into executable actions
using the pre-trained skill decoder. Crucially, the learned skill prior is used to guide the policy during
downstream RL by maximizing the following divergence-regularized RL objective:

J(θ) = Eπθ
[ T−1∑

t=0

r(st, zt)− αDKL
(
πθ(zt|st), p(zt|st)

)]
. (1)

Here, the KL-divergence term ensures that the policy remains close to the learned skill prior, guiding
exploration during RL. By combining this guided exploration with temporal abstraction via the
learned skills, SPiRL substantially improves the efficiency of RL on long-horizon tasks.
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3.2 Skill Representation Learning

We leverage SPiRL’s skill embedding model for learning our skill representation. We follow prior
work on skill-based RL [26, 19] and increase the expressiveness of the skill representation by
replacing SPiRL’s low-level skill decoder p(a|z) with a closed-loop skill policy πφ(a|s, z) with
parameters φ that is conditioned on the current environment state. In our experiments we found this
closed-loop decoder to improve performance (see Section C for an empirical comparison).

Figure 2 (left) summarizes our skill learning model. It consists of two parts: the skill inference
network qω(z|s0:H−1, a0:H−2) with parameters ω and the closed-loop skill policy πφ(at|st, zt).
Note that in contrast to SPiRL the skill inference network is state-conditioned to account for the
state-conditioned low-level policy. During training we randomly sample an H-step state-action
trajectory from the task-agnostic dataset and pass it to the skill inference network, which predicts
the low-dimensional skill embedding z. This skill embedding is then input into the low-level policy
πφ(at|st, z) for every input state. The policy is trained to imitate the given action sequence, thereby
learning to reproduce the behaviors encoded by the skill embedding z.

The latent skill representation is optimized using variational inference, which leads to the full skill
learning objective:

max
φ,ω

Eq
[H−2∏

t=0

log πφ(at|st, z)
︸ ︷︷ ︸

behavioral cloning

−β
(

log qω(z|s0:H−1, a0:H−2)− log p(z)︸ ︷︷ ︸
embedding regularization

)]
. (2)

We use a unit Gaussian prior p(z) and weight the embedding regularization term with a factor β [34].

3.3 Demonstration-Guided RL with Learned Skills
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Figure 3: We leverage prior experience
data D and demonstration data Ddemo.
Our policy is guided by the task-specific
skill posterior qζ(z|s) within the support
of the demonstrations (green) and by the
task-agnostic skill prior pa(z|s) other-
wise (red). The agent also receives a
reward bonus for reaching states in the
demonstration support.

To leverage the learned skills for accelerating
demonstration-guided RL on a new task, we use a
hierarchical policy learning scheme (see Figure 2, right): a
high-level policy πθ(z|s) outputs latent skill embeddings
z that get decoded into actions using the pre-trained
low-level skill policy. We freeze the weights of the skill
policy during downstream training for simplicity.

Our goal is to leverage the task-specific demonstrations
to guide learning of the high-level policy on the new task.
In Section 3.1, we showed how SPiRL [16] leverages a
learned skill prior p(z|s) to guide exploration. However,
this prior is task-agnostic, i.e., it encourages exploration of
all skills that are meaningful to be explored, independent
of which task the agent is trying to solve. Even though
SPiRL’s objective makes learning with a large number of
skills more efficient, it encourages the policy to explore
many skills that are not relevant to the downstream task.

In this work, we propose to extend the skill prior guided
approach and leverage target task demonstrations to addi-
tionally learn a task-specific skill distribution, which we call skill posterior qζ(z|s) with parameters
ζ (in contrast to the skill prior it is conditioned on the target task, hence “posterior”). We train this
skill posterior by using the pre-trained skill inference model qω(z|s0:H−1, a0:H−2) to extract the
embeddings for the skills performed in the demonstration sequences (see Figure 2, middle):

min
ζ

E(s,a)∼DdemoDKL
(
qω(z|s0:H−1, a0:H−2), qζ(z|s0)

)
, (3)

A naive approach for leveraging the skill posterior is to simply use it to replace the skill prior in
Equation 1, i.e., to regularize the policy to stay close to the skill posterior in every state. However,
the trained skill posterior is only accurate within the demonstration support bDdemoc, because by
definition it was only trained on demonstration sequences. Since |Ddemo| � |D| (see Figure 3), the
skill posterior will often provide incorrect guidance in states outside the demonstrations’ support.
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Instead, we propose to use a three-part objective that guides the policy to (1) follow the skill posterior
within the support of the demonstrations, (2) follow the skill prior outside the demonstration support,
and (3) reach states within the demonstration support. To determine whether a given state is within
the support of the demonstration data we train a learned discriminator D(s) as a binary classifier
using samples from the demonstration and task-agnostic datasets, respectively.

In summary, our algorithm pre-trains the following components: (1) the low-level skill policy
πφ(a|s, z), (2) the task-agnostic skill prior p(z|s), (3) the task-specific skill posterior qζ(z|s) and
(4) the learned discriminator D(s). Only the latter two need to be re-trained for a new target task.

Once all components are pre-trained, we use the discriminator’s output to weight terms in our objective
that regularize the high-level policy πθ(z|s) towards the skill prior or posterior. Additionally, we
provide a reward bonus for reaching states which the discriminator classifies as being within the
demonstration support. This results in the following term Jt for SkiLD’s full RL objective:

Jt = r̃(st, zt)−αqDKL(πθ(zt|st), qζ(zt|st)) ·D(st)︸ ︷︷ ︸
posterior regularization

−αDKL(πθ(zt|st), p(zt|st)) · (1−D(st))︸ ︷︷ ︸
prior regularization

,

with r̃(st, zt) = (1− κ) · r(st, zt) + κ ·
[

logD(st)− log
(
1−D(st)

)]
︸ ︷︷ ︸

discriminator reward

. (4)

The weighting factor κ is a hyperparameter; α and αq are either constant or tuned automatically
via dual gradient descent [35]. The discriminator reward follows common formulations used in
adversarial imitation learning [36, 37, 8, 38].4 Our formulation combines IRL-like and BC-like
objectives by using learned rewards and trying to match the demonstration’s skill distribution.

For policy optimization, we use a modified version of the SPiRL algorithm [16], which itself is based
on Soft Actor-Critic [39]. Concretely, we replace the environment reward with the discriminator-
augmented reward and all prior divergence terms with our new, weighted prior-posterior-divergence
terms from equation 4 (for the full algorithm see appendix, Section A).

4 Experiments

In this paper, we propose to leverage a large offline experience dataset for efficient demonstration-
guided RL. We aim to answer the following questions: (1) Can the use of task-agnostic prior
experience improve the efficiency of demonstration-guided RL? (2) Does the reuse of pre-trained
skills reduce the number of required target-specific demonstrations? (3) In what scenarios does the
combination of prior experience and demonstrations lead to the largest efficiency gains?

4.1 Experimental Setup and Comparisons

To evaluate whether our method SkiLD can efficiently use task-agnostic data, we compare it to prior
demonstration-guided RL approaches on three complex, long-horizon tasks: a 2D maze navigation
task, a robotic kitchen manipulation task and a robotic office cleaning task (see Figure 4, left).

Maze Navigation. We adapt the maze navigation task from Pertsch et al. [16] and increase task
complexity by adding randomness to the agent’s initial position. The agent needs to navigate through
a maze for hundreds of time steps using planar velocity commands to receive a sparse binary reward
upon reaching a fixed goal position. We collect 3000 task-agnostic trajectories using a motion
planner that finds paths between randomly sampled start-goal pairs. For the target task we collect 5
demonstrations for an unseen start-goal pair.

Robot Kitchen Environment. We use the environment of Gupta et al. [24] in which a 7DOF robot
arm needs to perform a sequence of four subtasks, such as opening the microwave or switching on
the light, in the correct order. The agent observes a low-dimensional state representation and receives
a binary reward upon completion of each consecutive subtask. We use 603 teleoperated sequences
performing various subtask combinations (from Gupta et al. [24]) as task-agnostic experience D and

4We found that using the pre-trained discriminator weights led to stable training, but it is possible to perform
full adversarial training by finetuning D(s) with rollouts from the downstream task training. We report results
for initial experiments with discriminator finetuning in Section E and leave further investigation for future work.
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separate a set of 20 demonstrations for one particular sequence of subtasks, which we define as our
target task (see Figure 4, middle).

1
2

3

4

1

2

3

SkiLD (Ours) SPiRL Skill BC+RL
Replay BC+RL GAIL+RL SAC

4

Figure 4: Left: Test environments, top to bot-
tom: 2D maze navigation, robotic kitchen manip-
ulation and robotic office cleaning. Right: Target
task performance vs environment steps. By using
task-agnostic experience, our approach more ef-
ficiently leverages the demonstrations than prior
demonstration-guided RL approaches across all
tasks. The comparison to SPiRL shows that demon-
strations improve efficiency even if the agent has
access to large amounts of prior experience.

Robot Office Environment. A 5 DOF robot
arm needs to clean an office environment by
placing objects in their target bins or putting
them in a drawer. It observes the poses of its
end-effector and all objects in the scene and re-
ceives binary rewards for the completion of each
subtask. We collect 2400 training trajectories
by perturbing the objects initial positions and
performing random subtasks using scripted poli-
cies. We also collect 50 demonstrations for the
unseen target task with unseen object locations
and subtask sequence.

We compare our approach to multiple prior
demonstration-guided RL approaches that rep-
resent the different classes of existing algo-
rithms introduced in Section 2. In contrast to
SkiLD, these approaches are not designed to
leverage task-agnostic prior experience: BC +
RL initializes a policy with behavioral cloning
of the demonstrations, then continues to apply
BC loss while finetuning the policy with Soft
Actor-Critic (SAC, [39]), representative of [6, 7].
GAIL + RL [8] combines rewards from the
environment and adversarial imitation learning
(GAIL, [13]), and optimizes the policy using
PPO [40]. Demo Replay initializes the replay
buffer of an SAC agent with the demonstrations
and uses them with prioritized replay during up-
dates, representative of [4]. We also compare
our approach to RL-only methods to show the
benefit of using demonstration data: SAC [39]
is a state-of-the-art model-free RL algorithm,
it neither uses offline experience nor demon-
strations. SPiRL [16] extracts skills from task-
agnostic experience and performs prior-guided
RL on the target task (see Section 3.1)5. Finally, Skill BC+RL combines skills learned from task-
agnostic data with target task demonstrations: it encodes the demonstrations with the pre-trained skill
encoder and runs BC for the high-level skill policy, then finetunes on the target task using SAC. For
further details on the environments, data collection, and implementation, see appendix Section B.

4.2 Demonstration-Guided RL with Learned Skills

Maze Navigation. Prior demonstration-guided RL approaches struggle on the task (see Figure 4,
right) since rewards are sparse and only five demonstrations are provided. With such small coverage,
behavioral cloning of the demonstrations’ primitive actions leads to brittle policies which are hard
to finetune. The Replay agent improves over SAC without demonstrations and partly succeeds at
the task, but learning is slow. The GAIL+RL approach is able to follow part of the demonstrated
behavior, but fails to reach the final goal (see Figure 8 for qualitative results). SPiRL and Skill BC+RL
leverage task-agnostic data to learn to occasionally solve the task, but train slowly: SPiRL’s learned,
task-agnostic skill prior and Skill BC+RL’s uniform skill prior during SAC finetuning encourage
the exploration of many task-irrlevant skills6. In contrast, our approach SkiLD leverages the task-

5We train SPiRL with the closed-loop policy representation from Section 3.2 for fair comparison and better
performance. For an empirical comparison of open and closed-loop skill representations in SPiRL, see Section C.

6Performance of SPiRL differs from Pertsch et al. [16] due to increased task complexity, see Section B.4.

6



Demonstrations KL
�
policy || posterior

�
<latexit sha1_base64="+itTxqqSS1A+xjfJ2um5le42meY=">AAACKXicbVDLSgMxFM34tr6qLt0Ei6CbMiOCgpuiG0EXCvYBnaFk0tsazEyG5I44DP0dN/6KGwVF3fojpu0stHoh4dxz7iG5J0ykMOi6H87U9Mzs3PzCYmlpeWV1rby+0TAq1RzqXEmlWyEzIEUMdRQooZVoYFEooRneng715h1oI1R8jVkCQcT6segJztBSnXLNR7jH/Pxi4IeivzvuEiUFzwb+MfWtF8eXbQrRIGih9Mix1ylX3Ko7KvoXeAWokKIuO+UXv6t4GkGMXDJj2p6bYJAzjYJLGJT81EDC+C3rQ9vCmEVggny06YDuWKZLe0rbEyMdsT8dOYuMyaLQTkYMb8ykNiT/09op9o6CXMRJihDz8UO9VFJUdBgb7QoNHGVmAeNa2L9SfsM04zYLU7IheJMr/wWN/arnVr2rg0rtpIhjgWyRbbJLPHJIauSMXJI64eSBPJFX8uY8Os/Ou/M5Hp1yCs8m+VXO1zeA8KiZ</latexit><latexit sha1_base64="+itTxqqSS1A+xjfJ2um5le42meY=">AAACKXicbVDLSgMxFM34tr6qLt0Ei6CbMiOCgpuiG0EXCvYBnaFk0tsazEyG5I44DP0dN/6KGwVF3fojpu0stHoh4dxz7iG5J0ykMOi6H87U9Mzs3PzCYmlpeWV1rby+0TAq1RzqXEmlWyEzIEUMdRQooZVoYFEooRneng715h1oI1R8jVkCQcT6segJztBSnXLNR7jH/Pxi4IeivzvuEiUFzwb+MfWtF8eXbQrRIGih9Mix1ylX3Ko7KvoXeAWokKIuO+UXv6t4GkGMXDJj2p6bYJAzjYJLGJT81EDC+C3rQ9vCmEVggny06YDuWKZLe0rbEyMdsT8dOYuMyaLQTkYMb8ykNiT/09op9o6CXMRJihDz8UO9VFJUdBgb7QoNHGVmAeNa2L9SfsM04zYLU7IheJMr/wWN/arnVr2rg0rtpIhjgWyRbbJLPHJIauSMXJI64eSBPJFX8uY8Os/Ou/M5Hp1yCs8m+VXO1zeA8KiZ</latexit><latexit sha1_base64="+itTxqqSS1A+xjfJ2um5le42meY=">AAACKXicbVDLSgMxFM34tr6qLt0Ei6CbMiOCgpuiG0EXCvYBnaFk0tsazEyG5I44DP0dN/6KGwVF3fojpu0stHoh4dxz7iG5J0ykMOi6H87U9Mzs3PzCYmlpeWV1rby+0TAq1RzqXEmlWyEzIEUMdRQooZVoYFEooRneng715h1oI1R8jVkCQcT6segJztBSnXLNR7jH/Pxi4IeivzvuEiUFzwb+MfWtF8eXbQrRIGih9Mix1ylX3Ko7KvoXeAWokKIuO+UXv6t4GkGMXDJj2p6bYJAzjYJLGJT81EDC+C3rQ9vCmEVggny06YDuWKZLe0rbEyMdsT8dOYuMyaLQTkYMb8ykNiT/09op9o6CXMRJihDz8UO9VFJUdBgb7QoNHGVmAeNa2L9SfsM04zYLU7IheJMr/wWN/arnVr2rg0rtpIhjgWyRbbJLPHJIauSMXJI64eSBPJFX8uY8Os/Ou/M5Hp1yCs8m+VXO1zeA8KiZ</latexit><latexit sha1_base64="+itTxqqSS1A+xjfJ2um5le42meY=">AAACKXicbVDLSgMxFM34tr6qLt0Ei6CbMiOCgpuiG0EXCvYBnaFk0tsazEyG5I44DP0dN/6KGwVF3fojpu0stHoh4dxz7iG5J0ykMOi6H87U9Mzs3PzCYmlpeWV1rby+0TAq1RzqXEmlWyEzIEUMdRQooZVoYFEooRneng715h1oI1R8jVkCQcT6segJztBSnXLNR7jH/Pxi4IeivzvuEiUFzwb+MfWtF8eXbQrRIGih9Mix1ylX3Ko7KvoXeAWokKIuO+UXv6t4GkGMXDJj2p6bYJAzjYJLGJT81EDC+C3rQ9vCmEVggny06YDuWKZLe0rbEyMdsT8dOYuMyaLQTkYMb8ykNiT/09op9o6CXMRJihDz8UO9VFJUdBgb7QoNHGVmAeNa2L9SfsM04zYLU7IheJMr/wWN/arnVr2rg0rtpIhjgWyRbbJLPHJIauSMXJI64eSBPJFX8uY8Os/Ou/M5Hp1yCs8m+VXO1zeA8KiZ</latexit>

KL
�
policy || prior

�
<latexit sha1_base64="/05/nGBNtOK9LiSIb0R3N1dkB2k=">AAACJXicbVDLSgMxFM3UV62vqks3wSLUTZkRQUEXRTeCLirYB3RKyaRpG5qZDMkdsQz9GTf+ihsXFhFc+SumM7PQ1gsJ555zLsk9Xii4Btv+snJLyyura/n1wsbm1vZOcXevoWWkKKtTKaRqeUQzwQNWBw6CtULFiO8J1vRG1zO9+ciU5jJ4gHHIOj4ZBLzPKQFDdYuXLrAniG/vJq7HB+W0C6XgdDxxL7BrZiG9TJOKikuVuI+7xZJdsZPCi8DJQAllVesWp25P0shnAVBBtG47dgidmCjgVLBJwY00CwkdkQFrGxgQn+lOnGw5wUeG6eG+VOYEgBP290RMfK3HvmecPoGhntdm5H9aO4L+eSfmQRgBC2j6UD8SGCSeRYZ7XDEKYmwAoYqbv2I6JIpQMMEWTAjO/MqLoHFSceyKc39aql5lceTRATpEZeSgM1RFN6iG6oiiZ/SK3tHUerHerA/rM7XmrGxmH/0p6/sH6Femtg==</latexit><latexit sha1_base64="/05/nGBNtOK9LiSIb0R3N1dkB2k=">AAACJXicbVDLSgMxFM3UV62vqks3wSLUTZkRQUEXRTeCLirYB3RKyaRpG5qZDMkdsQz9GTf+ihsXFhFc+SumM7PQ1gsJ555zLsk9Xii4Btv+snJLyyura/n1wsbm1vZOcXevoWWkKKtTKaRqeUQzwQNWBw6CtULFiO8J1vRG1zO9+ciU5jJ4gHHIOj4ZBLzPKQFDdYuXLrAniG/vJq7HB+W0C6XgdDxxL7BrZiG9TJOKikuVuI+7xZJdsZPCi8DJQAllVesWp25P0shnAVBBtG47dgidmCjgVLBJwY00CwkdkQFrGxgQn+lOnGw5wUeG6eG+VOYEgBP290RMfK3HvmecPoGhntdm5H9aO4L+eSfmQRgBC2j6UD8SGCSeRYZ7XDEKYmwAoYqbv2I6JIpQMMEWTAjO/MqLoHFSceyKc39aql5lceTRATpEZeSgM1RFN6iG6oiiZ/SK3tHUerHerA/rM7XmrGxmH/0p6/sH6Femtg==</latexit><latexit sha1_base64="/05/nGBNtOK9LiSIb0R3N1dkB2k=">AAACJXicbVDLSgMxFM3UV62vqks3wSLUTZkRQUEXRTeCLirYB3RKyaRpG5qZDMkdsQz9GTf+ihsXFhFc+SumM7PQ1gsJ555zLsk9Xii4Btv+snJLyyura/n1wsbm1vZOcXevoWWkKKtTKaRqeUQzwQNWBw6CtULFiO8J1vRG1zO9+ciU5jJ4gHHIOj4ZBLzPKQFDdYuXLrAniG/vJq7HB+W0C6XgdDxxL7BrZiG9TJOKikuVuI+7xZJdsZPCi8DJQAllVesWp25P0shnAVBBtG47dgidmCjgVLBJwY00CwkdkQFrGxgQn+lOnGw5wUeG6eG+VOYEgBP290RMfK3HvmecPoGhntdm5H9aO4L+eSfmQRgBC2j6UD8SGCSeRYZ7XDEKYmwAoYqbv2I6JIpQMMEWTAjO/MqLoHFSceyKc39aql5lceTRATpEZeSgM1RFN6iG6oiiZ/SK3tHUerHerA/rM7XmrGxmH/0p6/sH6Femtg==</latexit><latexit sha1_base64="/05/nGBNtOK9LiSIb0R3N1dkB2k=">AAACJXicbVDLSgMxFM3UV62vqks3wSLUTZkRQUEXRTeCLirYB3RKyaRpG5qZDMkdsQz9GTf+ihsXFhFc+SumM7PQ1gsJ555zLsk9Xii4Btv+snJLyyura/n1wsbm1vZOcXevoWWkKKtTKaRqeUQzwQNWBw6CtULFiO8J1vRG1zO9+ciU5jJ4gHHIOj4ZBLzPKQFDdYuXLrAniG/vJq7HB+W0C6XgdDxxL7BrZiG9TJOKikuVuI+7xZJdsZPCi8DJQAllVesWp25P0shnAVBBtG47dgidmCjgVLBJwY00CwkdkQFrGxgQn+lOnGw5wUeG6eG+VOYEgBP290RMfK3HvmecPoGhntdm5H9aO4L+eSfmQRgBC2j6UD8SGCSeRYZ7XDEKYmwAoYqbv2I6JIpQMMEWTAjO/MqLoHFSceyKc39aql5lceTRATpEZeSgM1RFN6iG6oiiZ/SK3tHUerHerA/rM7XmrGxmH/0p6/sH6Femtg==</latexit>

p
�
demo | state

�
<latexit sha1_base64="q++LREME/a583/leXienmVEtfl4=">AAACFnicbVC7SgNBFJ31GeNr1dJmMAixMOyKoJAmaGMZwTwgu4TZyU0yZPbBzF0xLPkKG3/FxkIRW7Hzb5w8Ck08MHA451zu3BMkUmh0nG9raXlldW09t5Hf3Nre2bX39us6ThWHGo9lrJoB0yBFBDUUKKGZKGBhIKERDK7HfuMelBZxdIfDBPyQ9SLRFZyhkdr2aeIFolf0EB4w60AYj6hX9swEemU6VTUyhNE4dtK2C07JmYAuEndGCmSGatv+8joxT0OIkEumdct1EvQzplBwCaO8l2pIGB+wHrQMjVgI2s8mZ43osVE6tBsr8yKkE/X3RMZCrYdhYJIhw76e98bif14rxe6ln4koSREiPl3UTSXFmI47oh2hgKMcGsK4EuavlPeZYhxNk3lTgjt/8iKpn5Vcp+TenhcqV7M6cuSQHJEicckFqZAbUiU1wskjeSav5M16sl6sd+tjGl2yZjMH5A+szx/fxJ/N</latexit><latexit sha1_base64="q++LREME/a583/leXienmVEtfl4=">AAACFnicbVC7SgNBFJ31GeNr1dJmMAixMOyKoJAmaGMZwTwgu4TZyU0yZPbBzF0xLPkKG3/FxkIRW7Hzb5w8Ck08MHA451zu3BMkUmh0nG9raXlldW09t5Hf3Nre2bX39us6ThWHGo9lrJoB0yBFBDUUKKGZKGBhIKERDK7HfuMelBZxdIfDBPyQ9SLRFZyhkdr2aeIFolf0EB4w60AYj6hX9swEemU6VTUyhNE4dtK2C07JmYAuEndGCmSGatv+8joxT0OIkEumdct1EvQzplBwCaO8l2pIGB+wHrQMjVgI2s8mZ43osVE6tBsr8yKkE/X3RMZCrYdhYJIhw76e98bif14rxe6ln4koSREiPl3UTSXFmI47oh2hgKMcGsK4EuavlPeZYhxNk3lTgjt/8iKpn5Vcp+TenhcqV7M6cuSQHJEicckFqZAbUiU1wskjeSav5M16sl6sd+tjGl2yZjMH5A+szx/fxJ/N</latexit><latexit sha1_base64="q++LREME/a583/leXienmVEtfl4=">AAACFnicbVC7SgNBFJ31GeNr1dJmMAixMOyKoJAmaGMZwTwgu4TZyU0yZPbBzF0xLPkKG3/FxkIRW7Hzb5w8Ck08MHA451zu3BMkUmh0nG9raXlldW09t5Hf3Nre2bX39us6ThWHGo9lrJoB0yBFBDUUKKGZKGBhIKERDK7HfuMelBZxdIfDBPyQ9SLRFZyhkdr2aeIFolf0EB4w60AYj6hX9swEemU6VTUyhNE4dtK2C07JmYAuEndGCmSGatv+8joxT0OIkEumdct1EvQzplBwCaO8l2pIGB+wHrQMjVgI2s8mZ43osVE6tBsr8yKkE/X3RMZCrYdhYJIhw76e98bif14rxe6ln4koSREiPl3UTSXFmI47oh2hgKMcGsK4EuavlPeZYhxNk3lTgjt/8iKpn5Vcp+TenhcqV7M6cuSQHJEicckFqZAbUiU1wskjeSav5M16sl6sd+tjGl2yZjMH5A+szx/fxJ/N</latexit><latexit sha1_base64="q++LREME/a583/leXienmVEtfl4=">AAACFnicbVC7SgNBFJ31GeNr1dJmMAixMOyKoJAmaGMZwTwgu4TZyU0yZPbBzF0xLPkKG3/FxkIRW7Hzb5w8Ck08MHA451zu3BMkUmh0nG9raXlldW09t5Hf3Nre2bX39us6ThWHGo9lrJoB0yBFBDUUKKGZKGBhIKERDK7HfuMelBZxdIfDBPyQ9SLRFZyhkdr2aeIFolf0EB4w60AYj6hX9swEemU6VTUyhNE4dtK2C07JmYAuEndGCmSGatv+8joxT0OIkEumdct1EvQzplBwCaO8l2pIGB+wHrQMjVgI2s8mZ43osVE6tBsr8yKkE/X3RMZCrYdhYJIhw76e98bif14rxe6ln4koSREiPl3UTSXFmI47oh2hgKMcGsK4EuavlPeZYhxNk3lTgjt/8iKpn5Vcp+TenhcqV7M6cuSQHJEicckFqZAbUiU1wskjeSav5M16sl6sd+tjGl2yZjMH5A+szx/fxJ/N</latexit>

Figure 5: Visualization of our approach on the maze navigation task (visualization states collected
by rolling out the skill prior). Left: the given demonstration trajectories; Middle left: output of the
demonstration discriminator D(s) (the greener, the higher the predicted probability of a state to be
within demonstration support, red indicates low probability). Middle right: policy divergences to the
skill posterior and Right: divergence to the skill prior (blue indicates small and red high divergence).
The discriminator accurately infers the demonstration support, the policy successfully follows the
skill posterior only within the demonstration support and the skill prior otherwise.

specific skill posterior to quickly explore the relevant skills, leading to significant efficiency gains
(see Figure 5 for qualitative analysis and Figure 9 for a comparison of SkiLD vs. SPiRL exploration).

Robotic Manipulation. We show the performance comparison on the robotic manipulation tasks
in Figure 4 (right)7. Both tasks are more challenging since they require precise control of a high-DOF
manipulator. We find that approaches for demonstration-guided RL that do not leverage task-agnostic
experience struggle to learn either of the tasks since following the demonstrations step-by-step is
inefficient and prone to accumulating errors. SPiRL, in contrast, is able to learn meaningful skills
from the offline datasets, but struggles to explore the task-relevant skills and therefore learns slowly.
Worse yet, the uniform skill prior used in Skill BC+RL’s SAC finetuning is even less suited for the
target task and leads the policy to deviate from the BC initialization early on in training, preventing
the agent from learning the task altogether (for pure BC performance, see appendix, Figure 13). Our
approach, however, uses the learned skill posterior to guide the chaining of the extracted skills and
thereby learns to solve the tasks efficiently, showing how SkiLD effectively combines task-agnostic
and task-specific data for demonstration-guided RL.

4.3 Ablation Studies

Figure 6: Ablation studies. We test the perfor-
mance of SkiLD for different sizes of the demon-
stration dataset |Ddemo| on the maze navigation task
(left) and ablate the components of our objective
on the kitchen manipulation task (right).

In Figure 6 (left) we test the robustness of our ap-
proach to the number of demonstrations in the
maze navigation task and compare to BC+RL,
which we found to work best across different
demonstration set sizes. Both approaches bene-
fit from more demonstrations, but our approach
is able to learn with much fewer demonstrations
by using prior experience. While BC+RL learns
each low-level action from the demonstrations,
SkiLD merely learns to recombine skills it has
already mastered using the offline data, thus re-
quiring less dense supervision and fewer demon-
strations. We also ablate the components of
our RL objective on the kitchen task in Figure 6 (right). Removing the discriminator reward bonus
("no-GAIL") slows convergence since the agent lacks a dense reward signal. Naively replacing the
skill prior in the SPiRL objective of Equation 1 with the learned skill posterior ("post-only") fails
since the agent follows the skill posterior outside its support. Removing the skill posterior and
optimizing a discriminator bonus augmented reward using SPiRL ("no-post") fails because the agent
cannot efficiently explore the rich skill space. Finally, we show the efficacy of our approach in the
pure imitation setting, without environment rewards, in appendix, Section E.

7For qualitative robot manipulation videos, see https://sites.google.com/view/skill-demo-rl.
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4.4 Robustness to Partial Demonstrations

SkiLD (Ours)
SPiRL

SkiLD - Full

SPiRL
SkiLD - Partial

Figure 7: Left: Robustness to partial demonstra-
tions. SkiLD can leverage partial demonstrations
by seamlessly integrating task-agnostic and task-
specific datasets (see Section 4.4). Right: Analysis
of data vs. task alignment. The benefit of using
demonstrations in addition to prior experience di-
minishes if the prior experience is closely aligned
with the target task (solid), but gains are high when
data and task are not well-aligned (dashed).

Most prior approaches that aim to follow demon-
strations of a target task, assume that these
demonstrations show the complete execution of
the task. However, we can often encounter sit-
uations in which the demonstrations only show
incomplete solutions, e.g. because the agent’s
and demonstration’s initial states do not align or
because we only have access to demonstrations
for a subtask within a long-horizon task. Thus,
SkiLD is designed to handle such partial demon-
strations: through the discriminator weighting it
relies on demonstrations only within their sup-
port and falls back to following the task-agnostic
skill prior otherwise. Thus it provides a ro-
bust framework that seamlessly integrates task-
specific and task-agnostic data sources. We test
this experimentally in the kitchen environment: we train SkiLD with partial demonstrations in which
we remove one of the subskills. The results in Figure 7 (left) show that “SkiLD-Partial” is able
to leverage the partial demonstrations to improve efficiency over SPiRL, which does not leverage
demonstrations. Expectedly, using the full demonstrations in the SkiLD framework (“SkiLD-Full”)
leads to even higher learning efficiency.

4.5 Data Alignment Analysis

We aim to analyze in what scenarios the use of demonstrations in addition to task-agnostic experience
is most beneficial. In particular, we evaluate how the alignment between the distribution of observed
behaviors in the task-agnostic dataset and the target behaviors influences learning efficiency. We
choose two different target tasks in the kitchen environment, one with good and one with bad
alignment between the behavior distributions (see Section F), and compare our method, which uses
demonstrations, to SPiRL, which only relies on the task-agnostic data.

In the well-aligned case (Figure 7, right, solid lines), we find that both approaches learn the task
efficiently. Since the skill prior encourages effective exploration on the downstream task, the benefit
of the additional demonstrations leveraged in our method is marginal. In contrast, if task-agnostic data
and downstream task are not well-aligned (Figure 7, right, dashed), SPiRL struggles to learn the task
since it cannot maximize task reward and minimize divergence from the mis-aligned skill prior at the
same time. Our approach learns more reliably by encouraging the policy to reach demonstration-like
states and then follow the skill posterior, which by design is well-aligned with the target task.

In summary, our analysis finds that approaches which leverage both task-agnostic data and demon-
strations, improve over methods that use either of the data sources alone across all tested tasks. We
find that combining the data sources is particularly beneficial in two cases:

• Diverse Task-Agnostic Data. Demonstrations can focus exploration on task-relevant skills
if the task-agnostic skill prior explores a too large set of skills (see Section 4.2).

• Mis-Aligned Task-Agnostic Data. Demonstrations can compensate mis-alignment be-
tween task-agnostic data and target task by guiding exploration with the skill posterior
instead of the mis-aligned prior.

5 Conclusion

We proposed SkiLD, an approach for demonstration-guided RL that is able to leverage task-agnostic
experience datasets and task-specific demonstrations for accelerated learning of unseen tasks. In three
challenging environments SkiLD learns new tasks more efficiently than both, prior demonstration-
guided RL approaches that are unable to leverage task-agnostic data, as well as skill-based RL methods
that cannot effectively incorporate demonstrations. Future work should combine task-agnostic data
and demonstrations for efficient learning in the real world and investigate domain-agnostic measures
for data-task alignment to quantify the usefulness of prior experience for target tasks.
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