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Abstract

Specifying all desirable properties of a language model is challenging, but certain require-
ments seem essential for any good model. Given samples drawn from an unknown language,
the trained model should (1) produce valid strings that have not been seen in the training data,
and (2) be expressive enough to capture the full richness of the language. Otherwise, if the lan-
guage model outputs invalid strings, it “hallucinates,” and if it fails to capture the full range of
the language, it suffers from “mode collapse.” In this paper, we ask whether it is possible for a
language model to meet both of these requirements.

We investigate this question within a statistical setting of language generation, building on
the seminal works of Gold [Gol67, Inf. Control], Angluin [Ang79, STOC], and Angluin [Ang88,
Tech. Report]. In this setting, the language model is presented with randomly sampled strings
from a distribution supported on an unknown language K, which is only known to belong
to a possibly infinite collection of candidate languages. The goal of the model is to generate
unseen strings from this target language. We say that the language model generates from K
with consistency and breadth if, as the size of the training set increases, the set of strings it can
output converges to the set of all unseen strings in K.

Kleinberg and Mullainathan [KM24, NeurIPS] posed an open question of whether consis-
tency and breadth in language generation are both possible. We answer this question nega-
tively: for a large class of language models – including next-token-prediction-based models
– this is impossible for most collections of candidate languages. This contrasts with the re-
cent positive result of Kleinberg and Mullainathan [KM24, NeurIPS], which demonstrated that
consistent generation, without requiring breadth, is possible for any countable collection of
candidate languages. Our finding highlights that generation with breadth is fundamentally
different from generation without breadth.

As a byproduct of our result, we also examine how many samples are required for gen-
eration with or without breadth, establishing near-tight bounds on the “learning curves” for
generation in the statistical framework of Bousquet, Hanneke, Moran, van Handel, and Yehu-
dayoff [BHM+21, STOC].

Finally, our results also give some hope for consistent generation with breadth: it is achiev-
able for any countable collection of languages when negative examples – in the form of strings
outside of K – are available in addition to strings inside of K. This suggests that feedback
in post-training, which encodes negative examples, can be crucial in reducing hallucinations
while also limiting mode collapse.
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1 Introduction

Language acquisition is a fundamental mystery across multiple scientific fields, ranging from Bi-
ology and Neuroscience to Sociology [SAN96; Bre07; Cla14; MIB+24]. Theoretical Computer Sci-
entists have been fascinated by language since the early days of the field: in the 1950s, Turing
[Tur50] introduced his famous test using language as an interface to cognition, Shannon [Sha51a]
studied statistics of printed English aiming at understanding its entropy and the extent to which
it could be compressed, and Mandelbrot [Man53] designed a statistical model to capture connec-
tions between language and the brain.

Over the years, language modeling has advanced through simple models, such as the word
n-gram model introduced by Shannon [Sha51b] and widely used in natural language processing
[BDd+92]. In the early 2000s, neural networks achieved a significant breakthrough in the field
[BDV00], leading to fascinating deep learning systems [MKB+10; LBH15; Gol16] built using tra-
ditional architectures like Recurrent Neural Networks [RHW86] and Long Short-Term Memory
[HS97]. In 2017, the field of language modeling was revolutionized by the introduction of the
Transformer architecture [Bah14; SVL14; VSP+17], which led to the development of Large Lan-
guage Models (LLMs). The achievements of LLMs have been groundbreaking; recent models can
perform well on tasks far beyond natural language processing [BCE+23; TLI+23]. Despite their
impressive performance, their extensive use has revealed that LLMs exhibit various bizarre be-
haviors even in seemingly mundane tasks [Bor23].

Perhaps the most well-known issue with current LLMs is hallucinations: the models generate
false but plausible-sounding text with surprising frequency [JLF+23; ZLC+23].1 Such hallucina-
tions, highlighted by popular media [WM23], could significantly impact safety, reliability, and
user trust as the adoption of these systems extends to new tasks [AOS+16; HCS+22]. The impor-
tance of this problem, among other concerns, led both the US [Bid23] and the EU [Sat23] to issue
calls for safeguards against misleading outputs generated by LLMs. In this direction, designing
LLMs that generate responses consistent with the ground truth is an effort that has gained a lot of
attention from Machine Learning (ML) practitioners [WWS+22; AP23; GZA+23; HYM+23; JLF+23;
FSW+24; KWT+24], policymakers [Bid23; Sat23; SK23], and theorists [HKK+18; KV24; KM24].

If the sole goal is to avoid hallucinations, then, of course, one could simply limit the range of
outputs generated by the language model. As an extreme example, consider a language model
that only outputs “I am a language model” and, therefore, never hallucinates. However, modern
LLMs do not just aim to generate a few valid outputs; their goal is to obtain the ability to express
a wide range of plausible outputs, thus capturing the richness of human language. The key chal-
lenge lies in avoiding hallucinations while achieving breadth. The problem of achieving consistent
generation with breadth is not new in the ML community, dating back at least to the era of Gen-
erative Adversarial Networks (GANs) [GPM+20]. In this line of work, mode collapse [GPM+20] is
the analog of lack of breadth; it refers to the phenomenon where the GAN assigns non-zero mass
only to a few modes of the true data distribution, thus producing a limited variety of samples and
becoming repetitive [AB17; SSA18; BZW+19]. The starting point of our work is exactly this puzzling
tension between consistent generation and breadth in language generation.

1We stress that LLMs outputting wrong facts based on errors in training data (e.g., “The Earth is flat”) or miscalcu-
lations (e.g., “1+1 = 3”) do not constitute hallucinations. A hallucination is a plausible but false text with unclear origin
(e.g., “Barack Obama was the president of the US and was born on January 1, 1958”).
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We start with a mathematical specification inspired by classical work on learning theory, trac-
ing back to the seminal work of Angluin [Ang88], and the recent formulation of Kleinberg and
Mullainathan [KM24]: the domain X is a countable collection of strings, and there is an unknown
target language K which is a subset of this domain. We know that the true language lies within
a collection of possibly infinite but countably many languages L = {L1, L2, . . . }. There exists an
unknown distribution P over strings in K ∈ L that satisfies supp(P) = K; any distribution with
this property is said to be valid for K. The algorithm observes i.i.d. samples from P and aims
to learn how to generate unseen strings from the target language K – this, at a high level, is the
language generation problem. Intuitively, the target language K is capturing “facts” of the world;
everything that belongs to K is correct, whereas everything outside of K is unambiguously incor-
rect and can be thought of as a “hallucination.” Observe that K has to be infinite for the problem
to be well-defined as, otherwise, at some point, the algorithm will see all possible strings of K and,
from then on, would have no unseen strings to generate from.

Let us explore language generation further, with the immediate aim of quantifying an algo-
rithm’s progress toward becoming a useful generator. Consider a generating algorithm Gn

2 that
is trained on a set S of n i.i.d. examples from P. To quantify the inconsistency of Gn, we need an
objective. As discussed above, this objective should penalize Gn for outputting strings outside of
K and for repeating examples already seen in the training data S.3 For a target language K and a
model Gn trained on S, we consider the following generation error

gen_er(Gn) := Pr
S∼Pn

[supp(Gn) ⊃ K \ S] . (1)

In words, a model errs according to gen_er(·) if it either hallucinates by outputting strings from
X \ K or if it outputs something already contained in the training set S. This is inspired by the
notion of generation considered by Kleinberg and Mullainathan [KM24]; they call an algorithm
a consistent generator if its support becomes a subset of K \ S after seeing finitely many training
examples S. We relax this definition and call an algorithm a consistent generator for the collection L

if its error, as defined in Equation (1), asymptotically goes to zero for any valid distribution P.
Let us now review how prior work has approached issues with language generation algo-

rithms – foremost, hallucination. Under the above statistical setting, Kalai and Vempala [KV24]
made important progress showing that calibrated models must hallucinate by lower bounding the
hallucination rate by the model’s calibration. For a detailed comparison with our work, we refer
to Section 1.5. Closer to our paper, the work of Kleinberg and Mullainathan [KM24] explored lan-
guage generators that must not hallucinate, i.e., they must be consistent. They studied language
generation in an online setting where the data are not drawn from P but are given as a stream to
the learner, i.e., as an adversarial enumeration of the strings of the true language K. In their setting,
Gn is said to generate in the limit from K if, after some finite time n0 in the enumeration of K, Gn

is able to generate new unseen strings from K for all subsequent times n ≥ n0. They showed

2Formally, a generating algorithm is a sequence of mappings (Gn)n∈N: for each n, it is a computable mapping from
a training dataset of size n to a (computable) distribution (i.e., a sampling algorithm) over X. We will use the notation
(Gn)n to refer to the generating algorithm and the notation Gn or simply G for the induced distribution (generator) after
training; hence when we write x ∼ Gn or supp(Gn), we refer to the distribution obtained after training.

3When we require generating algorithm to achieve breadth, it is not important to enforce that the support does not
contain S. We will elaborate after the formal statement of Definition 4.
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that there exists an algorithm that can generate in the limit from every countable list of candidate
languages.

This result is surprising because it contrasts with strong negative results for the well-studied
problem of language identification in the limit (where one wants to identify K in the limit and not
simply generate from it;4 see also Definition 9). The family of languages identifiable in the limit is
very limited: the results of Gold [Gol67] and Angluin [Ang79] showed that language identification
is a very difficult problem and most collections of languages are non-identifiable (in fact, there is
a tight characterization due to Angluin [Ang80] which we state in Definition 10). Hence, the
algorithm of Kleinberg and Mullainathan [KM24] shows that language generation in the limit is
much more tractable than identification. We note that while their algorithm operates in a non-
statistical setting, it will be an important building block for our results.

Kleinberg and Mullainathan [KM24] observed that their algorithm eventually becomes a con-
sistent generator but suffers from mode collapse: initially, it generates with breadth while being in-
consistent with the target language; later on, as a larger part of the stream is seen, it starts sacri-
ficing breadth in order to generate valid outputs. This behavior led them to leave the existence
of a consistent generator that achieves breadth as an interesting open question. In this work, we
will formally introduce a notion of breadth for language generation in our statistical setting (Sec-
tion 1.1.1). For now, we mention that our definition roots in the notion of mode collapse from
Generative Adversarial Networks (GANs) [AB17; GPM+20] and, roughly speaking, states that an
algorithm (Gn) generates with breadth from K if the probability that its support contains all the
unseen examples from the target language goes to 1, as the training samples from a valid dis-
tribution go to infinity. Now it is a good point to contrast breadth with consistency: consistent
generators aim at avoiding any elements outside of K while generators achieving breadth try to
cover all unseen elements of K. The question of Kleinberg and Mullainathan [KM24] is asking
whether the equilibrium condition that the support of the generator exactly matches the unseen
elements of K can eventually be achieved by some algorithm. This is the main question we aim to
address in this paper.

Is it possible to achieve consistent language generation with breadth or
is there some inherent trade-off between consistency and breadth?

1.1 Informal Results

Our main results confirm the tension between consistent generation and breadth for language
models, conjectured by Kleinberg and Mullainathan [KM24], in a strong way: informally, we show
that

A language model that generates with breadth must be inconsistent, i.e., it must hallucinate.

We focus on the probabilistic setting of Angluin [Ang88] which we have already introduced in-
formally. En route to our results in the probabilistic setting, we also obtain results in the online
setting of Gold [Gol67], Angluin [Ang79], and Kleinberg and Mullainathan [KM24], as we will

4Very briefly, a language collection L = {L1, L2, . . . } is called identifiable in the limit if there exists an algorithm
(An : Xn → N)n such that for any K ∈ L and any enumeration x1, x2, . . . of the strings of K appearing as a stream
to (An), there is a finite time n0 ∈ N after which the algorithm predicts the correct index of the true language, i.e.,
LAn(x1,...,xn) = K for any n ≥ n0.
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see later. To facilitate a formal discussion of our contributions, we need to introduce some further
definitions.

1.1.1 Setup and Definitions

A generating (or learning) algorithm is a sequence of computable mappings (Gn) = (Gn)n∈N from
samples S ⊆ Xn to generators, which are simply distributions over the domain X. More formally,
a generating algorithm is a sequence of mappings from samples to Turing machines that generate
samples from an (explicitly or implicitly) defined distribution over strings.

In the statistical setting we consider, the learner observes samples from an unknown distribu-
tion which is valid for some unknown language K in the collection L = {L1, L2, . . . }.

Definition 1 (Valid Distribution [Ang88]). A distribution P over a countable domain X is valid with
respect to a countable language collection L if its support is the same as some language K ∈ L. In this case,
when we want to be specific about the language that P draws samples from, we say P is valid for K.

If the collection L is clear from context, we will simply say that P is valid. Based on this definition
and building on the model studied by Kleinberg and Mullainathan [KM24], we give the following
adaptation for consistent generation from a collection L in the statistical setting.

Definition 2 (Consistency). A generating algorithm (Gn) for a language collection L is consistent if for
any valid distribution P, it holds that limn→∞ gen_er(Gn) = 0. Otherwise, the algorithm is said to be
inconsistent.

Hence, an algorithm is said to be consistent if the generators it produces by training on any valid
distribution P converge to generating examples from the unseen part of P. Some of our results
explore when asymptotic consistency is achievable. However, the main focus of our work is on
understanding the rates at which consistency (and other desirable properties) can be attained – if
possible at all. In particular, we want to study the rate at which the generation error gen_er(Gn)

decreases as the number of samples n goes to infinity – that is, we want to study the learning curve
of consistent generation (and other tasks that we introduce later in this section). Bousquet, Han-
neke, Moran, van Handel, and Yehudayoff [BHM+21] characterized learning curves for binary
classification, formalizing the universal rates framework, earlier explored by Schuurmans [Sch97]
and Antos and Lugosi [AL98]. To this end, we borrow their definition of universal rates.

Definition 3 (Informal, Universal Rates; [BHM+21], see Definition 12). A generating algorithm (Gn)

has rate R(·), where limn→∞ R(n) = 0, for a language collection L if

∀P ∈ Val(L) ∃C, c > 0 such that gen_er(Gn) ≤ C · R(c · n) ∀n ∈ N ,

where Val(L) is the class of valid (realizable) distributions for L.

Observe that these learning curves are distribution-dependent since the constants c and C are
allowed to depend on P. This difference turns out to be crucial and can, sometimes, lead to sig-
nificant differences between universal rates and the corresponding distribution-independent rates
[BHM+21]. Among different universal rates, exponential universal rates are of specific interest as
they are often the best possible rate, as we will see later. We say that the algorithm (Gn) generates
with an exponential universal rate if R(n) = exp(−n) in the above definition. Next, we turn to
language generation with breadth.
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Definition 4 (Breadth). A generating algorithm (Gn) for a language collection L is said to achieve breadth
if, for any valid distribution P, it holds that limn→∞ Pr[supp(Gn) ⊇ K \ Sn] = 1, where Sn is the dataset
used to train Gn, i.i.d. from P. Otherwise, the algorithm suffers from mode collapse.

Definition 4 is inspired by the literature on GANs (see e.g., [AB17; GPM+20]). For instance, con-
sider the work of Arjovsky and Bottou [AB17], which studies distributions G and P induced by the
generator and nature, respectively, and says that mode collapse occurs when the KL divergence
KL (P∥G) :=

∫
log (P(x)/G(x)) dP(x) → ∞. In particular, mode collapse happens when there is

some string x ∈ supp(P) for which G(x) = 0. In other words, the generator has breadth when
supp(G) ∪ Sn ⊇ supp(P), which recovers our definition for breadth by noting that supp(P) = K
since P is valid for K and that, to be compatible with the definition of consistency (Definition 2),
we bar a generator from repeating strings it has already seen. (It is worth mentioning that one can
modify the definition of breadth to require supp(Gn) ⊇ K without changing any of our results;
see Remark 2.) We also note that the definition of consistency we use can also be derived in an
analogous fashion by requiring the reverse KL divergence (i.e., KL (G∥P)) to be finite.

Putting the definitions of consistency and breadth together implies that an algorithm generates
with consistency and breadth if, eventually, its support matches the set of unseen strings in K, i.e.,
K \ Sn at the n-th step. After presenting our main results, in Section 1.3, we discuss relaxations of
this notion of consistent generation with breadth.

A last ingredient for our results concerns the decidability of a folklore Theoretical Computer
Science problem, which we call the membership oracle problem, that has motivated extensive work
in formal languages and complexity theory [Soa99; Sip12]. A generator G , which is the output of
some generating algorithm, corresponds to some Turing machine, as is standard in the language
inference literature, that samples according to a distribution over X [BB75; Ang79; AS83; AB91].

Definition 5 (Membership Oracle Problem). Given a generator G , the membership oracle problem for
G , denoted as MOP(G), is defined as follows: given the description of G and a string x, output Yes if
x ∈ supp(G) and output No otherwise.

This problem is, in general, undecidable due to a reduction to the halting problem (Section A);
nevertheless, its decidability depends on the structure of the Turing machine as we will see shortly.
The above definition naturally extends to generating algorithms.

Definition 6 (MOP for Generating Algorithms). The membership oracle problem is decidable for a
generating algorithm (Gn) if, for any n ∈ N and any S ⊆ Xn, MOP(·) is decidable for the induced
generator G = Gn(S).

We note that the above definitions implicitly assume that the generator Gn(S) depends only on the
randomness of S; we could extend this by allowing Gn(S) to be a distribution over generators.

1.1.2 Main Results

We now have all the ingredients to state our first result, which establishes that, for all generat-
ing algorithms for which MOP(·) is decidable, (consistent) generation with breadth is as hard as
language identification in the statistical setting.
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As in Definition 3, we will say that the generating algorithm (Gn) generates with breadth from
L at some rate R(·) if, for any K ∈ L, valid distribution P, and n ∈ N,

E
S∼Pn

1 {supp(Gn) ̸= K \ S} ≤ C · R(c · n) ,

for some distribution-dependent constants C, c > 0. If no rate R(·) satisfying limn→∞ R(n) = 0
exists, we will say that (Gn) does not generate with breadth at any rate.

Informal Theorem 1 (see Theorem 3.3). For every language collection L that is not identifiable in the
limit, no generating algorithm (Gn), for which MOP(·) is decidable, can generate from L with breadth at
any rate.

Recall that the family of languages non-identifiable in the limit is quite broad. Based on the re-
sults of Gold [Gol67] and Angluin [Ang79; Ang80] on the problem of language identification in
the limit, our impossibility result holds for most interesting collections of languages. For Informal
Theorem 1 to be valuable and meaningful though, we further need to show that there exists an
algorithm that generates without breadth for the collections of languages for which our impossi-
bility result is true. Our next result states that this is indeed possible: there exists an algorithm
that generates with (almost) exponential universal rates for any countable language collection L.

Informal Theorem 2 (see Theorem 3.3). For every language collection L that is not identifiable in the
limit, there exists a generating algorithm (Gn), for which MOP(·) is decidable, that generates (possibly)
without breadth from L at exponential rates. Further, if L is identifiable in the limit, then there exists a
generating algorithm (Gn), for which MOP(·) is decidable, that generates with breadth from L at (almost)
exponential rates.

Informal Theorem 2 shows that any countable collection of languages not only admits a consis-
tent generator in the limit under an adversarial enumeration of the target language (as shown by
Kleinberg and Mullainathan [KM24]), but the statistical rate at which consistency (as per Defini-
tion 2) is achieved is exponential in the number of samples. Further, for identifiable collections of
languages, we give an algorithm that generates with breadth at an (almost) exponential rate.

The combination of Informal Theorem 1 and 2, reveals a strong separation between generation
with and without breadth for any generating algorithm for which MOP(·) is decidable. What is
missing is an answer to: how large is the class of generators for which the membership oracle
problem MOP(·) is decidable? It turns out there is a very broad class of language generators for
which this is the case and which also captures modern LLMs, as we show next.

A Family of Generators for Which MOP(·) Is Decidable. Motivated by the structure of modern
language models [BJM83; BCP+90; BCE+23; TLI+23; OAA+24], we consider a family of iterative
generators. A generator is said to be iterative if it generates text one alphabet or “token” at a
time (see Definition 14). To generate each token, the generator can perform an arbitrary (but
finite) amount of computation and, possibly, use randomness. For this to make sense, one has to
imagine strings of X as strings over some finite alphabet Σ. This holds without loss of generality
as X is countably infinite and, hence, there is a one-to-one mapping from X to strings over Σ (due

6



to which X can be thought of as a set of strings over Σ).5 We show that for any iterative generator,
the membership oracle problem is decidable and our Informal Theorem 1 is applicable.

Informal Theorem 3 (see Theorem 3.4). For any iterative generator G , MOP(G) is decidable.

Observe that this family of next-token generators is very general. First, it captures existing large
language models: for instance, to simulate an LLM L, we define the next-token predictor as a
Turing machine that simulates L on the provided string until L generates one new token. Next, it
also captures systems where an LLM can interact with another Generative AI model or algorithmic
system (such as a diffusion model or a code interpreter) – as these auxiliary systems can also be
simulated by the generator. Given this, it becomes evident that this class of generators for which
MOP(·) is decidable is fairly large and interesting.

Implications for the Gold-Angluin Model. We repeat that all the aforementioned results hold in
the statistical setting. En route to obtaining our results in this setting (Informal Theorems 1 and 2),
we show several connections to the online setting of Gold [Gol67], Angluin [Ang79; Ang80], and
Kleinberg and Mullainathan [KM24], which lead to the following result.

Informal Theorem 4 (see Theorem 3.5). For any language collection L that is not identifiable in the
limit, no generating algorithm (Gn), for which MOP(·) is decidable, can generate from L with breadth in
the limit.

To be more concrete, a generating algorithm generates with breadth in the limit if its support is
eventually K \ Sn, where Sn is the set of the first n positive examples (i.e., examples that belong to
K). We emphasize that Informal Theorem 4 is in a similar spirit as our Informal Theorem 1, but
holds in the online model instead of the statistical model discussed earlier. In particular, Informal
Theorem 4 combined with the algorithm of Kleinberg and Mullainathan [KM24] give a separation
between consistent generation with and without breadth in the Gold-Angluin model. Further, as
explained before, this result applies to any iterative generator due to Informal Theorem 3. More-
over, as MOP(·) is decidable for the generating algorithm of Kleinberg and Mullainathan [KM24]
(since its support contains a singleton element x which can be computed by running their algo-
rithm), the above result, in particular, shows that the algorithm of Kleinberg and Mullainathan
[KM24] cannot generate with breadth in the limit from any non-identifiable collection.

Organization of Rest of the Introduction. We proceed with an exposition of our techniques
in order to obtain our main results presented above. In Section 1.3, we relax the definitions of
consistency and breadth and give more “robust” trade-offs between hallucination and breadth.
Next, in Section 1.4, we give a list of open problems for future work. Finally, Section 1.5 contains
an extensive overview of related works.

1.2 Technical Overview

In this section, we present the technical tools we develop to obtain our main results.

5In a bit more detail, since X and Σ∗ are countably infinite, they have enumerations x1, x2, . . . and s1, s2, . . . . There-
fore, given any string si ∈ Σ∗ generated by an iterative generator, one can map it to a string xi ∈ X, thereby getting a
generator for X.
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A Natural Strategy to Prove Informal Theorem 1. At first glance, there seems to be a natural
strategy to prove Informal Theorem 1: assume that there exists a consistent generating algorithm
with breadth G = (Gn) for some non-identifiable collection L in the statistical setting and then
show that this implies identification in the statistical setting, which would contradict the fact that
L is non-identifiable. To implement this strategy one needs a method to utilize G , along with the
positive samples from the target language K, for identification. This raises the question: what
additional power can G give that the positive samples do not already provide?

Initial Attempts to Implement the Strategy. Indeed, if one uses no additional properties of G ,
then its outputs provide no more information than an adversarial enumeration of K. To develop
some intuition, we begin by considering some properties of the generator and explaining why
they are insufficient to enable identification.

1. G is non-adaptive. First, one may want to utilize the fact that the generator G is fixed and, hence,
the samples it outputs cannot adapt to the specific algorithm being used based on the outputs
of the algorithm. Hence, it will probably provide an algorithm-independent enumeration of the
true language. However, this is not helpful in general since there exist simple non-identifiable
language collections that remain non-identifiable for many enumerations of the target language.

2. G samples from a fixed distribution. Another property one may want to leverage is the stochas-
ticity of the generator: G samples its outputs from a fixed distribution (which is valid for K).
However, even this does not enable the identification of non-identifiable collections due to a re-
sult by Angluin [Ang88]. Angluin shows that even if the positive examples are i.i.d. from a valid
distribution and do not appear as an adversarial enumeration (as in Gold [Gol67]), this does not
enable identification of any collection L that is non-identifiable in the limit. (We prove a stronger
version of this result in Lemma 5.5.)

3. G samples from a simple distribution. Moreover, the difficulty in the above negative result is not
the complexity of the encoded distribution: it holds even when G samples from a distribution that
is computable by a Turing machine.

At this point, it is not clear how to utilize access to a generator G which generates with breadth
from K. Next, we present a strong form of access to the generator G that is useful for identification.

4. Access to Subset Queries “supp(G) ⊆ Li” and “Li ⊆ Lj”. For one of their algorithms, Kleinberg
and Mullainathan [KM24] utilize a subset oracle that answers queries of the form “is Li ⊆ Lj?”. (In
general, this oracle is not guaranteed to be computable). One can imagine an extension of this or-
acle that, given an index i and description of the generator G , outputs whether supp(G) ⊆ Li. The
existence of this oracle turns out to be sufficient to identify K, as we explain next: After a finite
amount of time, Kleinberg and Mullainathan [KM24]’s algorithm creates a list of “critical” lan-
guages C1, C2, . . . , of the following form (see Theorem 4.1 in Kleinberg and Mullainathan [KM24])

C1 ⊇ C2 ⊇ · · · ⊇ (Ci := K) ⊇ Ci+1 ⊇ . . . .

In words, this list has two properties (1) K appears in this list, say, at Ci = K for some i < ∞
and (2) each language Cj in the list is a subset of the preceding language Cj−1. Given this list and
the aforementioned subset oracle, one can easily identify the index of K as the largest j for which
supp(G) = K ⊆ Cj. This assumption allows to identify any collection in the limit given access to a
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consistent generation G with breadth. However, this type of access is not very practical since it is
not clear when such an oracle is implementable.

Our Approach. Our first idea is that a much weaker form of access to G – membership oracle to
supp(G) – is sufficient for identification. This is where the membership oracle problem MOP(·)
(Definition 5) appears in the proof. In fact, given this idea, it is not difficult to show that with that
type of access, we can go from a generator with breadth in the online setting to an identification
algorithm in the online setting; and, hence, get Informal Theorem 4. However, our focus is the
statistical setting where there are several additional challenges in using the membership oracle to
supp(G).

A. Need for Universal Rates for Generation and Identification. The key issue is the following: In the
statistical setting, if we assume that we have a generator with breadth at rate R(·), then we can
hope to show an implication that we can get an identification algorithm at rate R(·). However,
this need not imply a contradiction to the identifiability of L as in the online setting. This is
because, even though L is non-identifiable in the online setting, it may become identifiable at some
rate R′(·) in the statistical setting. Indeed, this is the case in binary classification, where there
are simple hypothesis classes (such as thresholds over reals) that are not learnable in Littlestone’s
online setting [Lit88] but become learnable (at a universal – and uniform – linear rate) in the
statistical setting; in fact, any hypothesis class is learnable in the statistical setting under universal
rates, since there is a Bayes consistent algorithm, under benign assumptions [BHM+21].

Hence, to get a contradiction, we first need to understand the taxonomy of universal rates
for generation and identification. We remark here that both the learning task (e.g., classification,
regression, identification, and generation) and loss function used in the problem are pivotal for
the landscape of rates that one gets; for instance, with the zero-one loss for binary classification
one gets a trichotomy of rates [BHM+21], but with the L1-loss for regression, one gets infinitely
many rates [AHK+24].

To overcome the above challenge, we provide statistical rates for identification and generation.
We start with identification. We show that if L is identifiable in the limit in the adversarial Gold-
Angluin setting with positive examples [Gol67; Ang80], then it is identifiable under Definition 12
with (almost) exponential (universal) rates. This is the less technical part of the proof so we will
give a high-level approach.

B. Identification in the Limit =⇒ Identification at (Almost) Exponential Rates. Our idea is reminiscent
of Bousquet, Hanneke, Moran, van Handel, and Yehudayoff [BHM+21] and requires splitting the
input dataset into multiple batches whose size is carefully selected, running the online algorithm
on each batch, and then taking a majority vote over the outputs of the algorithm. We remark that
there are some technical issues which require further care, compared to Bousquet et al. [BHM+21].
First, unlike the setting of Bousquet et al. [BHM+21], we only see positive examples and we get no
feedback about our guesses. Thus, we cannot use their approach to “estimate” a time after which
the learner will stop making mistakes. Moreover, when we run the learners on multiple batches,
it can be the case that different batches output different indices of languages that correspond to K
(since the target language can appear at multiple positions in the countable collection L).

Thus, taking a majority vote over these indices might not work. Nevertheless, we manage to
handle these issues and get almost exponential rates for collections that satisfy Angluin’s criterion
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for identification in the limit [Ang79]. A bit more concretely, to circumvent the first issue, our
approach is to “guess” the right batch size, and this guess needs to be an increasing function of n –
this is why we get almost exponential rates instead of exactly exponential rates (Lemma 5.5). The
second issue is more subtle. At a high level, we use a voting scheme where the output of every
batch L̂i gives a “vote” to every language L ∈ L such that L̂i = L, and we predict the lowest-
indexed language that is voted by at least half of the batches. In its current form, this scheme
is not computable, nevertheless, we show that it can be modified so that it becomes computable
(Lemma 5.4).

The more interesting half of establishing universal rates for identification is the lower bound
showing that if a collection is not identifiable in the limit, it is also not identifiable in the statistical
setting at any rate R(·) such that limn→∞ R(n) = 0.

C. Impossible to Identify in the Limit =⇒ Impossible to Identify at Any Rate. Recall that the statis-
tical setting was studied by Angluin [Ang88]. Angluin [Ang88] showed that every learner, with
probability at least 1/3, does not converge to outputting a (stable) index of the target language in
an infinite stream of examples drawn from a valid distribution. In other words, with probability
at least 1/3, the algorithm will either stabilize to an index that does not correspond to the target
language or it will not stabilize to any index. Notice that this does not rule out algorithms that
output different indices of the target language, for all but finitely many n ∈ N. The first step to-
wards establishing our desired lower bound is to strengthen Angluin’s result: we show that any
learning algorithm, with probability at least 1/3, outputs indices that do not correspond to the tar-
get language infinitely often. More formally, let us consider an identification algorithm hn, which
maps a training set of n examples x1, . . . , xn to an index hn(x1, . . . , xn) so that Lhn(x1,...,xn) is the n-th
prediction for the true language. The aforementioned lower bound means that6

Pr
{xi : i∈N}∼P∞

[
lim sup

n→∞

{
Lhn(x1,...,xn) ̸= K

}]
≥ 1

3
, (2)

where X ∼ P∞ corresponds to an infinite i.i.d. draw from P. One may be tempted to conclude
that this implies that with probability 1/3 we cannot identify the target language (in the statistical
setting). However, the quantity we wish to bound away from 0 to derive the desired lower bound
is

lim sup
n→∞

Pr
x1,...,xn∼Pn

[{
Lhn(x1,...,xn) ̸= K

}]
.

It is well-known that for any sequence of events {En}n∈N,

Pr
[

lim sup
n→∞

En

]
≥ lim sup

n→∞
Pr[En] . (3)

This, however, is not sufficient to deduce the result we need; we need the opposite inequality.
Hence, Angluin’s guarantee does not suffice to get our lower bound. In order to show our re-
sult, we use a boosting argument (Lemma 5.8): if there exists a learner hn whose probability of

6Informally, lim sup of a sequence of events captures the events that occur infinitely often. For instance,
Pr[lim supn→∞ En] represents the probability that infinitely many of the events E1, E2, . . . occur. On the other hand,
lim supn→∞ Pr[En], roughly speaking, denotes the largest value that the probabilities Pr[E1], Pr[E2], . . . , . . . approach
infinitely often as n → ∞.
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misidentification
Pr

x1,...,xn∼Pn

[
Lhn(x1,...,xn) ̸= K

]
converges to a number strictly less that 1/2, then we can convert it to a learner whose error rate
decreases (almost) exponentially quickly. This (almost) exponential rate, in particular, implies that

∞

∑
n=1

Pr
x1,...,xn∼Pn

[
Lhn(x1,...,xn) ̸= K

]
< ∞ .

This, crucially, enables us to use the Borel-Cantelli lemma (see Lemma E.1) which gives us that
Pr

[
lim supn→∞

{
Lhn(x1,...,xn) ̸= K

}]
= 0 , and, thus, a contradiction to Equation (2). This implies

the desired impossibility result.
As consequence of the above results, we get a dichotomy for universal identification rates:

Informal Theorem 5 (see Theorem 3.1). For any language collection L that is identifiable in the limit
and for any g(n) = o(n), there exists a learner that identifies L at rate exp(−g(n)). Otherwise, L is not
identifiable at any rate.

We remark that if we have access to subset queries for L, we can show that there exists an algo-
rithm that achieves exactly exponential rates, for all identifiable collections (see Proposition 3.8).

Next, we move to understanding universal rates for language generation.

D. Universal Rates for Generation (Possibly Lacking Breadth) Without Boosting. One might suspect
that a similar batching argument would give us exponential rates for generation: just run the on-
line algorithm of Kleinberg and Mullainathan [KM24] multiple times and aggregate. The issue
is that aggregation for generation is different than prediction: for prediction, it is clear how to
implement majority vote as a boosting technique; for generation, it is unclear how to aggregate
different generated strings which is, typically, necessary to obtain a boosting algorithm. One im-
mediate attempt is to take majority votes over the strings that each batch outputs; unfortunately,
even if the majority of them are generating from the target language, they might be outputting
different strings, thus, even a few batches outputting the same invalid strings are enough to fool
our aggregation rule.

Another tempting approach is to mimic the strategy we used to aggregate different indices of
the target language in the identification setting: we go over every output of the batches and we let
them give a vote to each of the languages in L they belong to.7 It is not hard to see that every batch
whose output corresponds to a valid generator will vote for the target language. Unfortunately,
it will also vote for all supersets of the target language. This is exactly the heart of the difficulty
of identification: telling apart supersets of the target language from the target language, which
is colloquially called overgeneralization. Taking it to the extreme, imagine that the first language
of the collection contains all the strings, i.e., L1 = X. Then, all the batches will vote for L1. This
is problematic for two reasons: generating a fresh string from the majority-voted language is as
good as random guessing, and choosing a string among the ones that voted for the majority-voted
language is as good as picking one of the outputs of all batches uniformly at random.

7The astute reader might realize that, as stated, this strategy is not computable – as we explain, even if one could
implement it, this aggregation scheme does not work.
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Perhaps surprisingly, it turns out that a much simpler approach works: we show that the al-
gorithm of Kleinberg and Mullainathan [KM24] directly enjoys exponential rates in the statistical
setting, without the use of batching and boosting. This observation is based on a sufficient con-
dition that allows one to use an algorithm that works “in the limit” to obtain exponential rates in
the statistical setting, without any modification (see Lemma 5.11).

Informal Theorem 6 (see Theorem 3.2). For any countable language collection L there exists a generat-
ing algorithm that generates from L at an (optimal) exponential rate.

This pair of results for identification (Informal Theorem 5) and generation (Informal Theo-
rem 6) allow us to get Informal Theorem 1 and 2. The idea for Informal Theorem 1 is that we will
use the algorithm G that generates with breadth at some rate R(·) for an arbitrary non-identifiable
collection L and membership oracle access to G in order to get an identification algorithm for L

with some rate R′(·) such that limn→∞ R′(n) = 0. This is a contradiction since Informal Theorem 5
shows that L admits no rate in the universal setting. Finally, Informal Theorem 2 follows almost
immediately from our universal rates result for generation.

1.3 Additional Results With Relaxation of Consistency and Breadth

Next, we study a relaxation of consistent generation with breadth, which we call unambiguous
generation, and ask: is there a generator that unambiguously generates from a non-identifiable collection?

In this section, we will allow the generator to repeat examples in the training data. Like all
of our results with breadth, this choice is not crucial, and all of the results have analogs where
the generator does not repeat training examples (see Remark 2). We make this choice for sim-
plicity. We show that unambiguous generation (which we define later in this section) from non-
identifiable collections is impossible for any generator G for which MOP(G) is decidable and that
satisfies the natural property that G “stabilizes” after seeing sufficiently many examples:

Definition 7 (Stability). A generating algorithm (Gn) is stable for a language collection L if for any target
language K ∈ L and for any enumeration of K, there is some finite n∗ ∈ N such that for all n, n′ ≥ n∗, it
holds that supp(Gn) = supp(Gn′).

We make some initial remarks about stable generators. First, any generator G that is consistent
and achieves breadth is also stable, since after some finite time its support, union the training set,
becomes K and remains so. (Here, whether G repeats training examples or not is not crucial –
the two types of generators are interchangeable; see Remark 2.) Second, this notion of stability
can be seen as trying to capture practical heuristics such as learning rate schedules and early
stopping that reduce the amount of changes to the generator as more and more samples are seen.
Moreover, the original work of Gold [Gol67] also requires the identifier to stabilize to a consistent
guess, and, more recently, the stability property of learning algorithms was explored in the PEC
learning setting of Malliaris and Moran [MM23].

Having defined stability, we proceed to discuss relaxations of generation with breadth. In-
tuitively, consistent generation with breadth requires the generator to eventually stop making
mistakes – where a mistake is any element x that G incorrectly includes (if x ̸∈ K or x is part of
the training samples) or excludes (if x ∈ K) from its support. We now relax this and only require
that, eventually, the generator G makes finitely many mistakes. Observe that this is a non-trivial
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requirement because the languages contain infinitely many strings and, so, at the start, G is ex-
pected to make infinitely many mistakes. A valuable observation is that it is possible for two
languages L1 and L2 to only differ in finitely many strings even if each contains infinitely many
strings. With this observation, it is not too hard to see that the aforementioned requirement is too
weak to capture a reasonable notion of generation from the target language K. Indeed, it would
allow generators that, given examples from K, perpetually generate outputs (with breadth) from
a language L that is not the actual target language – which is a severe form of hallucination.

Hence, to create a meaningful model, we must impose some further restrictions on the mis-
takes of the generator G . The above example motivates that, at the least, the generator G should
be “closer” to generating from K than some language L ̸= K with L ∈ L. We call such a generator
unambiguous.

Definition 8 (Unambiguous Generator). A generating algorithm G = (Gn) is unambiguous for a lan-
guage collection L if, for any K ∈ L and every enumeration of K, its support eventually becomes closer to
K than to any other language L ̸= K in L in terms of the symmetric difference metric, i.e., there exists some
n∗ ∈ N such that for all n ≥ n∗ it holds that

|supp(Gn)△K| < min
L∈L : L ̸=K

|supp(Gn)△L| ,

where recall that for two sets S and T, S△T := (S \ T) ∪ (T \ S).

Figure 1: An Unambiguous Generator That neither Has Consistency nor Breadth. In this example, the
language collection L has two languages L and K, where K denotes the target language. The red
curve denotes L, the dashed green curve denotes K, and the blue curve denotes the support of
supp(Gn). The generator Gn hallucinates since supp(Gn) \ K ̸= ∅ and does not achieve breadth for
the target K since B = K \ supp(Gn) is non-empty. Nevertheless, this generator is unambiguous
as |supp(Gn) \ K|+ |B| < |supp(Gn) \ L|+ |A| .

Here, we pause to observe that this notion of generation is a significant relaxation of generation
with breadth that we considered earlier (Definition 4). Not only does it allow the generator to
hallucinate certain strings not in the target K and omit strings actually in K for arbitrarily long,
the number of hallucinations and omissions can be arbitrarily large, depending on the structure
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of the language collection L. Surprisingly, we show that even this very weak notion of “consistent
generation with breadth” is not achievable by a large class of generators.

Informal Theorem 7 (see Theorem 3.6). For every language collection L that is not identifiable in the
limit, no stable generating algorithm (Gn) for which MOP(·) is decidable, can generate unambiguously
from L at any rate.

Thus, under mild conditions, no stable algorithm can generate unambiguously from a non-identifiable
collection. Moreover, we also prove an analog of Informal Theorem 7 in the online setting (see
Theorem 3.7), which extends our earlier result for generation with breadth in the online setting
(Informal Theorem 4). This raises several questions regarding unambiguous generation, which
we leave as interesting open problems (see Section 1.4). Note that while this impossibility result
has a benign requirement that the generator is stable, it already considerably extends our main
result Informal Theorem 1, since any generator that achieves breadth must be stable – otherwise,
its support cannot settle on the target language K. (Note that while Informal Theorem 1 requires
the generator to not repeat training examples, any generator that repeats training examples can be
converted into one that does not repeat training examples and vice-versa; see Remark 2.)

1.4 Takeaways, Discussion, and Open Problems

We believe that a key takeaway of our results is that the question of Kleinberg and Mullainathan
[KM24] seems to open an avenue towards a formal modern theory of language generation bridg-
ing learning theory and traditional TCS fields, like complexity theory and formal languages. As
we explain in the subsequent technical overview, our tools contribute to this direction by con-
necting classical lines of work on identification of formal languages tracing back to Gold [Gol67],
Angluin [Ang79; Ang80; Ang88] and computability theory [Soa99; Sip12], to modern learning
paradigms such as learning curves [BHM+21] and language generation [KV24; KM24].

Next, we emphasize that our impossibility result (Theorem 3.3) is not a dead end for language
generation. Instead, it illustrates the need for additional human feedback during the post-training
process – which provides additional information over positive samples alone – to achieve effective
language models. Indeed, if both positive and negative examples are available, then generation
with breadth is achievable for all countable collections of languages.8 In other words, our results
can be seen as further theoretical evidence of the benefits of post-training with human feedback,
highlighting its importance in developing language models that achieve both consistency and
breadth, and adding to prior theoretical results from Kalai and Vempala [KV24].

Further, we underline that even though we focus on a prompt-less generation setting [KV24;
KM24], most of our results immediately extend to a prompted setting using the approach of Klein-
berg and Mullainathan [KM24].

Remarks and Open Questions. We now state a few remarks regarding our results and pose some
interesting open questions. First, as a byproduct of our results, we establish almost tight rates for

8This follows from the work of Gold [Gol67], which showed that any countable collection of languages can be
identified with such feedback. Using appropriate batching and boosting, we show that this identification algorithm
(which works in the limit) can be converted to a generation algorithm with breadth that achieves an exponential rate.
Concretely, Theorem 3.11 shows how to identify at an exponential rate and Proposition 6.5 shows how to convert this
to a generation algorithm.
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identification and generation with positive examples (see Section 3.1 and Section 3.4 for formal
statements and discussion). Obtaining tight rates for these tasks is an interesting problem.

Next, our impossibility results capture a large class of language-generating algorithms but do
not completely forbid consistent generation with breadth. An immediate open question is how
much further we can extend the class of generating algorithms for which the impossibility result
in Informal Theorem 1 holds.

Open Question 1. Is there a class of generative algorithms for which the induced generators can
be modeled as Turing machines and which achieve breadth and consistency for all countable
collections of languages?

Further, we also proved a more robust version of our main result (Informal Theorem 1), namely,
Informal Theorem 7, which showed that no algorithm from a large class of generators can generate
while making a “small” number of hallucinations or omissions (also see Section 3.3 for another
robust version of Informal Theorem 1). It is interesting to understand if one can prove a more
robust version of Informal Theorem 1. To this end, we propose the following problem.

Open Question 2. What is the Pareto frontier of an approximate notion of breadth and consis-
tency? In other words, if we fix a collection of languages and allow the generator to hallu-
cinate at some given rate, what is the minimal fraction of the mass from the target language
that this generator has to miss?

Next, to the best of our knowledge, it is not possible to test if a language collection is identifiable
in the limit (without access to a strong oracle); this, for instance, becomes evident by inspecting
Angluin’s criterion for identifiable collections (see Definition 10). Hence, we would like to know
the following:

Open Question 3. Is there a best-of-both-worlds algorithm between consistent generation and
generation with breadth, i.e., is there an algorithm that will always generate in the limit
from the target language consistently but, whenever identification is possible, it will also
achieve breadth?

We make some initial progress on this question by showing that the algorithm proposed by Klein-
berg and Mullainathan [KM24] already achieves this best-of-both worlds guarantee, provided it
has access to a subset oracle for L that answers queries of the form “is Li ⊆ Lj?” (see Section B.2).

Finally, our algorithm that achieves (almost) exponential rates for identification uses an algo-
rithm for identification in the limit as a black box. However, our algorithm that achieves exponen-
tial rates for generation makes use of certain specific properties of the algorithm of Kleinberg and
Mullainathan [KM24]. Thus, we ask the following question.

Open Question 4. Is there a black-box transformation from an algorithm that generates in the
limit in the online setting to an algorithm that generates with exactly exponential rates in the
statistical setting?
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1.5 Further Related Works

Our setting is based on the statistical formulation of Angluin [Ang88], who studied identification
from stochastic examples in the limit. However, Angluin [Ang88] does not provide any learn-
ing rates which is one of the main aspects of our work. In terms of techniques, our inspiration
for the statistical rates comes from universal learning, initiated by Bousquet, Hanneke, Moran,
van Handel, and Yehudayoff [BHM+21] and studied in Bousquet et al. [BHM+21], Hanneke et
al. [HKM+22], Kalavasis, Velegkas, and Karbasi [KVK22], Bousquet et al. [BHM+23], Hanneke,
Moran, and Zhang [HMZ23], and Attias et al. [AHK+24]. However, as we have already explained
there are various differences between our setting and our techniques (we provide a more extensive
and self-contained discussion in Section D).

Our work connects various disjoint strands of research and we discuss each one of them below.

Theory on Hallucinations. In terms of rigorous evidence about hallucinations in LLMs, we
have already mentioned the work of Kalai and Vempala [KV24] at the start of Section 1. The
result of Kalai and Vempala [KV24] is that calibrated9 language models must hallucinate. The
fascinating implication of this result is that one can lower bound the rate of hallucination, i.e., the
quantity ES∼Pn, x∼Gn 1 {x /∈ K}, by the extent of a model’s calibration. Their intuition is that the
root of hallucinations are rare patterns in the training data. Informally, their main result (under
assumptions on K and P) is that for any trained model Gn with n samples, the hallucination rate
ES∼Pn, x∼Gn 1 {x /∈ K} ≥ R̂ − MisP(Gn) − 1/√

n, where R̂ is the fraction of facts that only appear
once in the training data and MisP(Gn) is the amount of miscalibration of the model. Hence, if the
model is calibrated, i.e., MisP(Gn) ≈ 0, the hallucination rate is lower bounded by the rare facts’
rate. Compared to our work, their goal is to show a quantitative lower bound, which is obtained
under assumptions on the training distribution P and the fact that the model is calibrated. Our
goal is different: we want to understand whether a model can achieve breadth while avoiding hal-
lucinations building on the recent work of Kleinberg and Mullainathan [KM24]. We also refer the
reader to Kalai and Vempala [KV24] for an extensive overview of applied works on hallucinations.

Peng, Narayanan, and Papadimitriou [PNP24] use communication complexity to prove that
the transformer layer is incapable of composing functions if the domains of the functions are large
enough. This work could also be seen as rigorous evidence about the hallucinations of LLMs since
function composition is a fundamental task for reasoning [GLL+24].

The work of Xu, Jain, and Kankanhalli [XJK24] is also studying hallucinations of LLMs. They
define hallucination as a failure to identify the target function which belongs to an uncountable
collection of functions. This is significantly stronger than the definition we and prior works [KV24;
KM24] have considered (making their impossibility results significantly easier to prove). Their
main result is that all LLMs must hallucinate. This is easy to see: consider an LLM learning to
predict the next element in a sequence of 0s and 1s, after observing only a finite prefix of the
enumeration, it has no way of knowing the next element in the order (since they allow both con-
tinuations) and, hence, the target sequence cannot be identified.

Finally, the work of Aithal et al. [AML+24], which is mainly empirical, aims to explain halluci-
nations on the other important family of generative models, namely diffusion-based models, via

9The exact definition of calibration is not important for this work: a language model is calibrated if, roughly speak-
ing, the strings that the model assigns probability mass p, appear in a p fraction of the true distribution [Daw82].
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mode interpolation which, in theory, relies on difficulties in approximating non-smooth parts of
the score function.

Language Learning. In our results, we make no implicit assumption about the architecture
of our models; this is in accordance with the works of Solomonoff [Sol64], Gold [Gol67], An-
gluin [Ang82], Angluin and Smith [AS83], Angluin [Ang88], Pitt [Pit89], and Kleinberg and Mul-
lainathan [KM24]. However, there are various works aiming at understanding language learning
capabilities of specific architectures, e.g., [Elm90; GS01; Mer19; BAG20; EGZ20; Hah20; HHG+20;
YPP+21; MS23]. For instance, Liu et al. [LAG+23] show that low-depth transformers can repre-
sent the computations of any finite-state automaton, while Sanford, Hsu, and Telgarsky [SHT23]
identify a particular mathematical problem that cannot be computed by single-layer multi-head
transformers. The aforementioned works share some similarities with us in the sense that they fo-
cus on whether models can be trained to generate or recognize strings in a fixed formal language.
Akyürek et al. [AWK+24] study in-context language learning: the language model is prompted
with a finite collection of strings from an unknown regular language (which changes across dif-
ferent tasks), and must infer the distribution over strings corresponding to the full language. In a
similar spirit, Edelman et al. [EEG+24] study in-context learning of Markov chains. Other related
works are those of Xie et al. [XRL+22] and Hahn and Goyal [HG23] that study conditions under
which in-context learning can arise for language learning.

Allen-Zhu and Li [AL24] design context-free grammars and empirically study the consistent
generation (accuracy) and breadth (diversity) of GPT models on these synthetic examples. In
comparison to this work, we provide a theoretical treatment of the trade-off between consistency
and breadth under a very abstract model, studied by Gold [Gol67], Angluin [Ang79; Ang88], and
Kleinberg and Mullainathan [KM24]. Our results indicate that, even in a very idealized frame-
work, achieving (perfect) consistency and breadth is impossible. We view the empirical findings
of Allen-Zhu and Li [AL24] as an exciting indication that, in the real world (or more concretely
in controlled experiments on “small” models and synthetic datasets), a balance between (imper-
fect) consistency and breadth is possible and modern LLMs can achieve it. Further understanding
how much consistency and breadth one can achieve at the same time theoretically is an exciting
direction.

Finally, in a concurrent and independent work, Li, Raman, and Tewari [LRT24] also study lan-
guage generation, interpreting it in a learning-theoretic setting reminiscent of the PAC framework
and the online learning setting of Littlestone [Lit88]. They propose “non-uniform generatability”
– which relaxes “uniform generatability” [KM24] – and characterize the collections for which uni-
form and non-uniform generatability are achievable in the Gold-Angluin model; in particular, un-
like Kleinberg and Mullainathan [KM24] they also allow the collection L to contain uncountably
many languages. These dimensions are analogs to the Littlestone dimension (and its extension to
the non-uniform setting [Lu23]), which only holds for finite collections of languages. Moreover,
they show the proposed dimension is incomparable to the VC dimension. Finally, they give anal-
ogous characterizations in the “prompted generation” setting, extending some of the results of
Kleinberg and Mullainathan [KM24]. Our work is orthogonal to theirs: first, we study trade-offs
between generating with and without breadth – both in a statistical setting and the Gold-Angluin
model – and, second, we study the “learning curves” for generation and identification in the
framework of Bousquet et al. [BHM+21].
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Probably Eventually Correct Learning. As we mentioned Gold’s model is a predecessor of the
famous PAC model of Vapnik [Vap13] and Valiant [Val84]. A natural question is whether there is
a conceptual meeting point for the two works. Is there a notion of “PAC learning in the limit?”
The answer to this question is affirmative and comes from the field of algorithmic stability (see e.g.,
[ABL+22; BGH+23; CMY23; KKM+23; MSS23] and the references therein), studied in the context
of binary classification [MM23].

Malliaris and Moran [MM23] introduce the Probably Eventually Correct (PEC) model of learn-
ing. Here we fix a collection L = {L1, L2, . . . } of languages and a distribution P over positive and
negative labeled examples (in contrast to the standard identification setting of Gold). PEC learning
focuses on distributions P realizable by the collection L in the sense of Bousquet et al. [BHM+21]
(see Section D). An algorithm is said to PEC learn L if for any realizable distribution P, with prob-
ability 1 over i.i.d. samples {(xi, yi) : i ∈ N} drawn from P, there exists time t∗ ∈ N such that for
all t ≥ t∗, given {(xi, yi) : 1 ≤ i ≤ t}, the algorithm outputs an Lt ∈ L such that

Pr
(x,y)∼P

[Lt(x) ̸= y] = 0 .

Malliaris and Moran give a combinatorial characterization of the collections of languages that
are PEC learnable: a collection of languages L is PEC learnable if and only if it does not shatter
an infinite Littlestone tree. We stress that, when the learner has access to positive and negative
examples, the absence of an infinite Littlestone tree does not characterize identification in our
setting. This is in stark contrast with binary classification. In particular, in Section D, we show
that there exists a set of languages that have an infinite Littlestone tree, hence not learnable in the
online setting of Bousquet et al. [BHM+21], but it allows for identification in the limit with positive
and negative examples. In fact, the collection we use in Example 3 is identifiable in the limit even
with just positive examples. This already sets the stage for a starkly different landscape of optimal
learning rates between the setting of Bousquet et al. [BHM+21] and Angluin [Ang88], as we will
see in Section 3.1.

As we said before, the online model of Gold [Gol67] and the classical online setting of Little-
stone [Lit88] have various differences. Lu [Lu23] studies non-uniform online learning in order
to bridge the gaps between the inductive inference model of Gold [Gol67] and classical online
learning. In this setting, the adversary is oblivious and fixes the true language K in advance (as
in Gold’s model). At each round, an example from K is revealed, the learner makes a prediction
but then she observes feedback. The model is non-uniform in the sense that the mistake bound
depends on K.

Learning from Positive Examples. Learning from positive examples occurs very frequently in
real-world applications and has been extensively studied. A lot of work has been done on learn-
ing from positive examples in Gold’s model of learning in the limit [Gol67; Ang80; Ber86; Ang88;
Shi90; ZL95]. Apart from that, an extension of Valiant’s PAC model has been also studied [Nat87;
Den98]. Natarajan [Nat87] considered the setting where the learner only has access to positive
examples and showed that even very simple classes such as halfspaces in two dimensions are
not learnable from positive examples alone. Denis [Den98] relaxed this requirement: they study
a setting where the learner has access to both positively labeled examples but also to unlabeled
examples [DGL05]. At the heart of virtually all of the results in this line of work is the use of unla-
beled samples in order to generate negative examples. When the original distribution is uniform,
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better algorithms are known: De, Diakonikolas, and Servedio [DDS15] gave efficient learning
algorithms for DNFs and LTFs, Frieze, Jerrum, and Kannan [FJK96] and Anderson, Goyal, and
Rademacher [AGR13] gave efficient learning algorithms for learning d-dimensional simplices. On
the other side, Rademacher and Goyal [RG09] and Eldan [Eld11] give lower bounds for learning
with positive examples.

Recently, interest in learning from positive examples has sparked from work on truncated
statistics (e.g., [DGT+18; DGT+19; KTZ19; FKT20; DKT+21; Ple21; DNS23; DLN+24; DKP+24;
LMZ24]). Kontonis, Tzamos, and Zampetakis [KTZ19] show how to learn concept classes of
bounded Gaussian surface area from positive Gaussian examples and Lee, Mehrotra, and Zam-
petakis [LMZ24] generalize this to show how to learn concept classes approximable by polynomi-
als in the L2-norm from positive examples. However, all these works focus on computationally
efficient learning/testing while we focus on statistical consistency of identification and generation
without any restrictions on computation time.

2 Model and Preliminaries

In this section, we introduce notation and preliminaries that are useful in subsequent sections.

Countable Domains and Enumerations. We always assume that languages are subsets of some
fixed infinite and countable domain X. Since X is infinite and countable, after a suitable bijective
mapping, one can think of X as N. In some cases, one may also like to think of X as the set of
(arbitrarily long) strings over a finite alphabet Σ, i.e., Σ∗. This is again without loss of generality
since N is bijective to {0, 1}∗ (e.g., using the standard binary encoding). Depending upon the
context, we use one interpretation (X = N) or the other (X = Σ∗), whichever is more intuitive.
The notion of enumeration is important in our work; fix a set L ⊆ X. We refer to L as a language.
An enumeration of L is a complete and ordered listing of all the elements in L that allows for,
potentially, repetitions of elements. In particular, an enumeration x1, x2, . . . of L has the property
that for any element w ∈ L there is a finite index i such that xi = w. For example, 1, 2, 3, . . . is
a valid enumeration of N but 2, 4, 6, . . . is not (since, in the latter sequence, odd numbers do not
appear at any finite position).

Additional Notation. We use A , I , and G to denote algorithms, and often reserve G for a genera-
tor, i.e., an algorithm that given examples x1, . . . , xn ∈ X, outputs a new example from X. We use
P and D to denote distributions over the elements of some language L ⊆ X. We use standard no-
tation related to distributions: Fix a distribution P over language L. Given an element x ∈ X, P(x)
denotes the probability mass P assigns to x. The support of distribution P is denoted by supp (P),
i.e., supp (P) := {x ∈ L : P(x) > 0}. As a shorthand, given a sequence x1, x2, . . . , xn, for each index
1 ≤ i ≤ n, we use x≤i to denote the prefix {x1, x2, . . . , xi}. Finally, we use standard notation for
indicator functions and limits: Given an expression E (such as h ̸= K or s ∈ K), 1 {E} denotes the
indicator that E is true. For a function R : N → R≥0, R ↓ 0 denotes that limn→∞ R(n) = 0.

Language Collections and Membership Oracle to Languages. We always consider a countable
collection of languages L = {L1, L2, . . . } and assume we have access to a membership oracle that,
given an index i and a string s, outputs 1{s ∈ Li}, as is standard in all prior works [Gol67; Ang80;

19



KM24]. This is motivated by the fact that if these languages are “reasonable,” e.g., they are gener-
ated by context-free grammars or decided by Turing machines [Sip12], then (1) there can be only
countably many of them and (2) each of them admits a membership oracle. Finally, we reserve the
letter K to denote the unknown target language K ∈ L. We will say that an example x is a positive
example for K if x ∈ K; otherwise x will be a negative example for K.

2.1 Language Identification and Generation in the Limit

In this section, we first present the Gold-Angluin model for identification in the limit and, then,
Kleinberg and Mullainathan’s model for generation in the limit.

Language Identification in the Limit

The problem of language identification in the limit from positive examples was introduced by
Gold [Gol67] and further studied by Angluin [Ang79; Ang80]. The setting is specified by a col-
lection of languages L = {L1, L2, . . . }. For a fixed collection L, an adversary and an identifier
play the following game: The adversary chooses a language K from L without revealing it to the
identifier, and it begins enumerating the strings of K (potentially with repetitions) x1, x2, . . . over
a sequence of time steps t = 1, 2, 3, . . . . The adversary can repeat strings in its enumeration, but
the crucial point is that for every string x ∈ K, there must be at least one time step t at which it
appears.

At each time t, the identification algorithm I , given the previous examples x1, x2, . . . , xt, out-
puts an index it that corresponds to its guess for the true language K.

Definition 9 (Language Identification in the Limit [Gol67]). Fix some language K from collection L.
The identification algorithm I identifies K in the limit if there is some t∗ ∈ N such that for all steps t > t∗,
the identifier’s guess it satisfies it = it−1 and Lit = K. The language collection L is identifiable in the limit
if there is an identifier that identifies in the limit any K ∈ L, for any enumeration of K.

Gold [Gol67] showed that collections of finite cardinality languages, i.e., each language in the
collection L is finite, can be identified in the limit from positive examples. This is true since in the
limit, one will see all the elements of the target (finite) language, at which point it can be identified.
The identification algorithm is the following: at time t, guess L to consist solely of the elements
that have occurred in the sequence. Since L is finite, there will be a finite time after which all
elements of L will have been revealed, so after that the algorithm will have identified the target.
Interestingly, all finite collections of languages are also identifiable in the limit [Gol67].

A super-finite collection of languages denotes any collection which contains all languages of
finite cardinality and at least one of infinite cardinality. Gold showed that super-finite collections
of languages cannot be identified in the limit from positive examples. Further, he showed that
negative examples help: any super-finite collection can be identified in the limit using positive
and negative examples10 (the idea is simple: keep guessing the infinite language until seeing a
negative example; then it reduces to the finite case).

10This means that the adversary presents an enumeration of the whole domain X, with a label indicating whether the
example is in the target language.
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Theorem 2.1 ([Gol67]). Let L = {L∞, L1, L2, . . . } be the language collection with L1 ⊂ L2 ⊂ · · · ⊂
L∞ = ∪i≥1Li and for each i, |Li| < ∞. Then, there is no algorithm that identifies L in the limit from
positive examples. Moreover, this collection can be identified in the limit when the algorithm has access to
both positive and negative examples.

The above result already shows a separation in terms of identification between observing only pos-
itive examples and observing positive and negative examples in Gold’s model. Moreover, it raises
the question of whether there exist non-trivial collections of languages identifiable in the limit
from positive examples. In that direction, Angluin [Ang79] studied pattern languages (whose
definition is not important for our work) and showed that for that collection identification in the
limit is possible only with positive examples.

The next question is whether one can get a characterization of the language collections that can
be identified from positive examples. Angluin [Ang80] resolved this problem.

Definition 10 (Angluin’s Condition [Ang80]). Fix a language collection L = {L1, L2, . . . }. Suppose
there is a membership oracle which, given a string x and index i, answers 1{x ∈ Li}. The collection L is
said to satisfy Angluin’s condition if there is an oracle that given an index i enumerates a set of finite strings
Ti such that

Ti ⊆ Li and for all j ≥ 1, if Ti ⊆ Lj then Lj is not a proper subset of Li.

The difficulty in trying to identify a language from positive examples is the problem of over-
generalization. If while seeing positive examples the algorithm specifies a language that is a proper
superset of the true answer K, then by only seeing positive examples it will never see a counterex-
ample to that language. This would be avoided with positive and negative examples. Angluin’s
condition essentially ensures this over-generalization problem can be avoided by from just posi-
tive examples (without the help of negative examples).

Before proceeding to Angluin’s result, we stress one important point: inspecting Angluin’s
definition, we can see that it requires access to a procedure that finds this set of strings Ti. This
oracle is called a tell-tale oracle and is quite crucial for Angluin’s algorithm to work.

Definition 10 led to the following characterization.

Theorem 2.2 ([Ang80]). A countable language collection L is identifiable in the limit if and only if it
satisfies Angluin’s criterion.

Finally, let us consider the case of language identification with both positive and negative exam-
ples, i.e., when the adversary provides an enumeration of the whole domain X and every example
has a label indicating whether it is in the true language K. We mention that focusing on algorithms
equipped with membership oracle, the following result appears in Gold [Gol67].

Theorem 2.3 ([Gol67]). Any countable language collection is identifiable in the limit from positive and
negative examples.

To see how the algorithm works, let L = {L1, L2, . . .} and denote by Lz the smallest indexed
language in L for which Lz = K. The algorithm observes an enumeration of the form (xt, yt) ∈
X× {0, 1} for t ≥ 1. Recall this means that 1{xt ∈ K} = yt. The algorithm works as follows: in
every timestep t ∈ N, it predicts the lowest index of a consistent language, i.e., the smallest j ∈ N

21



for which 1{xτ ∈ Lj} = yτ for all τ ≤ t. Consider two cases: if z = 1, then the algorithm will
never predict any language Lz′ , z′ ≥ 2, so it will be correct from the first step. If z > 1, then for all
Lz′ , z′ < z, that come before Lz in the enumeration of L, there is a finite time tz′ when the example(
xtz′ , ytz′

)
contradicts the language Lz′ .

Language Generation in the Limit

We now move to language generation in the limit from positive examples, introduced by Klein-
berg and Mullainathan [KM24]. The setup is exactly the same as in the Gold-Angluin model (the
adversary provides an enumeration of K), but now the goal of the learner is to generate unseen
examples from K instead of identifying the index of K. Their formal definition is the following.

Definition 11 (Language Generation in the Limit [KM24]). Fix some language K from the collection
L = {L1, L2, . . . } and a generating algorithm G . At each step t, let St ⊆ K be the set of all strings that
the algorithm G has seen so far. G must output a string xt /∈ St (its guess for an unseen string in K).
The algorithm G consistently generates from K in the limit if, for all enumerations of K, there is some
t∗ ∈ N such that for all steps t ≥ t∗, the algorithm’s guess at belongs to K \ St. The collection L allows
for consistent generation in the limit if there is an algorithm G that, for any choice of the target language
K ∈ L, it consistently generates from K in the limit.

Definition 11 straightforwardly generalizes to randomized algorithms; consider the same setup as
before except that now the output string at may be randomized. The definition of generation is
also the same except that instead of requiring at ∈ K \ St one requires that the support At of the
distribution from which at is sampled is non-empty and satisfies At ⊆ K \ St.

Observe that language generation requires that the algorithm’s outputs are consistent with K
(in the limit), but allows the algorithm to not generate certain strings from K. For instance, if
K is the set of all strings, then the algorithm that always outputs even length strings (not in St),
generates from K in the limit but also misses infinitely many strings in K (namely, all strings of
odd length). Consistency is clearly a desirable notion: without consistency, algorithms may keep
outputting strings outside the target language K which, when K is the set of all meaningful and
true strings, inevitably leads to hallucinations.

A trivially consistent generator is one that outputs data already seen in the training set. As we
already mentioned, we count such outputs as mistakes. This form of predicting unseen positive
examples makes the task of generation interesting. At first sight, it seems that there is an easy
strategy that achieves generation in the limit: given an enumeration of all hypotheses L1, L2, . . .,
we sequentially generate from Li (i = 1, 2, . . .) until it becomes inconsistent with the sample Sn;
then we move to Li+1. This strategy seems natural for generation because we know that there is
some index k such that the true language K = Lk. This idea has a fundamental issue, already
reported by Kleinberg and Mullainathan [KM24]: if there exists an index i such that i < k and
Lk ⊊ Li, then the generator will get stuck at Li and never update.

A non-trivial solution to this problem was given by Kleinberg and Mullainathan [KM24]. They
show that all countable sets of languages in countable domains allow for generation in the limit
from positive examples; this is in stark contrast with identification in the limit from positive ex-
amples.
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Theorem 2.4 (Theorem 1 in Kleinberg and Mullainathan [KM24]). There is an algorithm with the
property that for any countable collection of languages L = {L1, L2, . . . }, any target language K ∈ L,
and any enumeration of one of these languages K, the algorithm generates from K in the limit with positive
examples.

We now provide some intuition on how this algorithm works. Let L1, L2, . . . be an enumeration
of the collection of languages and K be the true language. Let z be an index such that Lz = K.
We say that a language Li is consistent with the sample St at time t if St is contained in Li. Now
assume that we have two languages Li and Lj with Li ⊆ Lj which are both consistent with St.
Then, it is clear that the generating algorithm should prefer to generate from Li rather than Lj: any
w ∈ Li \ St satisfies w ∈ Lj \ St. This property inspired Kleinberg and Mullainathan [KM24] to
define the notion of a critical language. Let Cn = {L1, L2, . . . , Ln}. A language Ln is critical at step t
if Ln is consistent with St and for every Li ∈ Cn that is consistent with St, it must be Ln ⊆ Li. There
are some key properties upon which the generating algorithm is built:

• At any time, there is at least one language consistent with St, the true one Lz = K. Also, there
is at least one critical language at any step t: for any t, the consistent language Li with the
lowest index i must be critical at step t, as it is the only consistent language in Ci.

• There exists times t for which Lz (which is K) is not critical. But eventually, Lz will become
critical at some step and then remain critical forever after that. Also, any critical language
coming after Lz must be a subset of Lz, thus it is safe to generate from it.

• Hence the algorithm, roughly speaking, keeps track of a list of critical languages and gen-
erates from the last one in the list; this is because, after some finite index, all the critical
languages are subsets of Lz and, hence, it is safe to generate from any of them.

More details about this algorithm will appear later on when we design our generation algorithms
for the probabilistic setting (see Section 5.2).

3 Overview of Results

In this section, we present the formal statements of our main results. We begin with statistical rates
for identification and for consistent generation (without the requirement of breadth) in Section 3.1.
Next, in Section 3.2, we present our results for generation with breadth – showing that no genera-
tor from a large family of generators (that includes present-day LLMs) can generate with breadth
from any language collection that is non-identifiable. Contrasting Kleinberg and Mullainathan
[KM24]’s result for generation without breadth, these results show that generation with breadth
is significantly harder – as hard as identification, for a large and natural class of generators. Sec-
tion 3.3 extends this impossibility result to a relaxation of generation with breadth, showing that
even this relaxed definition of generation and breadth cannot be achieved by the same large class
of generators. Finally, in Section 3.4, we present additional results for identification when one has
some additional structure (e.g., access to a stronger oracle) or information (e.g., negative examples).
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3.1 Results for Identification and Generation Without Breadth

Prior work of Gold [Gol67] and Kleinberg and Mullainathan [KM24] studies language identifica-
tion and generation in an online, i.e., adversarial setting. In this work, we study the distributional
versions of these problems. The identification problem we study is not new and, in fact, goes back
to Angluin’s work in 1988 [Ang88]. However, Angluin [Ang88] does not provide any rate at which
language identification can be achieved as the number of samples observed increases (when it is
achievable).

Summary of Results in This Section. In this section, we give learning rates for both identification
and generation (see Theorems 3.1 and 3.2 respectively). For both tasks, we study the learning
curves – that is how the identification or generation error decays as the sample size increases.
As a result, we extend the results of Gold [Gol67] and Kleinberg and Mullainathan [KM24] to
the statistical setting. Our results in this section achieve a near-optimal rate for identification
(Theorem 3.1) and an optimal rate for generation (Theorem 3.2).

3.1.1 Universal Rates: Model and Preliminaries

We work under the universal rates framework, introduced by Bousquet, Hanneke, Moran, van
Handel, and Yehudayoff [BHM+21], in order to capture the notion of a learning curve for language
identification and generation. Following the notation we used before, recall that we have a count-
able set of languages L = {L1, L2, . . .}, where each L ∈ L is also countable and ∪L∈LL ⊆ X, for
some countable domain X. Recall the notion of a valid distribution proposed by Angluin [Ang88]
in this setting (Definition 1). Intuitively, this condition can be thought of as the equivalent of
realizability in the classification setting.

The learning algorithm is a sequence of (universally measurable and computable) functions
{hn}n∈N, where n captures the size of the training set. We are interested in understanding the
behavior of the error of the algorithm, which is defined appropriately based on the downstream
task – either identification or generation for this paper. Given some rate function R : N → [0, 1]
we say that we can achieve rate R(n) for the set of language L and the loss function er(·) if there
exists a learning algorithm {hn}n∈N whose error satisfies

(∀ valid P) (∃C, c) such that E[er(hn))] ≤ C · R(cn) , ∀n ∈ N .

Crucially, these learning curves are distribution-specific; the constants c, C depend on P but the
rate R holds universally for all valid distributions. Such learning curves are a well-studied topic
in learning theory [Sch97; AL98; BHM+21; VL23]. The above gives rise to the following definition.

Definition 12 (Learning Rates [BHM+21]). Given a language collection L, an error function er(·), and
a rate function R : N → [0, 1] satisfying limn→∞ R(n) → 0, we say:

• Rate R is achievable for L if there is an algorithm {hn}n∈N such that for every valid distribution P,
there exist c, C for which E[er(hn)] ≤ C · R(c · n), ∀n ∈ N.

• No rate faster than R(n) is achievable for L if for all algorithms {hn}n∈N there exists a valid distri-
bution P and c, C for which E[er(hn)] ≥ C · R(c · n), for infinitely many n ∈ N.

Further, we have the following.
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• (Optimal Rate) Rate R is optimal for L if it is achievable and no rate faster than R is achievable.

• (No Rate) We say that L admits no rate if for every algorithm {hn}n∈N there exists a valid distribu-
tion P such that lim supn→∞ E[er(hn)] > 0.

In the case of identification, to avoid trivial cases, we consider collections L that contain at least
two distinct languages that contain one common element.

Definition 13 (Non-Trivial Collections of Languages for Identification). A language collection L is
non-trivial for identification if there exist two languages L1, L2 ∈ L such that L1 ̸= L2 and |L1 ∩ L2| > 0.

Notice that if the collection L does not satisfy Definition 13, then one can identify the target lan-
guage K immediately after observing a single element from K.

In the case of generation, the “non-triviality” condition turns out to be more nuanced, e.g.,
compared to the case of identification above or binary classification [BHM+21]. We give an infor-
mal definition below, and we refer to Definition 17 for the formal one and a discussion about its
necessity.

Informal Definition 1 (Non-Trivial Collections of Languages for Generation, see Definition 17). A
language collection L is non-trivial for generation if any algorithm needs to see at least two examples from
the target language to be able to generate from it.

3.1.2 Universal Rates for Identification

For any language collection L = {L1, L2, . . . } and n ∈ N, with true language K ∈ L, and set of
examples x1, . . . , xn ∈ Xn, an identification algorithm In gets as input x1, . . . , xn and outputs an
index In(x1, . . . , xn). We define the identification error of the learner {In : Xn → N}n∈N as

er(In(x1, . . . , xn)) = 1{LIn(x1,...,xn) ̸= K} . (4)

Under this definition, Ex1,...,xn∼P[er(In)] = Prx1,...,xn∼P[LIn(x1,...,xn) ̸= K], i.e., the probability that it
fails to identify the correct language after it sees n examples from P.11

Our main result for identification is a fundamental dichotomy: every non-trivial collection of
languages is identifiable with positive examples at either an (almost) exponential rate or it is not
identifiable at any rate.

Theorem 3.1 (Dichotomy of Rates for Identification with Positive Examples). For every collection of
countably many languages L that is non-trivial for identification exactly one of the following holds:

• For every g(n) = o(n) there exists a learner that identifies L at rate e−g(n). Moreover, no learner can
achieve a rate faster than e−n.

• L is not identifiable at any rate.

Concretely, the first condition holds for L if and only if it satisfies Angluin’s condition (Definition 10).

11One subtle point is that this definition allows the learner to output any index j ∈ N such that Lj = K and there may
be many such indices since we do not assume all languages in L are distinct. Our identification algorithms will have
the property that they output the smallest index at which K appears in L = {L1, L2, . . . }.
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This dichotomy of rates differs from prior universal rates for classification where the usual theme
is a trichotomy of rates [BHM+21; KVK22; HMZ23]. Moreover, while in the universal setting for
binary classification, any measurable class of functions is learnable at arbitrarily slow rates, in
identification, this is not the case: there exist collections of languages that do not admit a Bayes
consistent learner and these are exactly the collections that do not satisfy Angluin’s condition. For
the full proof, we refer the reader to Section 5.1.

3.1.3 Universal Rates for Consistent Generation

The main difference between this setting and the setting of language identification is the definition
of the error rate. There exists a valid text-generating distribution P, meaning one that is supported
on some target language K ∈ L, and the learning (or rather, generating) algorithm is a sequence
of (universally measurable and computable) functions {Gn : Xn → X}n∈N, where each Gn takes
as input n samples generated i.i.d. from P and outputs a new word, with the goal that this word
belongs to the target language (see Remark 1). As in the online setting, to avoid trivial solutions,
we want to generate examples that do not appear in the training set.

Remark 1 (Notation for Generating Algorithms). More formally, a generating algorithm is a col-
lection of mappings {Gn}n∈N, where for each n, Gn is a mapping from the domain of n training
samples Xn to the set of “generators” or (randomized) Turing machines G that, on each execution,
output a sample from X. For this section, it is sufficient to imagine generators as being determin-
istic (i.e., generating samples from a point mass) and, hence, we simplify writing Gn as a mapping
from Xn to X. In the next section, where we study generation with breadth, to have any hope of
achieving breadth, we need to consider Gn in its full generality as a mapping from Xn to G.

Now, we are ready to define the generation error: for any n ∈ N and set of examples x1, . . . , xn ∈ Xn

we define the generation error of the learner {Gn : Xn → X}n∈N for this task as

er(Gn(x1, . . . , xn)) = 1{Gn(x1, . . . , xn) /∈ K \ {x1, . . . , xn}} . (5)

Notice that, under this definition,

E
x1,...,xn∼Pn

[er(Gn(x1, . . . , xn))] = Pr
x1,...,xn∼Pn

[Gn(x1, . . . , xn) /∈ K \ {x1, . . . , xn}] ,

i.e., the probability that the learner fails to generate a new word from the target language after
observing n examples from it. Our main result in this section is that we can achieve consistent
generation with exponential rates.

Theorem 3.2 (Rates for Generation). For every countable collection of languages L there exists a gen-
erating algorithm that generates from L at rate e−n. Conversely, for every collection of languages that is
non-trivial for generation (Definition 17), no generating algorithm can achieve rate faster than e−n.

Surprisingly, this shows that consistent generation can be achieved at an exponential rate for any
countable collection of languages. We mention that the result we prove is slightly stronger: we
show that, for any L, with probability at least 1 − C · e−c·n, we can generate infinitely many new
strings from K, after training the algorithm on n examples – not just a single word. Together, Theo-
rems 3.1 and 3.2 show that the stark separation between language identification and generation in
the online setting, obtained by Kleinberg and Mullainathan [KM24], also extends to the statistical
setting of Angluin [Ang88] and Bousquet et al. [BHM+21]. The proof of Theorem 3.2 appears in
Section 5.2; see Figure 3 for an outline of the proof.
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3.2 Results for Generation With Breadth

Next, we present our results for language generation with breadth. Clearly, generation with
breadth is a stronger requirement than generation. But, at least intuitively, it is weaker than identi-
fication: it only requires one to generate samples from the entire support of K and not identify the
index of K. Contrary to this intuition, our results show that, for a large class of generators, genera-
tion with breadth is as hard as identification. Our results show that, while this class of generators
is powerful enough to generate without breadth, no generator in this class can achieve generation
with breath for non-identifiable collections of languages.

3.2.1 Membership Oracle Problem

The family of generators we consider is implicitly determined by the decidability of a certain
problem associated with the generator.

Definition 5 (Membership Oracle Problem). Given a generator G , the membership oracle problem for
G , denoted as MOP(G), is defined as follows: given the description of G and a string x, output Yes if
x ∈ supp(G) and output No otherwise.

As mentioned before the decidability of problems is extensively studied in formal languages and
complexity theory [Sip12]. Our main result (Informal Theorem 1 whose formal statement appears
as Theorem 3.3) applies to any generator G for which MOP(G) is decidable. Note that our result
only needs a decider of MOP(G) to exist – this is purely a property of the generation algorithm
used – and it does not, for instance, require the individuals training the generator or the users to
have access to the decider in any fashion.

To gain some intuition about the membership oracle problem, let us consider a simple example.

Example 1 (Standard Next-Token Predictor). Let Gnext-token be a text generator or language model
that generates text token-by-token: at each step t, it generates certain scores {pt(σ) : σ ∈ Σ} and
outputs token σ with probability ∝ pt(σ). It is not important how these scores are generated. They
can be generated in various ways. For instance, they can be the logit-scores of transformer-based
models. They could also, be generated by thresholding logit-scores in any complicated but com-
putable way – such as, by using beam search, top-K, or top-p sampling [HBD+20]. MOP(Gnext-token)

is decidable and, in fact, there is a simple decider: given a string w of length n, it computes the
scores for the first n iterations; where in the t-th iteration (t > 1), it conditions on the event that
Gnext-token has generated the string w1w2 . . . wt−1 so far. Then it computes the following function
and outputs the result {

Yes if ∏n
t=1 pt(wt) > 0 ,

No otherwise .

We stress that our main result only needs the existence of such a decider, and does not require the
individuals training the generator or the users to have any access to it.
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3.2.2 Results for Generators for Which MOP(·) Is Decidable

Before stating our result about the rate at which generation with breadth can be achieved, we
need to define the corresponding error function. For the error to make sense, let G be the set of
(randomized) Turing machines that do not take any input and output one element from X (on
each execution). Given a target language K and examples x1, . . . , xn ∈ X, we define the error for
generation with breadth for the learner {Gn : Xn → G}n∈N as

er(Gn(x1, . . . , xn)) = 1{supp(Gn(x1, . . . , xn)) ̸= K \ {x1, . . . , xn}} ,

where supp(Gn(x1, . . . , xn)) is the set of strings Gn(x1, . . . , xn) can output with positive probability,
i.e., it is the support of the distribution of outputs of Gn(x1, . . . , xn). The above means that we count
each step t as a mistake if the generating algorithm has a positive probability of outputting a string
outside of K (i.e., hallucination), a zero probability of outputting an unseen element of K (i.e., mode
collapse), or a positive probability of repeating a seen training example.

Remark 2 (Generating Examples From the Training Set). For generation without breadth, it is im-
portant to restrict the generator from outputting elements it has already seen. Otherwise, the fu-
tile generator, which always outputs the first training sample it sees, achieves generation without
breadth. This requirement, however, is not important for generation with breadth: any generator
G that generates with breadth without repeating training examples can be converted to one G ′

that generates with breadth and repeats the training examples and vice versa.12 Hence, all of our
results hold with either notion of generation with breadth.

Our main result shows a separation between the rates achievable for generation with and
without breadth by any generating algorithm for which MOP(·) is decidable.

Theorem 3.3. Let G be the set of all generating algorithms (Gn) for which MOP(·) is decidable (Defi-
nitions 5 and 6). For every collection of countably many languages L that is non-trivial for generation
(Definition 17) and not identifiable in the limit:

• No generating algorithm in G generates with breadth from L at any rate; and

• There is a generating algorithm in G that generates consistently without breadth from L at rate e−n.
Conversely, no generating algorithm (even outside of G) can generate at a rate faster than e−n.

Further, for any collection of countably many languages L that is non-trivial for generation (Definition 17)
and identifiable in the limit, and for any g(n) = o(n), there is a generating algorithm in G that generates
with breadth from L at rate e−g(n). Conversely, no generation algorithm can generate consistently at a rate
faster than e−n, even without the breadth requirement.

Thus, while generation without breadth is achievable for any countable collection of languages
(whether it is identifiable or non-identifiable), generators in G can only generate with breadth
from identifiable collections – which are a very restricted subset of all languages [Gol67; Ang80;
KM24]. It remains to discuss which types of generators MOP(·) is decidable for, and we present a

12For instance, G ′ can run G with probability 1/2 and with the remaining 1/2 probability output a training sample
selected uniformly at random. Given G ′, G can be implemented by rejection sampling as follows: repeatedly execute
G ′ until it generates an unseen element x and output x.
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large family in the next section. Meanwhile, due to Example 1, it is already clear that Theorem 3.4
applies to present-day LLMs. The proof of this result appears in Section 6.2; see Figure 5 for an
outline of the proof.

Our negative result leaves several interesting questions open which we already discussed in
Section 1.4.

3.2.3 A Family of Generators for Which MOP(·) Is Decidable

Example 1 already shows that MOP(·) is decidable for many existing language models. Next, we
show that MOP(·) is decidable under even fewer restrictions on the generator G – informally, we
will allow for any generator which generates text token-by-token.

Definition 14 (Token-by-Token Generators). Token-by-token generators G are parameterized by ran-
domized Turing machines M. M can be randomized and halts on all inputs. Given M, the corresponding
token-by-token generator GM generates outputs as follows: for each t ∈ N,

1. Let w1w2 . . . wt−1 be the tokens generated so far.

2. Let At be any auxiliary information generated so far, where A1 is the empty string.

3. Generate (st, At+1) by running M with input w1w2 . . . wt−1 and At.

4. If st = EOS (i.e., end of string), then output s1 . . . st and halt; otherwise proceed to iteration t + 1.

Note that token-by-token generators are a very powerful class: for instance, any distribution over
Σ∗ for some finite alphabet Σ admits a token-by-token generator by the Bayes rule. That said, of
course, one can also construct non-token-by-token generators.

We show that MOP(G) is decidable for all token-by-token generators.

Theorem 3.4. For any token-by-token generator G , MOP(G) is decidable.

Next, we demonstrate that token-by-token generators capture several interesting language mod-
els. First, the family of token-by-token generators captures existing large language models (LLMs):
for instance, to simulate an LLM L, we define the next token predictor M as a Turing machine that
simulates L on the provided string until L generates one new token. Further, since we do not place
computational restrictions on M, M can also simulate interactions between LLMs or auxiliary sys-
tems that select a suitable LLM to respond depending on the request–a strategy that has led to
recent advances in text generation [SDD+23; JSR+24; Kni24; Tea24]. Finally, due to a reduction
to the halting problem, there are some generators for which MOP(·) is undecidable and give an
explicit example in Section A.

Remark 3 (Noisy Membership Oracle). A supposedly weaker requirement than the decidability of
MOP(·) is the existence of a noisy oracle that, given a string x, correctly (and in finite time) decides
the membership of x into supp(G) with a probability at least 2/3. However, due to the folklore
result that BPP ⊆ EXP [AB09], a noisy oracle is equivalent to the decidability of MOP(·).
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3.2.4 Results for Generation With Breadth in the Limit

In this section, we state the implications of our techniques for generation with breadth in the
adversarial or online setting of Gold [Gol67] and Angluin [Ang79; Ang80].

Theorem 3.5. For every non-identifiable collection of countably many languages L, no generating algo-
rithm, for which MOP(·) (Definitions 5 and 6) is decidable, can generate with breadth from L in the limit.
If L is identifiable, then there is a generator G (for which MOP(G) is decidable) that generates with breadth
from L.

This result makes important progress on a question left open by Kleinberg and Mullainathan
[KM24] for a fairly large family of generators, which includes all iterative generators due to The-
orem 3.4. In particular, MOP(·) is decidable for the generation algorithm of Kleinberg and Mul-
lainathan [KM24] (since it is deterministic and the unique element it outputs can be computed
by executing the algorithm) and, hence, the above result shows that Kleinberg and Mullainathan
[KM24]’s algorithm cannot generate with breadth in the limit from any non-identifiable collection.
Further, in Section 3.3 we strengthen this result by showing that even a relaxed notion of genera-
tion with breadth remains unreachable for a large class of generators. The proof of this result can
be found in Section 6.3.

3.3 Results for Generation With Approximate Consistency and Breadth

In this section, we study a relaxation of generation with breadth, which we call unambiguous
generation, and ask: Is there a generator that unambiguously generates from a non-identifiable collection?

We recall that, in this section, we will allow the generator to repeat examples in the training
data. Like all of our results with breadth, this choice is not crucial, and all of the results have
analogs where the generator does not repeat training examples (Remark 2). We make this choice
to simplify the notation.

We refer the reader to Section 1.3 for a discussion and motivation of the definition for unam-
biguous generation, which we restate below.

Definition 8 (Unambiguous Generator). A generating algorithm G = (Gn) is unambiguous for a lan-
guage collection L if, for any K ∈ L and every enumeration of K, its support eventually becomes closer to
K than to any other language L ̸= K in L in terms of the symmetric difference metric, i.e., there exists some
n∗ ∈ N such that for all n ≥ n∗ it holds that

|supp(Gn)△K| < min
L∈L : L ̸=K

|supp(Gn)△L| ,

where recall that for two sets S and T, S△T := (S \ T) ∪ (T \ S).

This notion is a significant relaxation of generation with breadth that we considered so far (see
Section 3.2): Not only does it allow the generator to hallucinate certain strings not in the target K
and omit strings actually in K for arbitrarily long, the number of hallucinations and omissions can
be very large and, depending on the structure of the language collection L, even arbitrarily large.

Surprisingly, even this very weak notion of “generation with breadth” turns out to be un-
achievable by a very large family of generators. Concretely, it is unachievable by any generator
for which MOP(·) is decidable and that satisfies the natural property that it stabilizes after a finite
time. We state the formal notion of stability below.
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Definition 7 (Stability). A generating algorithm (Gn) is stable for a language collection L if for any target
language K ∈ L and for any enumeration of K, there is some finite n∗ ∈ N such that for all n, n′ ≥ n∗, it
holds that supp(Gn) = supp(Gn′).

Before turning to our formal result, we need to construct the error function that defines unambigu-
ous generation, and we use the natural choice: for a language K and examples xi1 , . . . , xin ∈ X, we
denote and we define the error for unambiguous generation for the generating algorithm {Gn : Xn →
G}n∈N on input Sn = {xi1 , . . . , xin} as13

er(Gn(Sn)) = 1

{
|supp(Gn(Sn))△K| < min

L∈L : L ̸=L
|supp(Gn(Sn))△L|

}
,

where supp(Gn(Sn)) is the set of strings Gn(Sn) can output with positive probability. Similar to the
case of identification and generation, we say that an algorithm achieves unambiguous generation
for a collection L at some rate R, where R : N → R≥0, R ↓ 0, if for any valid distribution P

with respect to L there are c, C > 0 so that Exi1 ,...,xin∼Pn [er(Gn(xi1 , . . . , xin))] ≤ C · R(c · n). The
following result shows that this notion of generation is not achievable, for a large and natural
class of generating algorithms.

Theorem 3.6 (Impossibility of Unambiguous Generation). For every non-identifiable collection of
countably many languages L, no stable generating algorithm, for which MOP(·) (Definitions 5 and 6)
is decidable, can unambiguously generate from L at any rate.

Note that while this result has a benign requirement that the generator is stable, it already con-
siderably extends our main result Theorem 3.3, since any generator that achieves breadth must be
stable – otherwise, its support cannot settle on the target language K. (To be precise, Theorem 3.3
required generators to not repeat their training examples, but this requirement is not crucial and
any generator that does repeat its training examples can be converted into one that does not repeat
its training examples, and vice-versa; see Remark 2.)

In addition to Theorem 3.6, we also prove its analog in the online setting – significantly extend-
ing our earlier impossibility result in the online setting (Theorem 3.5). Before stating the result in
the online, we introduce unambiguity in the limit, which is a natural counterpart to its statistical
definition:

• A generating algorithm G = (Gn) is said to be unambiguous for a collection L = {L1, L2, . . . }
if, for any K ∈ L and enumeration xi1 , xi2 , . . . of K, there is an n0 ≥ 1, such after seeing n ≥ n0

elements Sn = xi1 , . . . , xin ,

|supp(Gn(Sn))△K| < min
L∈L : L ̸=K

|supp(Gn(Sn))△L| .

Theorem 3.7 (Impossibility of Unambiguous Generation in the Limit). For every non-identifiable
collection of countably many languages L, no generating algorithm stable in the limit for which MOP(·)
(Definitions 5 and 6) is decidable can unambiguously generate from L in the limit.

13Recall that G is the set of (randomized) Turing machines that do not take any input and output one element from X

(on each execution).
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The proofs of Theorems 3.6 and 3.7 appear in Section 7.1 and 7.2, respectively. To develop some
intuition, we recommend reading the proof of Theorem 3.7 before the proof of Theorem 3.6.

Remark 4. In Section C, we study another notion of generation with approximate breadth which,
informally, requires that the generating algorithm is consistent and puts zero mass only on finitely
many points of the target language K. This is also a weakening of generation with breadth and
turns out to be incomparable to the notion of unambiguous generation studied in this section.

3.4 Further Results for Identification

In this section, we present identification algorithms that achieve exact exponential rate when one
has some additional structure – access to a stronger oracle, or a finite collection L, or a countable
collection L of finite languages – or additional information – negative examples.

In Section 3.4.1, we allow the identifier to make queries of the form “is Li ⊆ Lj?” Next,
in Section 3.4.2, we consider generation from collections L containing finitely many languages
L = {L1, L2, . . . , Lk}. (Note that each language in L can still be infinite.) Finally, in Section 3.4.4,
in addition to positive examples, we also give the identifier access to negative examples (i.e., ele-
ments x ∈ X not in the target language K).

3.4.1 Exponential Rates for Identification Using Subset Oracle

Our first result shows that when L satisfies Angluin’s condition and the learning algorithm has
access to a subset oracle for L (which answers queries of the form “Li ⊆ Lj?”) then it is possible
to achieve exact exponential rates.

Proposition 3.8. For every countable language collection L that satisfies Angluin’s condition (Defini-
tion 10), there exists a learning algorithm that has access to a subset oracle for L and identifies L at a
rate e−n. Formally, a subset oracle is a primitive that, given two indices i and j, outputs Yes if Li ⊆ Lj;
otherwise, it outputs No.

Recall that our algorithm that achieves almost exponential rates requires merely black-box access
to an algorithm that identifies L in the limit. In other words, it does not make use of the particular
structure of the online identification algorithm. To achieve exact exponential rates, we make use
of a particular algorithm: the one proposed by Kleinberg and Mullainathan [KM24]. At a high
level, the proof consists of the following steps:

C1 First, we show that Kleinberg and Mullainathan [KM24]’s algorithm with access to a subset
oracle for L can, in fact, identify the target language (see Section B.1).

C2 Next, we identify a sufficient condition that allows one to use any identification algorithm
that identifies L in the limit to obtain exponential rates (see Lemma 8.1). Interestingly, this
conversion does not need any changes to the identification algorithm.

C3 Finally, we show that the algorithm of Kleinberg and Mullainathan [KM24] satisfies this
condition.

The full proof of Proposition 3.8 appears in Section 8.1.
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3.4.2 Exponential Rates for Identification of Finite Collections

We now shift our attention to finite collections of languages. Gold [Gol67] and Angluin [Ang80]
showed that all finite collections are identifiable in the limit. We show that for such collections
we can get exact exponential rates, without the need of the subset oracle we used in the previous
result (Proposition 3.8).

Proposition 3.9. For every finite language collection L, there exists a learning algorithm which identifies
L at a rate e−n.

The proof of this result builds on the proof of Proposition 3.8. In particular, we show that the
algorithm of prior work satisfies the sufficient condition that allows an algorithm that identifies L
in the limit to obtain exponential rates (Condition C2). The full proof of Proposition 3.9 appears
in Section 8.2.

3.4.3 Exponential Rates for Identification of Collections of Finite Languages

We now move on to a result about identifying countable collections of finite languages with exactly
exponential rates. Gold [Gol67] showed such collections are identifiable in the limit through a very
simple algorithm: predict the first language that contains the set of all examples seen so far. We
show that for such collections we can get exact exponential rates.

Proposition 3.10. For every countable language collection L that only contains languages of finite size,
there exists a learning algorithm which identifies L at a rate e−n.

The idea of the proof is simple. Since any valid distribution has finite support, for large enough n,
the sample will contain all the elements of the support with probability 1 − C · e−c·n. The formal
proof of Proposition 3.10 appears in Section 8.3.

3.4.4 Exponential Rates for Identification from Positive and Negative Examples

We now shift our attention to a setting – introduced by Gold [Gol67] – where, in addition to an
enumeration of the target language K, one also receives an enumeration of X \ K.

Let us first recall the difference between the different types of information in the two settings.
In the case of just positive examples (considered so far), the adversary picks a target language K
from L along with an enumeration of this language, and presents the examples from this enu-
meration sequentially to the learner. In the case of positive and negative examples, the adversary
again picks a target language K from L, but now it chooses a labeled enumeration of the whole do-
main X, where now the label of each element indicates whether it belongs to the target language
K or not. It is known that every countable collection of languages is identifiable in the limit with
positive and negative examples [Gol67].

Naturally, we need a different notion of a valid distribution in this setting. We adopt a definition
that was proposed by Angluin [Ang88].

Definition 15 (Valid Distributions Under Positive and Negative Examples [Ang88]). A distribution
P over X× {0, 1} is valid with respect to a collection of languages L if and only if supp(P) = X and there
exists some K ∈ L such that for all x ∈ X it holds that Pr(X,Y)∼P[Y = 1 | X = x] = 1 {x ∈ K} .

33



Our main result in this setting is that every countable collection of languages is identifiable with
positive and negative examples at an optimal exponential rate.

Theorem 3.11 (Identification with Positive and Negative Examples). For every countable collection
of languages L, there exists a learner that identifies L at rate e−n. Conversely, for every countable collection
of languages L that is non-trivial for identification, no learner can identify L at rate faster than e−n.

The proof of Theorem 3.11 appears in Section 8.4. Our proof of this result is inspired by the
approach of Bousquet et al. [BHM+21]. First, we show the exponential rates lower bound by
directly using a result of Bousquet et al. [BHM+21]. In order to get the upper bound, we use a
black-box transformation from any learner that identifies L in the limit, to a learner that achieves
exponential rates in the statistical setting.

The approach shares similarities to the one with just positive examples (see Section 1.2, Para-
graph B). The crucial reason why we can obtain exactly exponential rates here, instead of almost
exponential rates as in the previous setting, is that we can use the negative examples to accurately
estimate the correct sizes of the batches we use, instead of having to use “guesses” of increasing
size as we did in the setting of just positive examples.

To give a more concrete comparison to the binary classification setting of Bousquet et al.
[BHM+21], let us first explain some results from this work. Bousquet et al. [BHM+21] define
the following infinite game sequential, which is appropriately rephrased using the terminology
from our work looks as follows:

• In every round, the adversary presents a word xt ∈ X to the learner.

• Subsequently, the learner predicts a label from {0, 1} for this word, denoted by ŷt.

• Then, the adversary reveals the true label yt to the learner.

The only constraint on the adversary is that at any given point t ∈ N, there has to be some
language K ∈ L such that yt′ = 1{xt′ ∈ K}, for all t′ ≤ t. In other words, the choices of the labels
have to be consistent with some language K ∈ L. Crucially, the consistent language does not need
to be fixed in advance and it can keep changing throughout the interaction. In their setting, the
learner “wins” the game if it makes only finitely many mistakes. They provide a necessary and
sufficient condition on the structure of L which determines the existence of a winning strategy for
the learner: the learner can win this game if and only if L does not have an infinite Littlestone
tree (see Definition 22). Interestingly, this condition does not capture the existence of a winning
strategy for the learner in Gold’s setting: we have constructed a language family L which has
an infinite Littlestone tree, but it is identifiable in the limit from positive and negative examples.
Perhaps more surprisingly, this language is identifiable even with just positive examples. The
construction appears in Section D.

4 Organization of the Rest of the Paper

We next describe the organization of the rest of the paper.

• The proofs of Section 3.1 (statistical rates for identification and generation) can be found
in Section 5. The proof for the identification universal rates appears in Section 5.1 and for
generation in Section 5.2.
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• The proofs of Section 3.2 can be found in Section 6. In Section 6.1, we discuss the decidability
of MOP(·). In Section 6.2 we provide our main result that generation with breadth is not
possible for generating algorithms for which MOP(·) is decidable. Finally, in Section 6.3, we
see the implications of this result for generation in the limit.

• The proofs of Section 3.3 appear in Section 7. In Section 7.1 we give the proof of the result in
the online setting and in Section 7.2 the proof of the result in the statistical setting.

• The proofs of Section 3.4 appear in Section 8. In Section 8.1 we give the proof of exponential
rates for identification using a subset oracle, in Section 8.2 the proof of exponential rates for
identification of finite collections using a membership oracle, and in Section 8.3 the proof of
exponential rates for identification of countable collections of finite languages. The proof for
the identification rates with positive and negative examples appears in Section 8.4.

5 Proofs from Section 3.1 (Rates for Identification and Generation)

5.1 Proof of Theorem 3.1 (Rates for Identification)

In this section, we give the full proof of Theorem 3.1; see Figure 2 for an outline. As we alluded to
before, the first step in the proof is to show that all non-trivial collections are not learnable at rate
faster than e−n.

Theorem 3.1

For non-trivial collections
e−n is the best possible rate

Identification in the limit
=⇒ Almost exponential rate

L is not identifiable in the limit =⇒
L cannot be identified at any rate

Lemma 5.1 Lemma 5.5

Proposition 5.2 Proposition 5.3

Lemma 5.8

Lemma 5.4 Lemma 5.7

Theorem 5.6

Figure 2: Outline of Proof of Theorem 3.1

Lemma 5.1 (Exponential Rate Is Best Possible for Identifying Any Non-trivial Collection). Let L be
a non-trivial collection of countably many languages. Then, for any identification algorithm A = {hn}n∈N

there exists a valid distribution P such that E[er(hn)] ≥ e−2n, for infinitely many n ∈ N.
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Proof. Since L is non-trivial, there exist two distinct languages Li, Lj ∈ L and x ∈ X such that
x ∈ Li, x ∈ Lj. Let PLi ,PLi be valid distributions for Li, Lj that place at least 1/2 on x and if the
languages have more elements, they spread the remaining mass on the rest of the elements ar-
bitrarily; otherwise they put the remaining mass on x. Notice that since Li ̸= Lj at least one of
them has at least one more element other than x. For any n ∈ N, under both distributions, with
probability at least 2−n the algorithm will only see the element x appearing in the samples. Let En

be that event and condition on it. Notice that

Pr
[

Lhn(x,...,x) = Li | En

]
+ Pr

[
Lhn(x,...,x) = Lj | En

]
≤ 1 ,

where the probability is with respect to the randomness of the identification algorithm. Thus, we
have that either Pr

[
Lhn(x,...,x) ̸= Li | En

]
≥ 1/2 or Pr

[
Lhn(x,...,x) ̸= Lj | En

]
≥ 1/2 for each n ∈ N.

Hence, by the pigeonhole principle, for at least one of Li, Lj, the previous inequality holds for
infinitely many n ∈ N. Assume, without loss of generality, that it holds for Li and let N̂ denote
the set of n ∈ N for which it holds. Then, for each n ∈ N̂, we have that

E
X1,...,Xn∼Pn

Li

[er(hn(X1, . . . , Xn))] = Pr
X1,...,Xn∼Pn

Li

[Lhn(X1,...,Xn) ̸= Li]

≥ Pr
X1,...,Xn∼Pn

Li

[Lhn(X1,...,Xn) ̸= Li | En] · Pr
X1,...,Xn∼Pn

Li

[En]

≥ 1
2n · Pr[Lhn(x,...,x) ̸= Li | En] (by the definition of En)

≥ 1
2n+1 , (due to the assumption on Li)

which concludes the proof.

We now move on to the (almost) exponential rates upper bound for identification. This will be
done via a transformation from learners that achieve identification in the limit in Gold’s model
[Gol67] to learners that achieve (almost) exponential rates in our setting. The first step in this
result is to show that when we draw countably many samples from P all the elements of the target
language will appear in the sample.

Proposition 5.2 (Infinite Draws Are Enumerations). Let P be a probability distribution supported on a
countable domain and {Xi}i∈N, where every Xi is i.i.d. from P. Then,

Pr
{Xi}i∈N∼P∞

[supp(P) = ∪i∈N{Xi}] = 1.

Proof. For the direction Pr{Xi}i∈N∼P∞ [supp(P) ⊇ ∪i∈N{Xi}] notice that for any element x /∈ supp(P)

Pr
{Xi}i∈N∼P∞

[x ∈ ∪i∈N{Xi}] ≤ ∑
i∈N

Pr
Xi∼P

[x = Xi] = 0 . (6)

Hence,

Pr
{Xi}i∈N∼P∞

[supp(P) ⊇ ∪i∈N{Xi}] = 1 − Pr
{Xi}i∈N∼P∞

[∃x /∈ supp(P), x ∈ ∪i∈N{Xi}]

≥ 1 − ∑
x/∈supp(P)

Pr
{Xi}i∈N∼P∞

[x ∈ ∪i∈N{Xi}]

(6)
= 1 .
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For the other direction, i.e., Pr{Xi}i∈N∼P∞ [supp(P) ⊆ ∪i∈N{Xi}], notice that for any element x ∈
supp(P), PrX∼P[X = x] is a positive constant px > 0 and let (En := {Xn = x})n∈N be a sequence
of events. Notice that these events are independent and that

∑
n∈N

Pr[En] = ∑
n∈N

px = ∞ .

Hence, we can apply the second Borel-Cantelli lemma (see Lemma E.2) and get that

Pr
[

lim sup
n→∞

En

]
= 1 . (7)

In other words, the element x will appear infinitely often in the stream X1, . . . , with probability
one. Therefore,

Pr
{Xi}i∈N∼P∞

[supp(P) ⊆ ∪i∈N{Xi}] = 1 − Pr
{Xi}i∈N∼P∞

[∃x ∈ supp(P) : x /∈ ∪i∈N{Xi}]

≥ 1 − ∑
x∈supp(P)

Pr
{Xi}i∈N∼P∞

[x /∈ ∪i∈N{Xi}]

(7)
= 1 .

Next, we show that for any algorithm A that identifies the target language in the limit in the
adversarial (online) setting and for any valid distribution P there is some number t∗ := t∗(A,P) ∈
N such that, when we draw t∗ many i.i.d. samples from P and use them to simulate the adversarial
game with A, it will identify the target language with probability at least 6/7. We denote the time
of the last mistake of the algorithm A = {hn}n∈N on a sequence x1, x2, . . . by TA(x1, x2, . . .), i.e.,

TA(x1, x2, . . .) = inf
{

n0 ∈ N : Lhn(x1,...,xn) ̸= K , ∀n ≥ n0

}
.

Proposition 5.3 (Tail Bound on the Distribution of Last Mistake). Fix any countable collection of
languages L and let K ∈ L be the true language. For any algorithm A = {hn}n∈N that identifies L in the
limit in the online setting from positive examples and any valid distribution P for K (Definition 1), there
exists a number t∗ ∈ N such that

Pr
{Xi}i∈N∼P

∞
[TA(X1, X2, . . .) ≤ t∗] ≥ 6

7
.

Proof. Let X1, X2, . . . , be a countable i.i.d. sample from P. From Proposition 5.2 we get that this
sample is a valid input to A since, with probability one, it consists only of elements of K and
eventually every element of K appears in this sequence. Consider the execution of A on prefixes
of the sequence and denote by TA := TA(X1, X2, . . .) the time it made its last mistake. We have that
Pr{Xi}i∈N∼P∞ [TA ∈ N] = 1. Thus,

lim
t→∞

Pr
{Xi}i∈N∼P∞

[TA(X1, X2, . . .) ≥ t] = 0 .

Thus, as required, there exists some t∗ ∈ N such that

Pr
{Xi}i∈N∼P∞

[TA(X1, X2, . . .) ≥ t∗] ≤ 1
7

.
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Thus far we have shown that for every valid distribution P there exists some number t∗ ∈ N so
that if we simulate the online learning process with t∗ samples i.i.d. from P, then the algorithm
identifies the true language K correctly with probability at least 6/7. However, the number t∗ de-
pends on the distribution P, and hence we cannot immediately devise a learning strategy based
on it. To make the exposition easier to follow, let us first assume that we do know t∗; we will
shortly relax this assumption. For n sufficiently large consider the following algorithm:

• We split the input sequence into n/t∗ non-overlapping batches, where the i-th batch consists
of the elements X(i−1)·t∗+1, . . . , Xi·t∗ .

• We use each of these sequences as an input to a copy of A and we get n/t∗ many predictors{
hi

n

(
X(i−1)·t∗+1, . . . , Xi·t∗

)}
i∈[n/t∗]

.

• Since these predictors might be outputting different indices (descriptions) of the same lan-
guage, we find the smallest indexed language the output of each classifier can be mapped
to. In other words, if ji is the index outputted by the i-th batch, we find the smallest num-
ber j′ ∈ N such that Lji = Lj′ , and we set ji := j′. Since we only have query access to the
languages, we can only approximate this step. In particular, for every n ∈ N, we set ji := j′

if j′ ∈ N is the smallest number for which 1
{

xℓ ∈ Lji
}
= 1

{
xℓ ∈ Lj′

}
, for all ℓ ∈ [n]. The

details are handled in Lemma 5.4.

• We predict the index that at least (5/7) · (n/t∗) of the predictors agree upon; if no such lan-
guage exists we output one arbitrarily.

Before moving to the general case where t∗ is unknown, it is instructive to explain why the previ-
ous approach achieves exponential rates. Using standard concentration bounds, it is not hard to
see that with probability at least 1 − c · e−C·n, where c and C are P-dependent constants, at least a
5/7 fraction of the predictors will output an index that describes the true language. Conditioned
on that event, it is immediate that a 5/7-majority is well-defined and predicting based on it yields
the correct answer.

Let us now explain how to handle the actual problem setting, in which as we mentioned, we
do not have knowledge of t∗. Let f : N → N be some (very slowly) increasing function of the
input size n, which we will specify shortly. Given that function, we use the following modified
approach, where t∗ is replaced by f (n).

• We split the input sequence into n/ f (n) non-overlapping batches, where the i-th batch consists
of the elements X(i−1)· f (n)+1, . . . , Xi· f (n).

• We use each of these sequences as an input to a copy of A and we get n/ f (n) many predictors{
hi

n

(
X(i−1)· f (n)+1, . . . , Xi· f (n)

)}
i∈[n/ f (n)]

.

• We use the post-processing approach from Lemma 5.4, that we also explained above.

• We predict the index that at least (5/7) · (n/ f (n)) of the predictors agree upon; if no such
language exists we output one arbitrarily.
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Since f (·) is increasing, there is some n0 ∈ N such that f (n0) = t∗. Thus, for n ≥ n0 we can
repeat the previous argument; with probability at least 1 − c · e−C·n/ f (n), at least (5/7) · (n/ f (n))

of the predictors will be outputting the correct target language, so taking the majority vote over
them yields the desired result. Notice that now we do not achieve exactly exponential rates, but
for every sublinear function g(·) we can achieve rates e−g(n).

We first state and prove the post-processing lemma to map the outputs of predictors that cor-
respond to different indices of the target language K to the same index. For this result, it is useful
to define the notion of “projection” of a language onto a subset of X.

Definition 16 (m-Projection of a Language). Let X = {x1, x2, . . .} be a countable domain and let L ⊆ X

be a language. For any m ∈ N we denote by L[m] := L ∩ {x1, x2, . . . , xm} the projection of the language
onto the first m elements of the domain.

The point of the next lemma is the following: in the enumeration of the language collection L,
we allow repetitions of K (as in Gold’s model). Hence, when running multiple copies of our
identification algorithms, the majority of them will identify K; yet we cannot guarantee that they
will identify the same index for K (due to multiple appearances of K in the enumeration). This
lemma guarantees that there exists a sufficiently large prefix of the enumeration of the domain X

so that the projection of predicted languages will be mapped to the smallest index version of K in
L, which we denote by Lz below.

Lemma 5.4 (Post-processing to Map to Lowest-Index Occurrence of K). Let L = {L1, L2, . . . , } be a
countable collection of languages over X = {x1, x2 . . .} and K ∈ L. Let z := min{j ∈ N : Lj = K} be the
first index at which the target language appears in L. Let I = (i1, . . . , im) be a multiset of indices and for
all 1 ≤ ℓ ≤ maxj∈[m] ij, n ∈ N, let

în
j = min{1 ≤ ℓ ≤ ij : Lℓ[n] = Lij [n]} ,

be the index of the first language that has the same projection as Lij . Then, there exists a number n0 :=
n0(K,L,X) that depends on K,L,X, but not I, such that for all n ≥ n0

Lij = K =⇒ în
j = z, ∀j ∈ [m] .

Before we give the formal proof, let us explain the main idea and the implication of this result.
For every language L that precedes Lz, there exists some element x ∈ X such that 1{x ∈ L} ̸=
1{x ∈ Lz}. This will enable us to detect and remove all languages different from K preceding
Lz. Then, by taking projections onto large enough prefixes we indeed map any Lj = K, j > z, to
Lz. This result will be useful for our constructions that require aggregating outputs from different
executions of the algorithm which, without this post-processing step, can output different indices.

Proof of Lemma 5.4. Assume without loss of generality that for some j ∈ [m] we have that Lij = K,
otherwise the statement holds vacuously. We will handle the cases z = 1, z > 1 separately.

Case A (z = 1): For any j ∈ [m] for which Lij = K and any n ∈ N we have that Lij [n] = Lz[n],
and since z = 1 this is the first index for which the equality holds. Hence, in this case, the claim
holds with n0 = 1.
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Case B (z > 1): Since Lz is the first occurrence of K in L, for all languages Lℓ with 1 ≤ ℓ < z, there
exists some x ∈ X such that 1{x ∈ Lj} ̸= 1{x ∈ Lz}. Let xzℓ be the smallest indexed element of
X for which the previous holds. Moreover, let n0 = max1≤ℓ<z zℓ. Notice that for all n ≥ n0 and all
1 ≤ j < z, holds that Lj[n] ̸= Lz[n]. Furthermore, for all n ∈ N and all j ∈ [m] such that Lij = K it
holds that Lij [n] = Lz[n]. Combining these two claims, we can deduce that for all j ∈ [m] such that
Lij = K and for all n ≥ n̂0 the first index i ∈ N such that Lij [n] = Li[n] is indeed z. Notice that n0

depends only on the enumeration of L,X, and the target language K.

We are now ready to state and prove the formal result regarding the identification rates of collec-
tions that are identifiable in the limit.

Lemma 5.5 (Reduction From Identification at Almost-Exponential Rate to Online Identification).
Let L = {L1, L2, . . . } be a countable collection of languages and g : N → N be a sublinear function. For
any algorithm A = {hn}n∈N that identifies L in the limit in the online setting with positive examples and
any valid distribution P there exists an algorithm A′ = {h′n}n∈N such that for all n ∈ N

E
X1,...,Xn∼Pn

[er(h′n(X1, . . . , Xn))] ≤ c · e−C·g(n) .

Proof. Let K := {Li1 , Li2 , . . . } ⊆ L be the set of all languages in L that correspond to represen-
tations of K, i.e., for all L ∈ K it holds that L = K. First, notice that since g(n) = o(n) we can
construct some non-decreasing function f : N → N with limn→∞ f (n) = ∞ and n/ f (n) ≥ g(n). Let
t∗ ∈ N be a number such that

Pr
X1,...,Xt∗∼Pt∗

[Lht∗ (X1,...,Xt∗ )
∈ K] ≥ 6

7
.

From Proposition 5.3 such a number t∗ is guaranteed to exist. Hence, there is some n0 such that
for all n ≥ n0, f (n) ≥ t∗. Thus, for all n ≥ n0

Pr
X1,X2,...,X f (n)∼P f (n)

[
Lh f (n)(X1,...,X f (n))

∈ K
]
≥ 6

7
.

Recall the error of the classifier h f (n)(·) as defined in Equation (4). We have that for all n ≥ n0, it

holds that er
(

h f (n)

)
is a Bernoulli random variable with p ≤ 1/7. Thus, if we have a collection of

t̂n := n/ f (n) such i.i.d. random variables, using Hoeffding’s bound [DP09] we get that

Pr
X1,...,Xn

[
1
t̂n

t̂n

∑
i=1

er
(

h f (n)

(
X(i−1)·t̂n+1, . . . , Xi·t̂n

))
≥ 2

7

]
≤ e−2t̂n/49 ≤ e−2g(n)/49 .

Thus, for n ≥ n0, at least a 5/7-fraction of the predictors outputs an index that corresponds to the
target language. We condition on that event E n

0 for the rest of the proof.
Let In = (i1, . . . , it̂n

) be the multiset of the indices of the languages outputted by the predictors
in the previous step and z = min{ℓ ∈ N : Lℓ = K}. Then, using Lemma 5.4 we know that there
exists some n̂0 := n̂0(K,L,X) such that for all n ≥ n̂0

Lij = K =⇒ în
j = z, ∀j ∈ [t̂n] ,
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where în
j is defined in Lemma 5.4. Thus, letting În =

(
în
1 , . . . , în

t̂n

)
we have that for all n ≥

max{n0, n̂0}, at least a 5/7-fraction of the indices in În are exactly the index z.
Thus, for all n ≥ max{n0, n̂0} and conditioned on the event E n

0 , we have that the 5/7-majority
vote over the indices in În corresponds to the the first occurrence of K in L. Since E n

0 occurs with
probability at least 1 − e−2g(n)/49, this concludes the proof.

We now move on to the final ingredient we require for the proof of Theorem 3.1. It remains
to show that Angluin’s condition characterizes the collections of languages that can be identified
at an (almost) exponential rate. First, we discuss a result from Angluin [Ang88] which our proof
builds upon. Let us first briefly describe the convergence criterion in Angluin’s paper. There is a
valid distribution P that is supported over some K ∈ L and the algorithm is presented with an
infinite sequence of i.i.d. draws from P. After seeing each example, the learner must output some
i ∈ N with the goal being that Li = K. In that setting, an algorithm learns the target language if
for all but finitely many n ∈ N it outputs the same index i ∈ N for which Li = K. Notice that
the learning requirement is two-fold: i) the learner needs to stabilize, and ii) the index it predicts
needs to correspond to the target language. In that setting, Angluin [Ang88] showed the following
result.

Theorem 5.6 (Corollary 10 [Ang88]). Let L be a countable collection of languages over a countable
domain X that does not satisfy Angluin’s condition (Definition 10). Then, for every learning algorithm
A = {hn}n∈N there exists a valid distribution P supported on some K ∈ L such that, with probability at
least 1/3 over the i.i.d. draw of {Xn}n∈N, the learner does not identify K.

In particular, Angluin’s result shows that, with probability at least 1/3, the learner will either not
stabilize to any number i ∈ N or it will stabilize to a number j ∈ N with Lj ̸= K. Our next result
provides a strengthening of Angluin’s result since it shows that with probability at least 1/3, the
learner will, in fact, predict infinitely many times indices that do not correspond to K.

Lemma 5.7. Let L be a countable collection of languages over a countable domain X that does not satisfy
Angluin’s condition (Definition 10). Then, for every learning algorithm A = {hn}n∈N there exists a valid
distribution P supported on some K ∈ L such that

Pr
{Xi}i∈N∼P∞

[
∃ i1 < i2 < i3 < . . . : Lhij (X1,...,Xij )

̸= K, ∀j ∈ N
]
≥ 1

3
.

Proof. Let L be a countable collection of languages that does not satisfy Angluin’s condition. As-
sume towards contradiction that there is learner {hn}n∈N that, for any valid distribution P, with
probability cP < 1/3 misidentifies K infinitely often , i.e., for any valid distribution P

Pr
{Xi}i∈N∼P∞

[
∃ i1 < i2 < i3 < . . . : Lhij (X1,...,Xij )

̸= K, ∀j ∈ N
]
= cP <

1
3

. (8)

We will construct a different learner {h′n} which, for all valid distributions P, learns the corre-
sponding target language K in Angluin’s setting [Ang88] with probability at least 2/3. This will
create the desired contradiction with Theorem 5.6. Let h′n be a learner that works as follows.

41



Learner h′n

Input: Access to any infinite draw X1, X2, . . . from P∞ and oracle access to learner h(·)

Description:

1. For each n ∈ N do:

(a) Compute i∗ = hn(X1, . . . , Xn)

(b) Compute h′n(X1, . . . , Xn) as the smallest index j∗ such that Lj∗ classifies the first n
elements x1, x2, . . . , xn of the domain X in the same way as Li, i.e.,

h′n(X1, . . . , Xn) := min
{

j ∈ [i∗] : 1
{

xi ∈ Lj
}
= 1 {xi ∈ Li∗} , ∀i ∈ [n]

}
.

# Notice that this can be done with O (n · i∗) many membership queries; where we send n
queries to each of the first i∗ languages in L.

Let z ∈ N be the smallest number for which Lz = K. We will handle the cases z = 1 and z > 1
separately.

Case A (z = 1): If Lh(X1,...,Xn) = K, we have that 1
{

x ∈ Lh(X1,...,Xn)

}
= 1 {x ∈ L1} for all x ∈ X.

Hence, since 1 is the smallest index, we have that for all n ∈ N

Lhn(X1,...,Xn) = K =⇒ h′n(X1, . . . , Xn) = z .

In this case, we define n0 := 1.

Case B (z > 1): Let 1 ≤ z′ < z. Then, since Lz is the first language for which Lz = K it must
be the case that Lz′ ̸= Lz. Hence, the set Sz′ := {x ∈ X : 1 {x ∈ Lz′} ̸= 1 {x ∈ Lz}} is non-empty.
We let ℓz′ := min {i ∈ N : xi ∈ Sz′} , i.e., let ℓz′ be the smallest number that xℓz′

certifies that Lz′ is
different from Lz. Notice that ℓz′ < ∞. We also define n0 := max {ℓ1, . . . , ℓz−1} , Notice that for all
n ≥ n0 we have that

Lhn(X1,...,Xn) = K =⇒ h′n(X1, . . . , Xn) = z .

Let E denote the event that

|{n ∈ N : hn(X1, . . . , Xn) ̸= K}| < ∞ .

Notice that, by definition of cP,
Pr

{Xi}i∈N∼P∞
[E ] = 1 − cP .

In other words, conditioned on the event E , the learner {hn}n∈N makes finitely many mistakes.
Thus, conditioned on E , for every draw D := {Xi}i∈N ∼ P∞ there is some number nD ∈ N such
that hn(X1, . . . , Xn) = K, ∀n ≥ nD. Let n′ = max {nD, n0} . Then, conditioned on E , for every
n ≥ n′ we have that

h′n(X1, . . . , Xn) = z .

Since cP < 1/3 (see Equation (8)), 1 − cP > 2/3 which implies that the learner {h′n}n∈N converges
in Angluin’s model with probability greater than 2/3, for any choice of a valid data-generating
distribution P. This contradicts Theorem 5.6 and concludes the proof.
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Let us now explain why Lemma 5.7 does not immediately imply a lower bound in our setting.
First, notice that the previous result says that any learner {hn}n∈N must make infinitely many
errors with probability at least 1/3, under some valid data-generating distribution P. Expressing
this using a lim sup(·) implies that14

Pr
{Xi}i∈N∼P∞

[
lim sup

n→∞
{Lhn(X1,...,Xn) ̸= K}

]
≥ 1

3
.

Since R : N → R≥0 is a rate function, it satisfies limn→∞ R(n) = 0. Thus, in order to show that L
is not learnable at any rate, it is enough to show that for any learner {hn}n∈N, there exists a valid
distribution P such that PrX1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
does not converge as n → ∞, or if it does

converge it holds that
lim
n→∞

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
̸= 0 .

For this, it suffices to show that

lim sup
n→∞

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
> 0 , (9)

for some valid distribution P. It follows from the reverse of Fatou’s lemma that for every sequence
of events {En}n∈N

Pr
[

lim sup
n→∞

En

]
≥ lim sup

n→∞
Pr[En] ,

which is not sufficient to deduce the result we need. In fact, it is not hard to construct a family of
events such that {En}n∈N such that Pr [lim supn→∞ En] = 1, but lim supn→∞ Pr[En] = 0 : consider
an infinite stream of independent coin flips, where the probability of success of the n-th try is 1/n.
The second Borel-Cantelli lemma (see Lemma E.2) implies the result. Hence, we need to study the
particular structure of our problem to show that lim supn→∞ Pr[En] > 0. .

In fact, to deduce that lim supn→∞ Pr[En] > 0, we show a stronger result: the lim sup of the
probability of error of the learner is not merely bounded away from zero, but, it is at least 1/2

(Lemma 5.8). To that end, we follow a strategy which consists of the following two main steps:

• First, we assume that there exists a learner {hn}n∈N such that for every valid distribution P

there is some c > 0 such that

lim sup
n→∞

Pr
X1,...,Xn∼Pn

[{
Lhn(X1,...,Xn) ̸= K

}]
≤ 1

2
− c .

Then, we show that using the learner {hn}n∈N we can construct a learner {h′n}n∈N such that
for all valid distributions EX1,...,Xn∼Pn [1{Lh′n(X1,...,Xn) ̸= K}] ≤ C · e−c·n/ log n, where c, C are
distribution-dependent constants. This can be viewed as a boosting argument for iden-
tification. To make this argument work, we also need to use our post-processing result
(Lemma 5.4) to map different outputs that correspond to K to the same index.

14Informally, lim sup of a sequence of events captures the events that occur infinitely often. For instance,
Pr[lim supn→∞ En] represents the probability that infinitely many of the events En occur. On the other hand,
lim supn→∞ Pr[En] roughly speaking denotes the largest value that the probabilities Pr[E1], Pr[E2], . . . , . . . approach
infinitely often as n → ∞.
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• Subsequently, using the Borel-Cantelli lemma (see Lemma E.1) we show that for {h′n}n∈N it
holds that for any valid distribution P

Pr
{Xi}i∈N∼P∞

[
lim sup

n→∞

{
Lh′n(X1,...,Xn) ̸= K

}]
= 0 ,

which, combined with Lemma 5.7, leads to a contradiction.

The formal statement and the proof of the result follow.

Lemma 5.8. For every countable collection of languages L that does not satisfy Angluin’s condition, and
every learning algorithm A = {hn}n∈N there exists a valid distribution P supported on K ∈ L such that

lim sup
n→∞

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
≥ 1

2
.

Proof. Assume towards contradiction that there exists a countable collection of languages L that
does not satisfy Angluin’s condition and a learning algorithm A = {hn}n∈N such that for all target
languages K ∈ L and for all valid distributions P supported over K there exists some c < 1/2 such
that

lim sup
n→∞

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
= c .

Let also c̃ := 1/2 − c > 0 By definition of the limit superior, it holds that∣∣∣∣{n ∈ N : Pr
X1,...,Xn∼Pn

[Lhn(X1,...,Xn) ̸= K] > c +
c̃
2

}∣∣∣∣ < ∞ .

For the rest of the proof, let us fix some valid distribution P. Let n0 be the largest number such that
PrX1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
> c + (c̃/2). Notice that n0 depends on P. The previous argument

shows that n0 < ∞. For all n > n0 we have that

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
≤ c +

c̃
2
=

1
2
− c̃

2
.

Consider the algorithm A′ = {h′n}n∈N that works as follows: for every n, it splits the dataset into
t̂n := n/log n consecutive and non-overlapping batches, each of size log n. Then, it runs algorithm
hlog n on each of the batches. Let ij denote the output of the j-th batch, In = (i1, . . . , it̂n

) denote the
multiset of all these indices and z = min{ℓ ∈ N : Lℓ = K}. Then, using Lemma 5.4 we know that
there exists some n̂0 := n̂0(K,L,X) such that for all n ≥ n̂0

Lij = K =⇒ în
j = z, ∀j ∈ [t̂n] ,

where în
j is defined in Lemma 5.4. Thus, letting În =

(
în
1 , . . . , în

t̂n

)
we have that for all n ≥

max{n0, n̂0}, all the indices of In that correspond to some index of K are mapped to z in the collec-
tion În.

Finally, the algorithm outputs the majority vote over the indices in În. Using a standard Cher-
noff bound, we see that

Pr

 ∑
j∈[t̂n]

1
{

în
j ̸= z

}
n/ log n

≥ 1
2
− c̃

4

 ≤ e−c̃22n/ log (n), ∀n ≥ max{n0, n̂0} .
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This implies that

Pr
X1,...,Xn

[
h′n(X1, . . . , Xn) ̸= z

]
≤ e−c̃22n/ log (n), ∀n ≥ max{n0, n̂0} .

Thus, we have that

∑
n∈N

Pr
X1,...,Xn∼Pn

[Lh′n(X1,...,Xn) ̸= K] = ∑
n≤max{n0,n̂0}

Pr
X1,...,Xn∼Pn

[Lh′n(X1,...,Xn) ̸= K]

+ ∑
n>max{n0,n̂0}

Pr
X1,...,Xn∼Pn

[Lh′n(X1,...,Xn) ̸= K]

≤ max{n0, n̂0}+ ∑
n>max{n0,n̂0}

Pr
X1,...,Xn∼Pn

[Lh′n(X1,...,Xn) ̸= K]

≤ max{n0, n̂0}+ ∑
n>max{n0,n̂0}

Pr
X1,...,Xn∼Pn

[h′n(X1, . . . , Xn) ̸= z]

≤ max{n0, n̂0}+ ∑
n>max{n0,n̂0}

e−c̃22n/ log (n)

< ∞ .

Using the Borel-Cantelli lemma (see Lemma E.1), we get that

Pr
{Xi}i∈N∼P∞

[
lim sup

n→∞

{
Lh′n(X1,...,Xn) ̸= K

}]
= 0 .

Since this holds for all valid distributions P, it contradicts Lemma 5.7, which states that, for some
valid P′ (which depends on {h′n}n∈N), it holds that

Pr
{Xi}i∈N∼P′∞

[
lim sup

n→∞

{
Lh′n(X1,...,Xn) ̸= K

}]
≥ 1

3
.

This concludes the proof.

We now have all the components to prove Theorem 3.1 by following the outline in Figure 2.

Proof of Theorem 3.1. Let L be any non-trivial collection of languages. Then, Lemma 5.1 implies
that no learner can learn L at a rate faster than e−n.

Let us first consider the case that L satisfies Angluin’s condition. This implies that L is identi-
fiable in the limit (see Theorem 2.2). Let g : N → R, be some sublinear function, i.e., g(n) = o(n).
Then, Lemma 5.5 shows that there exists a learner that achieves rates e−g(n) for L.

Lastly, we consider the case where L does not satisfy Angluin’s condition. Then, Lemma 5.8
shows that for every learner {hn}n∈N, there exists a valid distribution P for which

lim sup
n→∞

Pr
X1,...,Xn∼Pn

[
Lhn(X1,...,Xn) ̸= K

]
≥ 1

2
.

Hence, L is not learnable at any rate. This concludes the proof.
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5.2 Proof of Theorem 3.2 (Rates for Generation)

In this section, we prove Theorem 3.2 following the outline in Figure 3.
First, in Section 5.2.1 we formally define the family of collections that are non-trivial for genera-

tion (Definition 17) and show that (1) for any trivial collection, it is possible to generate after seeing
a constant number of examples (Lemma 5.9) and (2) an exponential rate is the best-possible for any
non-trivial collection (Lemma 5.10) . Next, in Section 5.2.2, we present a sufficient condition under
which a generation algorithm that works “in-the-limit” achieves exponential rate (without any
modifications). Finally, in Sections 5.2.3 and 5.2.4, we present algorithms that achieve exponential
rates given access to a subset oracle and membership oracle for the collection L respectively.

Theorem 3.2

For non-trivial collections e−n is the best possible rate Consistent generation at exponential rate

Lemma 5.9Lemma 5.10 Lemma 5.11

Lemma 5.12 Lemma 5.13

Figure 3: Outline of Proof of Theorem 3.2

5.2.1 Optimal Rate for Non-Trivial Collections for Generation

For the case of generation, we need a different notion of non-trivial languages from the one we
did for identification (see Definition 13). Indeed, assume that L = {L1, L2}, and L1 ̸= L2, L1 ∩
L2 = ∞. This collection satisfies Definition 13, thus no algorithm can identify at a rate faster than
exponential. However, it is not hard to see there is a consistent generation algorithm that does not
need any samples: just generate a string from L1 ∩ L2. Instead, the following condition turns out
to characterize collections that are non-trivial for generation.

Definition 17 (Non-trivial for Generation). A language collection L is non-trivial for generation if there
exists some x ∈ X and a finite set of languages L′ ⊆ L such that:

• each L ∈ L′ contains x; and

• the intersection of all languages in L′ is finite, i.e., |∩L∈L′ L| < ∞.

To verify that the definition of non-trivial collections is meaningful, we show in the following
result that for all trivial collections, there exists an algorithm that generates correctly with proba-
bility 1, for all valid distributions, when n is sufficiently large even if the training dataset contains
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(a) Trivial for Generation (b) Trivial for Generation (c) Non-Trivial For Generation

Figure 4: Illustrations of language collections that are (a,b) trivial for generation and (c) non-
trivial for generation. In cases (a) and (c), the collection L has three languages – L1, L2, and L3 –
denoted by different colors. Case (b) illustrates the example in Example 2; here, the collection L

has infinitely many languages which follow a nested structure L1 ⊋ L2 ⊋ · · · ⊋ {0}.

only one distinct element. Interestingly, our result uses an algorithm that generates in the limit in
a setting that is slightly different from the one considered by Kleinberg and Mullainathan [KM24]:
we fix some target language K ∈ L, we give a single input x ∈ K to the algorithm and then we
run it for infinitely many steps, without giving any further inputs. We show that there exists some
nK,L ∈ N which depends only on K and the enumeration of L, but, crucially, not on x, such that
the algorithm generates correctly for every n ≥ nK,L. The algorithm is described below.

Generating in the limit from a trivial collection L = {L1, L2, . . .}

Input: A set of n elements {X1, . . . , Xn} from X, potentially containing repetitions

Description:

1. Select any arbitrary element x from {X1, . . . , Xn}
2. Initialize the index j = 1

3. while x /∈ Lj do: increment j by 1

# When X1, . . . , Xn are drawn from a valid distribution this step terminates with probability 1

4. Compute Vn(x) := {Li ∈ L : x ∈ Li, 1 ≤ i ≤ n} ∪
{

Lj
}

5. Let k := 1

6. while xk /∈ ⋂
L∈Vn(x) L \ {X1, . . . , Xn} do: increment k by 1

# When L is trivial for generation (see Definition 17) this step terminates with probability 1

7. return xk

Notice that the previous algorithm is indeed computable given access to a membership oracle for
each language in L.

Lemma 5.9 (Algorithm For Generation from Trivial Collections). For every collection of languages L
that is trivial for generation, there exists a generation algorithm (Gn)n∈N such that for every valid distri-
bution P with respect to L it terminates with probability 1 for all n ∈ N, and there exists some constant C
that depends on P,L, such that for all n ≥ C, it holds that

E
X1,...,Xn∼Pn

[1 {Gn(X1, . . . , Xn) ̸∈ supp(P) \ {X1, . . . , Xn}}] = 0 .
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Proof. Let L be a trivial collection for generation (see Definition 17). Fix some valid distribution P

supported over target language K. Let z ∈ N be the smallest number such that Lz = K. Then, the
triviality condition states that for every x ∈ X and every finite set of languages L′ ⊆ L it holds
that either x /∈ L, for some L ∈ L′, or |∩L∈L′ L| = ∞. We have that, with probability 1, every i.i.d.
draw of n samples from P satisfies X1, . . . , Xn ∈ Lz. Choose an arbitrary x ∈ {X1, . . . , Xn} . Notice
again that, with probability 1, x ∈ K. Consider the execution of the algorithm described above
by fixing this x. Let us now verify that this algorithm generates some x′ ∈ K \ {X1, . . . , Xn} for
all n ≥ z, and terminates with probability 1 for all n ∈ N. First, notice that by definition of z,
when n ≥ z it holds that Lz ∈ Vn(x). Notice that, since for all L ∈ Vn(x) it holds that x ∈ L and
|Vn(x)| ≤ n < ∞, the triviality definition implies that for all n ≥ z,∣∣∣∣∣∣ ⋂

L∈Vn(x)

L

∣∣∣∣∣∣ = ∞ .

Hence, for all n ≥ z we have that

• K ∈ Vn(x), thus
⋂

L∈Vn(x) L ⊆ K.

•
∣∣∣⋂L∈Vn(x) L

∣∣∣ = ∞.

Thus, it holds that ∣∣∣∣∣∣ ⋂
L∈Vn(x)

L \ {X1, . . . , Xn}

∣∣∣∣∣∣ = ∞ .

Hence, the algorithm can generate unseen strings from the target language K for all n ≥ z, with
probability 1. Notice that z indeed only depends on K,L.

We now prove the termination property of our algorithm. To that end, it suffices to show that
both while loops terminate with probability 1. As we argued before, x ∈ Lz with probability 1,
hence, the first while loop terminates after at most z steps. We now consider the termination of
the second while loop. As we argued above,

∣∣∣⋂L∈Vn(x) L \ {X1, . . . , Xn}
∣∣∣ = ∞ with probability 1,

hence the loop will terminate after a finite number of steps. This concludes the proof.

We remark that the requirement that the set L′ in Definition 17 is finite is crucial. The next exam-
ple gives a collection of languages that is trivial for generation, yet it satisfies a modification of
Definition 17 that allows L′ to be infinite.

Example 2 (A Trivial Collection for Generation That “Almost” Satisfies Definition 17). Define the
domain X and the language collection L as follows

X = [0, 1] ∩ Q and L =

{[
0,

1
n

]
∩ Q : n ∈ N

}
,

where Q is the set of rational numbers. Notice that both X and L are countable, and each L ∈ L is
also countable. Consider the element x = 0 and the set L′ = L. First, notice that x ∈ L, ∀L ∈ L′ (by
definition of every L ∈ L). Moreover, it is not hard to see that ∩L∈L′ L = {0}, hence |∩L∈L′ L| = 1 <

∞. It is also not hard to see that every finite sub-collection L′′ ⊆ L, satisfies |∩L∈L′′ L| = ∞. Hence,
the conditions of Definition 17 can only be satisfied by infinite sub-collections. We can show that
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there is an algorithm that generates from L, without seeing any example. Indeed, consider the
algorithm that in every round n ∈ N outputs the element 1/n. Let K be any target language. By
definition, there is some nK ∈ N such that 1/n ∈ K, for all n ≥ nK. Hence, this algorithm can
generate from K.

We now move on the proof the main result in this section. Similar to the identification setting
before, we show the main result in two parts. First, we show that for any non-trivial collection of
languages, no algorithm can generate at a rate faster than exponential. The approach shares some
high-level ideas with the identification setting, but the more complicated condition that character-
izes non-trivial generation makes the technical details more nuanced. In particular, leveraging the
non-triviality condition, we can deduce that there exists a finite set of elements {xℓ1 , . . . , xℓB} and
a finite collection of languages L′ so that ∩L∈L′ L = {xℓ1 , . . . , xℓB} . Then, whenever the training set
consists exactly of the elements {xℓ1 , . . . , xℓB} (containing also duplicates of them), no matter what
element x ∈ X \ {xℓ1 , . . . , xℓB} the algorithm generates, there exists some L ∈ L′ so that x /∈ L′.
This allows us to find some “hard” distribution, which depends on the generating algorithm, and
for which this event happens with exponentially small probability. The formal statement of the
result and the technical details of the proof follow.

Lemma 5.10 (Exponential Rate Is Optimal for Generating From Any Non-trivial Collection). Let L
be a non-trivial collection of languages for generation. Then, for any generating algorithm (Gn)n∈N there
exists a valid distribution P such that E[er(Gn)] ≥ C · e−c·n, for infinitely many n ∈ N.

Proof. Since L is non-trivial for generation, there exists some x ∈ X and a finite L′ ⊆ L such that
x ∈ ∩L∈L′ L and |∩L∈L′ L| = B < ∞. Let {xℓ1 , . . . , xℓB} := ∩L∈L′ L be the distinct elements that
appear in the intersection of the sub-collection L′. Define a collection of distributions {PL}L∈L′

that has two properties:

• For every L ∈ L′ it holds that PL is valid for L.

• All the distributions {PL}L∈L′ put exactly the same mass on every element of the set {xℓ1 , . . . , xℓB} .

Notice that, by definition of {xℓ1 , . . . , xℓB} , there are collections of distributions that satisfy these
two constraints.

For any n ≥ B, let En be the event that the training set is (xℓ1 , . . . , xℓB , xℓ1 , . . . , xℓ1) . Notice that
under any P ∈ {PL}L∈L′ ,

Pr
X1,...,Xn∼Pn

[En] ≥ C · e−c·n ,

for the same constants C, c for all P ∈ {PL}L∈L′ . Recall that for any valid distribution supported
on a target language K

er (Gn(X1, . . . , Xn)) = 1 {Gn(X1, . . . , Xn) /∈ K \ {X1, . . . , Xn}} .

Since |L| = ∞, ∀L ∈ L and |∩L∈L′ L| < ∞, it follows that |L′| ≥ 2. Let k := |L′|. By definition of L,
k < ∞, and by the previous argument k ≥ 2. Moreover, notice that, for all x ∈ X \ {xℓ1 , . . . , xℓB}
there exists L ∈ L′ such that x /∈ L. Indeed, if x ∈ L, ∀L ∈ L′ then x ∈ ∩L∈L′ L \ {xℓ1 , . . . , xℓB} , but
∩L∈L′ L \ {xℓ1 , . . . , xℓB} = ∅. For every distribution p over X it holds that

Pr
X∼p

[
X ∈ {xℓ1 , . . . , xℓB} or ∃L ∈ L′ such that X /∈ L

]
= 1 .
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For every n ∈ N, n ≥ B, conditioned on the event En, since the algorithm is a randomized mapping
from the training set to X, we have that Gn (xℓ1 , . . . , xℓB , xℓ1 , . . . , xℓ1) = pn. We consider two cases:

• For infinitely many n ∈ N, n ≥ B it holds that

Pr
X∼pn

[X ∈ {xℓ1 , . . . , xℓB}] ≥
1
2

.

Let N̂ be the infinite set for which the previous holds. Then, for all P ∈ {PL}L∈L′ and for all
n ∈ N̂ it holds that

E
X1,...,Xn∼Pn

[er(Gn(X1, . . . , Xn))] = Pr
X1,...,Xn∼Pn

[Gn(X1, . . . , Xn) /∈ K \ {X1, . . . , Xn}]

≥ Pr
X1,...,Xn∼Pn

[Gn(X1, . . . , Xn) /∈ K \ {X1, . . . , Xn} | En] · Pr
X1,...,Xn∼Pn

[En]

≥ C · e−c·n · Pr[Gn(xℓ1 , . . . , xℓB , xℓ1 , . . . , xℓ1) /∈ K \ {xℓ1 , . . . , xℓB}]
(by the definition of En)

≥ C · e−c·n · Pr
X∼pn

[X ∈ {xℓ1 , . . . , xℓB}]

(by the definition of pn)

≥ C · e−c·n · 1
2

. (by the assumption on N̂)

Thus, taking as the target distribution any P ∈ {PL}L∈L′ we see that the algorithm indeed
has an exponential rates lower bound.

• For infinitely many n ∈ N, n ≥ B, it holds that

Pr
X∼pn

[
∃L ∈ L′ such that X /∈ L

]
≥ 1

2
.

Then, due to the pigeonhole principle, there is some L ∈ L′ such that for infinitely many
n ∈ N it holds that

Pr
X∼pn

[X /∈ L] ≥ 1
2k

.

Let N̂ be the infinite set for which the previous holds. Then, for the data-generating distri-
bution PL we have that

E
X1,...,Xn∼Pn

L

[er(Gn(X1, . . . , Xn))] = Pr
X1,...,Xn∼Pn

L

[Gn(X1, . . . , Xn) /∈ L \ {X1, . . . , Xn}]

≥ Pr
X1,...,Xn∼Pn

L

[Gn(X1, . . . , Xn) /∈ L \ {X1, . . . , Xn} | En] · Pr
X1,...,Xn∼Pn

[En]

≥ C · e−c·n · Pr[Gn(xℓ1 , . . . , xℓB , xℓ1 , . . . , xℓ1) /∈ K \ {xℓ1 , . . . , xℓB}]
(by the definition of En)

≥ C · e−c·n · Pr
X∼pn

[X /∈ L] (by the definition of pn)

≥ C · e−c·n · 1
2k

. (by the assumption on N̂)

Then, we can pick the target distribution to be PL, and the exponential lower bound follows.

The proof is concluded by noticing that, from the pigeonhole principle, at least one of the previous
two cases holds for any sequence of {pn}n∈N.
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5.2.2 A Sufficient Condition To Achieve Exponential Rate

Let us now shift our attention to the upper bound. Following the approach of Kleinberg and
Mullainathan [KM24], we consider two settings: first, we assume access to a subset oracle which
can answer questions Li ⊆ Lj, for all i, j ∈ N. Then, we consider the setting where we only have
access to a membership oracle for each language in L.

Before describing our approach let us explain why a direct adaptation of the approach of Bous-
quet et al. [BHM+21] does not seem to work in this setting. Recall that Bousquet et al. [BHM+21]
transform in a black-box manner a learner which is eventually “correct” in the adversarial setting,
to a learner that achieves exponential rates in the statistical setting, by running multiple copies
of it on independent samples of the dataset, and then aggregating their results through a major-
ity vote. A crucial property of the learner of Bousquet et al. [BHM+21] is that the majority vote
is taken over objects that have binary values, namely the predicted label of the test point. One
immediate obstacle to applying this approach here, is that the eventually correct generators will
be outputting different valid strings in every iteration. Further, these valid strings might be even
coming from a different subsets of the true language. Thus, it is not clear at all which aggregation
strategy could lead to the desired result. One potential approach to circumvent this obstacle is to
have all the generated strings give “votes” to the different languages of L (potentially up to a cap
n) that they belong to. It is clear that after some finite n0, with probability at least 1 − C · e−c·n,
the target language K would be collecting votes from the majority of the strings. Unfortunately,
it is not hard to see that for infinitely many n0 ∈ N there must be another L′ ∈ L, L′ ̸= K, that is
accumulating more votes than K; if this was not the case we would have been able to identify K,
for all countable L, which contradicts our established lower bounds. Thus, it is not clear how to
make this aggregation strategy work either.

Nevertheless, we show that, perhaps surprisingly, a much simpler strategy works: we only
need to run one copy of the algorithm proposed by Kleinberg and Mullainathan [KM24] on the
entire dataset to get exponential rates. In fact, we identify a sufficient condition that allows us to
use any algorithm that works “in-the-limit” in the statistical setting without making any modifica-
tions to it. We believe that this idea might find other applications in the universal rates literature.

The following elementary result will be crucial for the analysis of both settings, i.e., the one
with the subset oracle and the one with just the membership oracle.

Lemma 5.11. Let L be a countable collection of languages. Let A = {hn}n∈N be an algorithm that
generates from L in the limit with positive examples with the following additional property:

• for every target language K ∈ L there exists a finite set of examples {xi1 , . . . , xiℓ} ⊆ K that depends
only on K and the enumeration of L,X, and

• a finite number n0 ∈ N that depends on K and the enumeration of L,X,

such that A always generates correctly if its input has size at least n0 and it contains xi1 , . . . , xiℓ . Then, A
generates from K with exponential rates in the statistical setting.

Proof. Let P be a valid data-generating distribution. Then, by definition, supp(P) = K, for some
K ∈ L. Let xi1 , . . . , xiℓ ⊆ K be a set of points such that after A takes as input this set it starts
generating correctly, i.e., for any S such that xi1 , . . . , xiℓ ⊆ S and |S| ≥ n0 it holds that h|S|(S) ∈ K \
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S. Since P is a valid data-generating distribution it holds that xi1 , . . . , xiℓ ⊆ supp(P). Let pii , . . . , piℓ
be the mass of points xi1 , . . . , xiℓ under P. Suppose we draw n samples i.i.d. from P. Then, the
probability that we do not observe all xi1 , . . . , xiℓ in the sample is bounded as

Pr
X1,...,Xn∼Pn

[∃j ∈ [ℓ] : xij /∈ {X1, . . . , Xn}] ≤ ∑
j∈[ℓ]

Pr
X1,...,Xn∼Pn

[xij /∈ {X1, . . . , Xn}] (by a union bound)

= ∑
j∈[ℓ]

(
1 − pij

)n
(since we have i.i.d. draws)

≤ ∑
j∈[ℓ]

e−pij ·n (as 1 − z ≤ e−z for all z ∈ R)

≤ ℓ · e−minj∈[ℓ] pij ·n .

Thus, the algorithm generates correctly in the statistical setting after taking as input n ≥ n0 ∈ N

examples, with a probability at least 1 − C · e−c·n, for some distribution dependent constants C, c.
This concludes the proof.

In the next two sections, we will show that the algorithms proposed by Kleinberg and Mul-
lainathan [KM24] in the setting with access to a subset oracle or membership oracle already satisfy
this property. For completeness, we present their algorithms and the related definitions.

5.2.3 Algorithm With Access To Subset Oracle

We start with the algorithm of Kleinberg and Mullainathan [KM24] which requires access to a
subset oracle for L, i.e., an oracle that for any two languages Li, Lj ∈ L answers whether Li ⊆ Lj.
To that end, we first define the notion of critical language [KM24].

Definition 18 (Critical Language [KM24]). Let L = {L1, L2, . . . , } be a countable collection of lan-
guages. Let Sn = {xin , . . . , xin} ⊆ X. For any j ∈ N, we say that Lj is critical with respect to Sn if
Sn ⊆ Lj and for all i < j if Sn ⊆ Li then Lj ⊆ Li.

The intuition behind this definition is that if two languages Li, Lj are both critical and i < j, then
it is “safer” to generate from Lj. This is exactly the way the algorithm from Kleinberg and Mul-
lainathan [KM24] operates. To be more precise, in every iteration n ∈ N it performs the following
steps:

• Let Ln = {L1, L2, . . . , Ln} be the first n languages of L and Sn = {xi1 , . . . , xin} be the set of
examples observed so far.

• Let Cn ⊆ Ln be the set of the critical languages with respect to Sn within Ln (Definition 18).
If Cn = ∅ output an arbitrary x ∈ X and proceed to getting the (n + 1)-th input. This step
makes use of the subset oracle.15

• Let Lk ∈ Cn be the critical language with the highest index.

15Observe that it makes sense to output something arbitrary since the first consistent (in the sense that it contains the
observed training examples) language in L is critical by definition and hence if Cn = ∅, we have not yet encountered a
consistent language.
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• Output the first unseen example from Lk, i.e., xj ∈ X such that j = min{i ∈ N : xi ∈ Lk, xi /∈
Sn}.

It is implicit in the analysis of Kleinberg and Mullainathan [KM24] that for every target language
K ∈ L, there exists a set xi1 , . . . , xiℓ ⊆ K and n0 ∈ N that depend only on K and the enumera-
tion of X,L, such that after n0 steps if the above algorithm takes as input any set S that contains
{xi1 , . . . , xiℓ}, then it always generates a new example correctly. We make this explicit in the fol-
lowing lemma and provide a proof for completeness.

Lemma 5.12 (Adaptation of (4.3) from Kleinberg and Mullainathan [KM24]). Let L = {L1, L2, . . .}
be a countable collection of languages, let K ∈ L and let z ∈ N be the smallest number such that Lz = K.
Then, there exist xi1 , . . . , xiℓ ∈ K that depend only on K and the enumeration of L, such that if the algorithm
of Kleinberg and Mullainathan [KM24] takes as input any set S for which xi1 , . . . , xiℓ ∈ S and |S| ≥ z,
where z depends only on K and the enumeration of L, then it generates correctly from K.

Proof. Let Li1 , . . . , Liℓ ⊆ L with i1, . . . , iℓ < z be the set of all languages that precede Lz in L for
which Lz ̸⊆ Lij , j ∈ [ℓ]. Then, for each such Lij there exists some x ∈ Lz so that x /∈ Lij . Let xij be
the smallest indexed element in X for which the previous holds. Notice that whenever xi1 , . . . , xiℓ
is part of the input sample S, then Lz is critical; this follows immediately from the definition of
criticality and the fact that the set S contradicts all the languages Li, i < z, such that Lz ̸⊆ Li.
Moreover, when |S| ≥ z, the algorithm outputs an unseen word from a critical language Lz′ with
z′ ≥ z. By definition of the critical language, this means that Lz′ ⊆ Lz. Hence, the algorithm
generates correctly.

An immediate consequence of Lemma 5.11 is that the algorithm of Kleinberg and Mullainathan
[KM24] with access to a subset query oracle generates with exponential universal rates.

5.2.4 Algorithm With Access To Membership Oracle

We now move on to the more involved version of the algorithm of Kleinberg and Mullainathan
[KM24] that only requires membership access to every L ∈ L. Recall this means that for every
x ∈ X, L ∈ L the algorithm can ask whether x ∈ L.

Before we describe the algorithm, we provide the definition of a modified notion of a critical
language [KM24], which is based on a notion of a projection of a language, which we defined in
Definition 16.16 Recall that, given some language L, we denote L[m] = L ∩ {x1, . . . , xm} (Defini-
tion 16).

Definition 19 (m-Critical Language [KM24]). Let L = {L1, L2, . . . , } be a countable collection of lan-
guages. Let Sn = {xin , . . . , xin} ⊆ X. For any j ∈ N, we say that Lj is m-critical with respect to Sn if
Sn ⊆ Lj and, for all i < j, if Sn ⊆ Li, then Lj[m] ⊆ Li[m].

We first give an intuitive description of the key modifications of the algorithm from the previous
section that are required to make it work only with access to a membership oracle. First, notice
that even though the algorithm cannot ask queries of the form Li ⊆ Lj, it can ask queries of the

16Kleinberg and Mullainathan [KM24] do not explicitly define this term; we use it to simplify our discussion.
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form Li[m] ⊆ Lj[m], for any finite m ∈ N, by just asking 2m membership queries. Thus, the high-
level idea is to replace subset queries with queries of the form Li[m] ⊆ Lj[m], for a sufficiently
large m ∈ N. The exact details are provided below.

• Let Sn = {xi1 , . . . , xin} be the set of elements that have been presented to the learner up to
step n. At the beginning of step n, set mn = max{mn−1, in}.17

• Let Vn ⊆ {L1, L2, . . . , Ln} be the set of languages whose index is at most n and are consistent
with the input Sn, i.e., Sn ⊆ L, ∀L ∈ Vn. If no such languages exist, output an arbitrary x ∈ X

and proceed to reading the (n + 1)-th input example. Notice that this can be done with n2

membership queries.

• Let m = mn + 1 and Cm
n be the set of the m-critical languages within Vn. Notice that since

Vn ̸= ∅, for all m ∈ N there exists at least one m-critical language (the lowest indexed
language within Cn is m-critical for all m ∈ N).

• Let cm
n ∈ N be the largest index of a language in Cm

n . If for some i ≤ m, it holds that xi ∈ Lcm
n

and xi /∈ Sn, output xi
18 and let mn = m. Otherwise, let mn = mn + 1 and repeat the previous

bullet point.

Kleinberg and Mullainathan [KM24] showed that the previous algorithm terminates in finitely
many steps for every n ∈ N (Result (5.5) from Kleinberg and Mullainathan [KM24]). Moreover,
they proved that for any enumeration of any target language K ∈ L, there exists some n0 ∈ N so
that the algorithm generates correctly for all steps n ≥ n0 (Result (5.7) from Kleinberg and Mul-
lainathan [KM24]). In fact, it is implicit in their analysis that for all K ∈ L there exist xi1 , . . . , xiℓ ∈ K
that depend only on K and the enumeration of L,X, as well as a finite n0 ∈ L that depends only on
K and the enumeration of L,X, such that if an input sample S satisfies that i) xi1 , . . . , xiℓ ∈ S and
ii) |S| ≥ n0, then the algorithm generates correctly. We make this fact explicit in the next result.

Lemma 5.13 (Adaptation of (5.7) from Kleinberg and Mullainathan [KM24]). Let L = {L1, L2, . . .}
be a countable collection of languages, let K ∈ L be the target language, and let z ∈ N be the smallest
number such that Lz = K. Then, there exist xi1 , . . . , xiℓ ∈ K that depend only on K and the enumeration of
L,X, such that if the algorithm of Kleinberg and Mullainathan [KM24] takes as input any set S for which
xi1 , . . . , xiℓ ∈ S and |S| ≥ z, where z depends only on K and the enumeration of L, then it generates
correctly from K.

Proof. Let z ∈ N be the smallest number for which Lz = K. By definition, z has to be finite. Let
Lk1 , . . . , Liℓ be the set of all languages that precede Lz in L for which Lz ̸⊆ Lk j , j ∈ [ℓ]. Then, for any
such language Lk j there exists some x ∈ K such that x /∈ Lk j . Define xij to be the smallest indexed
element for which the previous holds. Hence, when the input sample S contains xi1 , . . . , xiℓ none of
the languages Lij , j ∈ [ℓ], are consistent with S. Consider any iteration n ∈ N, where xi1 , . . . , xiℓ ⊆
Sn, and n ≥ z. It follows immediately that Lz is m-critical for all m ∈ N, and hence it is contained
in the set Cm

n . Thus, for all m ∈ N, for the largest index cm
n of a language in Cm

n it holds that cm
n ≥ z.

Recall that since the algorithm terminates (Result (5.5) from Kleinberg and Mullainathan [KM24]),

17Set m0 = 0.
18If there are multiple such elements, output the one with the smallest index.
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it will output some xm ∈ X such that xm /∈ Sn, xm ∈ Lz′ , z′ ≥ z, and Lz′ [m] ⊆ Lz[m]. This is because
for all m ∈ N, the largest index of a language in Cm

n cannot drop below z. Thus, it follows that
xm ∈ K \ Sn. Hence, the algorithm generates correctly.

We are now ready to prove Theorem 3.2.

Proof of Theorem 3.2. Let L be some non-trivial collection for generation. An immediate corollary
of Lemma 5.11 and Lemma 5.13 is that the algorithm of Kleinberg and Mullainathan [KM24] with
access to a membership query oracle generates with exponential universal rates.

The exponential rates lower bound for generation follows immediately from Lemma 5.10.

6 Proofs from Section 3.2 (Generation With Breadth)

6.1 Proof of Theorem 3.4 (MOP(·) Is Decidable For Iterative Generators)

In this section, we prove Theorem 3.4 which we restate below.

Theorem 3.4. For any token-by-token generator G , MOP(G) is decidable.

Recall that a token-by-token generator G is parameterized by a randomized Turing machine M,
where M has the property that it halts on all inputs. G generates as follows: in each iteration t,
it queries M to get the next token st and iterates until M outputs EOS (i.e., end of string). The
algorithm to decide MOP(G) is also simple: given a string s of length n, check token-by-token
whether G can output si conditioned on a prefix s1, s2, . . . , si−1 generated so far. If at any point, si

is not in the support of G (or rather M) then, output No. Otherwise, output Yes. At each step, we
can check if si can be generated by M using the folklore fact that membership oracles are decidable
for Turing machines that always hold (Lemma 6.1). Note that we cannot use this folklore result
directly for the generator G , since even though M halts in each iteration, G may not halt as the
number of iterations is not bounded.

Lemma 6.1. Consider a (randomized) Turing Machine M that halts on all inputs. The following problem
is decidable: given strings s and p and a description of M, output Yes if M can output s given input p and
output No otherwise.

The proof of Lemma 6.1 uses the following straightforward but subtle folklore lemmas.

Lemma 6.2. Consider a (randomized) Turing Machine M that halts on all inputs. M has the following
property: for each input string p, M performs at most a finite number of steps between any consecutive
reads of their (internal) tape containing random bits.

Lemma 6.3. Consider a (randomized) Turing Machine M that halts on all inputs. For each input string
p, there is a finite number np ≥ 1 such that M reads at most np random bits always (regardless of the
realization of the random bits).

These enable us to prove Lemma 6.1.
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Proof of Lemma 6.1. Consider a string s ∈ Σ∗ of length m. We will check if M generates s with
positive probability by iteratively checking if, for each 1 ≤ t ≤ m, M generates token st with
positive probability conditioned on having generated s1 . . . st−1 so far.

Fix any 1 ≤ t ≤ m. Suppose M has passed all earlier checks and, hence, it generates s1 . . . st−1

with positive probability. Now, to complete the check for step t, it suffices to check that M gen-
erates st with positive probability having generated s1 . . . st−1 so far. Since M halts on all inputs,
Lemma 6.3 implies that there is a finite nt such that M reads at most nt bits of its internal random
tape when given the corresponding input. Moreover, Lemma 6.2 implies that M performs finitely
many operations between each of the nt consecutive reads of the internal random tape. Hence, one
can simulate the execution of M in finite time by checking all 2nt possible values of the random
bits of M. If, for any of these 2nt values, M outputs st then we know that M passes the test and,
otherwise, we know that M never generates st when provided the corresponding input.

One subtlety is that we do not know nt. This is easy to overcome: since nt is known to be finite,
we can iterate over nt ∈ N until we reach a value k where for each of the 2k values of the first k
random bits, M halts before reading the (k + 1)-th random bit.

Proof of Lemma 6.2

Proof of Lemma 6.2. The statement is vacuously true for M and p if M reads its internal tape at
most once on input p always. Suppose with positive probability (over the randomness on M’s
internal random tape), M reads its internal random tape at least twice given input p. Fix a value
r1 = v of the first random bit such that M will (eventually) read the second bit r2 on the random
tape. Consider the step after M has read r1. If M performs a non-finite amount of computation
before reading r2, then we have a contradiction to the fact that M is total since we have found an
assignment v of the first random bit on which M performs an infinite number of steps. Hence, the
result follows by contradiction.

Proof of Lemma 6.3

Proof of Lemma 6.3. Fix any input p to M. Toward a contradiction suppose that for any finite n ≥ 1,
there is (at least) one assignment v1, v2 . . . , vn of the first n bits on M’s internal random tape on
which M will read the (n + 1)-th random bit before halting. Therefore, for any n ≥ 1, we have an
assignment of the random bits for which M rates at least n + 1 random bits and, hence, perform
at least n + 1 steps before halting. This is a contradiction to the fact that M halts always, for each
value of the random bits on its internal tape.

6.2 Proof of Theorem 3.3 (Impossibility for Generation With Breadth)

In this section, we present the proof of Theorem 3.3 in two main parts; see Figure 5 for an outline.
First, we prove that if L is not identifiable in the limit, then no algorithm in G generates with

breadth from L at any rate. Recall that G is the class of generating algorithms for which MOP(·)
is decidable.
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Theorem 3.3

Results for non-identifiable collections L Results for identifiable collections L

Algorithms in G cannot

generate with breadth

from L at any rate

Algorithms in G generate

(without breadth) at (the

optimal) exponential rate

Algorithms in G

generate with breadth at

almost exponential rate

Generation faster than

exponential is impossible

for non-trivial L

Lemma 6.4 Theorem 3.1 Proposition 6.5Theorem 3.2 MOP(·) is

decidable for

Kleinberg and

Mullainathan

[KM24]’s

algorithm

Lemma 5.10

Figure 5: Outline of Proof of Theorem 3.3

Lemma 6.4. Let L be a countable collection of languages that is not identifiable in the limit. Then, for every
rate R, there is no generating algorithm in G that can generate from L with consistency and breadth at rate
R.

Proof. Let L be a countable collection of languages that is not identifiable in the limit. Assume
towards a contradiction that there exists some generating algorithm (Gn) ∈ G that achieves con-
sistency and breadth at some rate R(n). Fix also some valid distribution P supported over a target
language K. This means that there exist c, C, that depend on P, such that

E
X1,...,Xn∼Pn

[1 {supp(Gn) ̸= K \ {X1, . . . , Xn}}] ≤ C · R(c · n) .

This can be equivalently written as

Pr
X1,...,Xn∼Pn

[supp(Gn) ̸= K \ {X1, . . . , Xn}] ≤ C · R(c · n) .

For every n ∈ N, we denote by En the event that supp(Gn) = K \ {X1, . . . , Xn} . Let z ∈ N be the
smallest number such that Lz = K. Recall that the elements of the universe are X = {x1, x2, . . .} .
Consider the following algorithm (In)n∈N for identification:

• For every n ∈ N, denote by {Xi}i∈[n] the sample i.i.d. from P. Output the smallest index
j ∈ [n] such that

1
{

xi ∈ Lj
}
= 1 {xi ∈ supp(Gn) ∪ {X1, . . . , Xn}} , ∀i ∈ [n] .
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(Since Gn ∈ G, MOP(Gn) is decidable and, hence, the above j can be computed.) If no such
index exists, output an index arbitrarily.

We consider two cases.

Case A (z = 1): In this case, notice that if supp(Gn) = K \ {X1, . . . , Xn}, then, In(X1, . . . , Xn) = z.
This is because supp(Gn) ∪ {X1, . . . , Xn} = K and Lz = K, so for all x ∈ X it holds 1 {x ∈ Lz} =

1 {x ∈ supp(Gn) ∪ {X1, . . . , Xn}} . Thus,

Pr
X1,...,Xn∼Pn

[
LIn(X1,...,Xn) ̸= K

]
≤ Pr

X1,...,Xn∼Pn
[In(X1, . . . , Xn) ̸= z]

≤ Pr
X1,...,Xn∼Pn

[In(X1, . . . , Xn) ̸= z | E c
n ] · Pr

X1,...,Xn∼Pn
[E c

n ]

(since under En the algorithm identifies)

≤ 1 · Pr
X1,...,Xn∼Pn

[E c
n ]

≤ C · R(c · n) .

Case B (z > 1): For every language Lj, j ∈ [z − 1], let ij ∈ N be the smallest number such that

1
{

xij ∈ Lj

}
̸= 1

{
xij ∈ Lz

}
. By definition of Lz, we have that ij is well-defined. Moreover, let

n∗ := maxj∈[z−1] ij. Notice that for all n ≥ n∗, under the event En, we have that In(X1, . . . , Xn) = z.
To see why this is the case, notice that

1. Under the event En it holds that 1 {x ∈ Lz} = 1 {x ∈ supp(Gn) ∪ {X1, . . . , Xn}} for all x ∈ X.

2. Since n ≥ n∗, for all j ∈ [z − 1] we have that ij ≤ n. Thus, under the event En it cannot be the
case that:

1
{

xi ∈ Lj
}
= 1 {xi ∈ supp(Gn) ∪ {X1, . . . , Xn}} , ∀i ∈ [n] .

Hence, using an identical argument as in the case z = 1 we have that

Pr
X1,...,Xn∼Pn

[
LIn(X1,...,Xn) ̸= K

]
≤ C · R(c · n), ∀n ≥ n∗ .

Since this holds for any valid distribution P, using different P-dependent constants, we see that the
algorithm (In)n∈N can identify L at a rate R. Since L is not identifiable in the limit, this contradicts
Theorem 3.1, and, hence, concludes the proof.

The last ingredient we need to prove Theorem 3.3 is an algorithm that given the index of a lan-
guage, samples from it with breadth.

Proposition 6.5. There exists a randomized computable algorithm A for which MOP(·) is decidable and
that, given as input a number z ∈ N and access to a collection of languages L = {L1, L2, . . . , }, satisfies
supp (A (z)) = Lz.

Proof. The algorithm works as follows. Given the index z of the target language:
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• Sample a natural natural number n̂ ∈ N from some distribution supported over N.

• If xn̂ ∈ Lz, (this can be checked by querying the membership oracle) return xn̂. Otherwise,
repeat the previous bullet.

It follows immediately that this algorithm is computable and satisfies the requirements of the
statement, since it is implemented via rejection sampling using a membership oracle to Lz (which
is decidable), it is indeed in G.

We are now ready to prove Theorem 3.3.

Proof of Theorem 3.3. First, consider the case that L is not identifiable in the limit. Then, for every
rate R, Lemma 6.4 shows that no generating algorithm from G can generate from L with consis-
tency and breadth at rate R.

We now show that there is a consistent generation algorithm for L at an optimal exponential
rate. Notice that since L is non-trivial for generation, by Lemma 5.10, it holds that no algorithm can
achieve rate faster than exponential. Moreover, by Theorem 3.2 there exists an algorithm (namely
the one by Kleinberg and Mullainathan [KM24]) that achieves exponential rates. Moreover, since
this algorithm samples from a distribution that is a point mass, it is indeed in G.

Let us now consider the case that L is identifiable in the limit. Then, by Theorem 3.1, for every
g(n) = o(n), there exists an algorithm that identifies L at rate e−g(n). It is not hard to turn this
identification algorithm into an algorithm that is in G and generates with breadth via rejection
sampling. This happens as described in Proposition 6.5. Conditioned on the event that Lz = K,
the previous algorithm indeed generates with breadth. Finally, since L is non-trivial, no algorithm
(even outside of G) can achieve a faster than exponential rate for consistent generation (even with-
out breadth), by Lemma 5.10.

Remark 5. One subtlety in the above proof is that to use Kleinberg and Mullainathan [KM24]’s
algorithm for generation, we require it to output an arbitrarily large number of samples at each
step. While the vanilla version of Kleinberg and Mullainathan [KM24]’s algorithm only outputs
one sample at a time, it can easily be extended so that, given a number m ≥ 1, it outputs m samples
at each step. Moreover, the resulting algorithm is in G.

6.3 Proof of Theorem 3.5 (Impossibility for Generation With Breadth in the Limit)

In this section, we prove Theorem 3.5, which we restate below.

Theorem 3.5. For every non-identifiable collection of countably many languages L, no generating algo-
rithm, for which MOP(·) (Definitions 5 and 6) is decidable, can generate with breadth from L in the limit.
If L is identifiable, then there is a generator G (for which MOP(G) is decidable) that generates with breadth
from L.

Proof of Theorem 3.5. The proof of Theorem 3.5 is by a contradiction: we will show that if such
a generator exists, it can be used to build an identification algorithm I for L contradicting the
fact that L is non-identifiable. In addition to the generator G , this identification algorithm uses
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another sub-routine: an algorithm IPN that, given a positive and negative enumeration of the
target, identifies it in the limit. Such an identification algorithm always exists due to a result by
Gold [Gol67]. The identifier I , which we construct, is as follows:

Input: Access to a generator G for L that (1) achieves consistency and breadth in the limit and
(2) for which MOP(G) is decidable, and access to the algorithm IPN that identifies L in the
limit from a positive and negative enumeration of the target language.

Description:

1. For each t ∈ N do:

(a) Observe the t-th sample st and let St be the set of samples seen so far

(b) Train the generator G from scratch over the t samples in St

(c) Label the first t strings x1, . . . , xt of the domain as MOP(G)(x1), . . . ,MOP(G)(xt)a

(d) Train IPN from scratch on samples x1, . . . , xt with labels MOP(G)(x1), . . . ,MOP(G)(xt)

(e) output the index guessed by IPN and go to the next iteration
aHere, MOP(G)(x) is the answer to the membership oracle problem for G given input x.

Since MOP(G) is decidable, the above algorithm can be implemented using a Turing machine. We
claim that the above algorithm identifies the target language K after a finite number of iterations.
Let z be the first index at which K appears. To formalize this, fix any enumeration s1, s2, . . . of the
target language K. Since G generates with breadth in the limit, there is a finite iteration tG after
which K generates with breadth from K and, hence, supp (G) = K. Hence, after iteration tG , for
any string x, MOP(G)(x) = 1 {x ∈ K}. In other words, IPN is provided with accurate positive and
negative labels in all subsequent iterations t ≥ tG . Since IPN identifies in the limit, there is a finite
tPN such that IPN identifies K once it is given labels for the first t ≥ tPN examples in the domain.
It follows that IPN and, hence, our algorithm identifies K after max

{
tG , tPN

}
< ∞ iterations. This

gives the desired contradiction, proving Theorem 3.5. Note that the above identification algorithm
does not need to know either tG or tPN. (Of course, as a consequence, our algorithm does not know
when it has identified K.)

7 Proofs from Section 3.3 (Generation With Approximate Consistency
and Breadth)

7.1 Proof of Theorem 3.7 (Impossibility in the Limit)

In this section, we prove Theorem 3.7, which we restate below.

Theorem 3.7 (Impossibility of Unambiguous Generation in the Limit). For every non-identifiable
collection of countably many languages L, no generating algorithm stable in the limit for which MOP(·)
(Definitions 5 and 6) is decidable can unambiguously generate from L in the limit.
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Proof of Theorem 3.7. By the way of contradiction, suppose that there is an algorithm G = (Gn) for
which MOP(·) is decidable (at each n) and which is an unambiguous generator for L. We will use
G to construct an algorithm that identifies L in the limit, hence, contradicting the non-identifiablity
of L.

Fix any enumeration x1, x2, . . . of the domain X. For each language L ∈ L and number t ≥ 1,
define the t-prefix of L as the subset L[t] of the first t-elements of the domain {x1, . . . , xt} in L, i.e.,

L[t] := {x1, . . . , xt} ∩ L .

To complete the above outline, consider the following algorithm, which we claim identifies L.

Input: Access to a generator G for L that (1) that is unambiguous in the limit and (2) for which
MOP(·) is decidable at each step

Description:

1. For each t ∈ N do:

(a) Observe the t-th sample st and let St be the set of samples seen so far

(b) Train the generator Gt−1 on st to get Gt

(c) Create a set of languages consistent with observed samples CS(t) ⊆ {L1, . . . , Lt}
that includes each L ∈ {L1, . . . , Lt} that is consistent with St (i.e., L ⊇ St)

(d) Construct a set of languages consistent with the generator CG(t) ⊆ {L1, . . . , Lt}
that languages L from {L1, . . . , Lt} except if L[t] ̸⊆ supp(Gt) ∪ St, which can be
checked in finite time using a decider for MOP(Gt)

(e) output the index of the smallest-indexed language in CS(t)∩CG(t) (or an arbitrary
index if CS(t) ∩ CG(t) is empty)

Since the algorithm outputs the smallest index in CS(t) ∩ CG(t), it identifies K if it is the smallest-
indexed language in CS(t) ∩ CG(t). The following conditions ensure this:

(A) Lz ∈ CS(t) and Lz ∈ CG(t), where z is the smallest index at which K appears in L; and

(B) For any i < z, either Li ̸∈ CS(t) or Li ̸∈ CG(t)

We claim that there are finite times ta and tb where, for any t ≥ ta, Condition (A) holds and, for
any t ≥ tb, Condition (B) holds. This claim implies that the above algorithm identifies K in the
limit, leading to the desired contradiction.

Condition A holds after a finite time. Since St only contains samples from K, K ∈ CS(t) for all
t ≥ 1. Further, since G = (Gt) is an unambiguous generator for L in the limit, there exists a finite
t0 ≥ 0, such that for all t ≥ t0,

|supp(Gn)△K| < min
L∈L : L ̸=K

|supp(Gn)△L| . (10)

Hence, in particular, for all t ≥ t0

|supp(Gn) \ K| , |K \ supp(Gn)| < ∞ .
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Figure 6: Figure illustrating the decomposition of supp(Gt)△K and supp(Gt)△L.

Furthermore, as G is stable, after some time t1, supp(Gn) stops changing. Consider any t ≥
max {t0, t1}. Since K \ supp(Gt) has finitely many elements and K \ supp(Gt) = K \ supp(Gt′) for
any t′ ≥ max {t0, t1}, there is a finite time t2 after which all elements of K \ supp(Gt) have been
observed. Therefore, for any t ≥ {t0, t1, t2}, it must holds that K ⊆ (supp(Gt) ∪ St) and, hence,
that K ∈ CG(t). Thus, it suffices to fix ta = max {t0, t1, t2}.

Condition B holds after a finite time. Since there are only finitely many i < z, it suffices to show
that for each i < z, there is a finite time ti after which either Li ̸∈ CS(t) or Li ̸∈ CG(t). Fix any
i < z. Consider two cases:

• Case A (K \ Li ̸= ∅): In this case, there exists an x ∈ K \ Li and, hence, after some finite time
ti when x has been observed Li ̸⊇ St and, hence, Li ̸∈ CS(t).

• Case B (K \ Li = ∅): In this case, Li ⊋ K, and our proof is based on the following observation.

Lemma 7.1. For any t ≥ ta and L ⊋ K, it holds that L \ supp(Gt) ̸= ∅.

Proof. Since t ≥ t0, Equation (10) holds. From Figure 6, observe that

|supp(Gt)△K| ≥ |supp(Gt)\L|+ |K\ supp(Gt)|
|supp(Gt)△L| = |supp(Gt)\L|+ |K\ supp(Gt)|+ |L\ (K ∪ supp(Gt))| .

Chaining the above with Equation (10) and canceling like terms implies

|L\ (K ∪ supp(Gt))| > 0 .

Hence, in particular, |L\supp(Gt)| > 0, which is the desired result.
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Hence, in this case, Li \ supp(Gt) ̸= ∅. Let j(i) be the smallest natural number such
that xj(i) ∈ L but xj(i) ̸∈ supp(Gt). (Note that the value j(i) does not depend on t, since
as discussed in the proof of Condition A after t = ta, the supp(Gt) becomes stable and not
change in subsequent iterations.) Therefore, it follows that Li[j(i)] ̸⊆ supp(Gt)∪St for t ≥ ta

and, hence, for t ≥ max {i(j), ta} by construction, Li ̸∈ CG(t). This completes the proof of
Case B and by earlier discussion, also the proof of Theorem 3.7.

7.2 Proof of Theorem 3.6 (Impossibility in the Statistical Setting)

In this section, we prove the impossibility result for unambiguous generation in the statistical set-
ting. Our approach is to establish a connection to the online setting and leverage the impossibility
result we have already shown there (Theorem 3.7). Namely, we will show that given such an un-
ambiguous generator that works in the statistical setting, we can construct a generator that works
in the online setting, with high probability. Using the construction from Section 7.1, we can turn
this generator to one that identifies. The details of our approach follow.

First, we describe some constructions due to Angluin [Ang88] that will be useful for our
derivation. The following can be found in Example 3 from Angluin [Ang88].

Definition 20 (Distribution Induced by Sequence). Let σ = (xi1 , xi2 , . . . , ) be some countable sequence
of elements in X, and σj = xij , j ∈ N. Define Pσ to be a distribution such that its mass Pσ(x) on any point
x ∈ X is

Pσ(x) := ∑
j∈N : σj=x

1
2j+1 ,

with a sum over an empty set of indices interpreted as 0.

Angluin [Ang88] describes a way to draw i.i.d. samples from Pσ, given only access to finite pre-
fixes of σ and to an oracle that simulates a fair coin.19 The idea is natural: flip the fair coin until a
head is observed, let I be the random variable denoting the number of trials it needed, and output
the string xI+1. This process gives i.i.d. draws from Pσ.

Proposition 7.2 (Example 4 from Angluin [Ang88]). Let σ = (xi1 , xi2 , . . . , ) be some countable se-
quence of elements in X. Given access to an oracle that simulates fair coin flips and an oracle which given
input any j ∈ N returns σj, there exists a computable algorithm that samples from Pσ (Definition 20) and
terminates with probability 1.

The next result shows that a stable generating algorithm for which MOP(·) is decidable and
achieves unambiguous generation at some rate R(·), “stabilizes” to an unambiguous generator
when executed on an infinite i.i.d. stream of data drawn from a valid distribution.

Lemma 7.3. Let R : N → R≥0 be a rate function, i.e., limn→∞ R(n) = 0, let L be a countable language
collection, and (Gn : Xn → G)n∈N be a generating algorithm for which MOP(·) is decidable and which
satisfies the following two properties:

19In fact, Angluin’s construction generalizes to oracles that simulate any (non-deterministic) coin in a straightforward
way.
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• (Gn)n∈N is a stable generator (Definition 7), and

• for its unambiguous generation error er(·), it holds that, for every valid distribution P with respect
to L there exist c, C > 0 such that EX1,...,Xn∼Pn [er (Gn (X1, . . . , Xn))] ≤ C · R(c · n).

Then, for every valid distribution P with respect to L it holds that

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that er (Gn (X1, . . . , Xn)) = 0] = 1 .

In other words, the generating algorithm G = (Gn) stabilizes to an unambiguous generation in
the online sense with probability 1. Roughly speaking, given the above result, Theorem 3.6 will
follow from a contradiction to the impossibility result in the online setting Theorem 3.7.

Proof of Lemma 7.3. Assume towards contradiction that there exists some valid P with respect to L

so that

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] = c′ < 1 .

Let us also denote c′′ := 1 − c′. Notice that c′′ > 0. Since P is a valid distribution with respect to L,
it is supported over some K ∈ L, so we have that, with probability 1, an infinite i.i.d. draw from P

is an enumeration of K (see Proposition 5.2). Let us call this event E1.
Moreover, since Gn is a stable generator (in an online sense), under the event E1 (i.e., when the

samples from P form an enumeration of K), there exists some smallest number t∗ := t∗(X1, . . .) ∈
N such that for all n ≥ t∗

supp (Gn (X1, . . . , Xn)) = supp (Gn+1 (X1, . . . , Xn+1)) .

Now, t∗ depends on the specific enumeration drawn and, hence, the distribution P induces a dis-
tribution over t∗. Further, note that with probability 1, t∗ < ∞. Hence, Pr{Xi}i∈N∼P∞ [t∗(X1, . . .) > n]
approaches 0 as n → ∞. In particular, there is some number n1 ∈ N such that for all n ≥ n1

Pr
{Xi}i∈N∼P∞

[t∗(X1, . . .) > n] ≤ c′′

3
.

Moreover, since the generator achieves rate R(·) and limn→∞ R(n) = 0, it holds that

lim
n→∞

Pr
X1,...,Xn∼Pn

[er (Gn (X1, . . . , Xn)) ̸= 0] = 0 .

Thus, there is some n2 ∈ N such that, for all n ≥ n2

Pr
X1,...,Xn∼Pn

[er (Gn (X1, . . . , Xn)) ̸= 0] ≤ c′′

3
.

Let n3 := max {n1, n2}. Hence, taking a union bound, we see that with probability at least 1− 2c′′/3

over the draw of {Xi}i∈N it holds that

• er (Gn3 (X1, . . . , Xn3)) = 0, and

• supp (Gn (X1, . . . , Xn)) = supp (Gn3 (X1, . . . , Xn3)) , for all n ≥ n3.
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By the definition of er(·) (Equation (6),) for any n, n′ ∈ N, samples xi1 , . . . , xin and xj1 , . . . , xjn′ it
holds that

supp (Gn (xi1 , . . . , xin)) = supp
(

Gn′
(
xj1 , . . . , xjn′

))
=⇒

er (Gn (xi1 , . . . , xin)) = er
(

Gn
(
xj1 , . . . , xjn′

))
These two conditions immediately imply that, with probability at least 1− 2c′′/3 > c′, for all n ≥ n3

it holds that

• er (Gn (X1, . . . , Xn)) = 0, and

• supp (Gn+1 (X1, . . . , Xn+1)) = supp (Gn (X1, . . . , Xn)) .

Hence,

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] > c′ ,

which gives the desired contradiction. This concludes the proof.

Having established the previous result, we are ready to show how to use such a generator that
works in the statistical setting to get a generator in the online setting. The idea of the proof is to
use the enumeration σ provided from the adversary to define a valid distribution Pσ (see Propo-
sition 7.2) and then run the aforementioned generator on this distribution.

Lemma 7.4. Let R : N → R≥0 be a rate function, i.e., limn→∞ R(n) = 0, let L be a language collection,
and (Gn : Xn → G)n∈N be generating algorithm for which MOP is decidable and satisfies the following two
properties:

• (Gn)n∈N is a stable generator (Definition 7), and

• for its unambiguous generation error, it holds that, for every valid distribution P with respect to L

there exist c, C > 0 such that EX1,...,Xn∼Pn [er (Gn (X1, . . . , Xn))] ≤ C · R(c · n).

Then, there is a randomized generating algorithm
(

G ′
n : Xn r→ G

)
n∈N

for which, for any target language
K ∈ L and every enumeration σ of K, it holds that

• (G ′
n)n∈N is a stable generator (Definition 7), and

•
Pr

[
∃n∗ ∈ N : ∀n ≥ n∗ it holds that er

(
G ′

n (σ1, . . . , σn)
)
= 0

]
= 1 ,

where the probability is with respect to the internal randomness of the algorithm.

Proof. Let K ∈ L be any target language and σ be any enumeration of K. Let Pσ be the distribution
defined in Definition 20. We know that, by definition, Pσ is valid with respect to L, since it is
supported on K. Let (G ′

n)n∈N be a generating algorithm which, for every n ∈ N, runs Gn on Pσ.
In order to draw samples from Pσ the generator G ′

n uses its internal randomness and the process
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described in Proposition 7.2. Since Pσ is a valid distribution with respect to L, Lemma 7.3 gives us
that

Pr
{Xi}i∈N∼P∞

σ

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] = 1 .

Hence, this implies that

Pr
[
∃n∗ ∈ N : ∀n ≥ n∗ it holds that

{
er

(
G ′

n (σ1, . . . , σn)
)
= 0

}]
= 1 ,

where the probability is taken with respect to the internal randomness of the algorithm. Moreover,
since (Gn)n∈N is a stable generator it also holds that (G ′

n)n∈N is a stable generator. This concludes
the proof.

We are now ready to prove Theorem 3.6, which follows as corollary of Lemma 7.4 and the impos-
sibility result from the online setting (Theorem 3.7).

Proof of Theorem 3.6. Let L be a countable collection of languages. Assume that such a stable gener-
ating algorithm exists. Then, using the construction from Lemma 7.4 we get a stable generator that
generates unambiguously in the limit, for every target language K ∈ L and every enumeration σ

of K, with probability 1. This contradicts the impossibility result from Theorem 3.7.

8 Proofs from Section 3.4 (Further Results for Identification)

8.1 Proof of Proposition 3.8 (Identification Using Subset Oracle)

We first give a sufficient condition on the algorithm that identifies in the limit that allows one to
directly use it in the statistical setting and get exponential rates.

Lemma 8.1. Let L be a countable collection of languages. Let A = {hn}n∈N be an algorithm that identifies
L in the limit with positive examples with the following additional property:

• for every target language K ∈ L there exists a finite set of examples {xi1 , . . . , xiℓ} ⊆ K that depends
only on K, and the enumeration of L,X,

• and a finite number n0 ∈ N that depends on K, the enumeration of L,X,

such that A always identifies correctly if its input has size at least n0 and it contains xi1 , . . . , xiℓ . Then, A
identifies K with exponential rates in the statistical setting.

Proof. Let P be a valid data-generating distribution. Then, by definition, supp(P) = K, for some
K ∈ L. Let xi1 , . . . , xiℓ ⊆ K be a set of points such that after A takes as input this set it starts
identifying correctly, i.e., for any S such that xi1 , . . . , xiℓ ⊆ S and |S| ≥ n0 it holds that Lh|S|(S) = K.
Since P is a valid data-generating distribution it holds that xi1 , . . . , xiℓ ⊆ supp(P). Let pii , . . . , piℓ
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be the mass of points xi1 , . . . , xiℓ under P. Suppose we draw n samples i.i.d. from P. Then, the
probability that we do not observe all xi1 , . . . , xiℓ in the sample is bounded as

Pr
X1,...,Xn∼Pn

[∃j ∈ [ℓ] : xij /∈ {X1, . . . , Xn}] ≤ ∑
j∈[ℓ]

Pr
X1,...,Xn∼Pn

[xij /∈ {X1, . . . , Xn}] (by a union bound)

= ∑
j∈[ℓ]

(
1 − pij

)n
(since we have i.i.d. draws)

≤ ∑
j∈[ℓ]

e−pij ·n (using that 1 − z ≤ e−z for all z ∈ R)

≤ ℓ · e−minj∈[ℓ] pij ·n .

Thus, the algorithm identifies correctly in the statistical setting after taking as input n ≥ n0 ∈ N

examples, with probability at least 1 − C · e−c·n, for some distribution dependent constants C, c.
This concludes the proof.

We are now ready to prove Proposition 3.8.

Proof of Proposition 3.8. Let L be a collection that is identifiable in the limit and assume access to
a subset oracle. From Section B.1 we know that the algorithm of Kleinberg and Mullainathan
[KM24] given access to a subset oracle identifies any identifiable collection L in the limit . More-
over, by Lemma 5.12 we get that this algorithm satisfies the condition of Lemma 8.1, thus this
result immediately gives us that the algorithm of Kleinberg and Mullainathan [KM24] obtains ex-
ponential rates for identification in the statistical setting (assuming access to a subset oracle).

8.2 Proof of Proposition 3.9 (Identification of Finite Collections)

Similar to the previous section, we will show that there exists an algorithm that satisfies Lemma 8.1,
i.e., for any finite collection of (potentially infinite) languages, it identifies with exponential rates.
Recall the domain X has an enumeration X = {x1, . . . , } . Consider the following algorithm for
identification.

Algorithm Algorithm 8.2 - Identifying a finite collection L = {L1, . . . , Lk} in the limit

Description:

1. for each t ∈ N do:

(a) Let St = {xi1 , . . . , xit} , where xiℓ is the element the algorithm sees in round ℓ

(b) Construct a version space Vt containing all languages L ⊇ St

(c) Let V ′
t =

{
L ∈ Vt : ∀j ∈ [t], ∀L′ ∈ Vt it holds that xj ∈ L =⇒ xj ∈ L′}

(d) if V ′
t ̸= ∅ then: output the smallest index j such that Lj is in V ′

t

(e) else: output an arbitrary index j

Proof of Proposition 3.9. Let us first show that the previous algorithm identifies in the limit. Let
k := |L| denote the size of L. Consider any target language K ∈ L. Notice that L can be partitioned
into three sets: the languages L ∈ L such that L = K, the languages L ∈ L such that K ⊊ L and
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the languages L ∈ L such that K ̸⊆ L. Then, for every language Lj ∈ L such that K ̸⊆ Lj there
exists some x ∈ K such that x /∈ Lj. Let ij ∈ N be the smallest number for which xij ∈ K, xij /∈ Lj.
Let L′ ⊆ L be the set of all such languages and X′ the set of all such smallest indexed x ∈ X.
Notice that, since we consider a fixed enumeration of X throughout, the set X′ depends only on
the target language K and the enumerations of L,X. Since the collection L is finite we have that
|X′| < k < ∞.

Now consider any language L ∈ L such that K ⊊ L. Let L′′ ⊆ L be the set of all such languages.
Then, for every Lj ∈ L′′ there is some x ∈ Lj such that x /∈ K. Let i′j be the smallest such index.
Define

n0 := max
j∈N

{
i′j : Lj ∈ L′′

}
,

i.e., the largest index among these elements. Since the collection L is finite it holds that n0 <

∞. Consider any execution of the algorithm in any round t ∈ N for which the input sample S
satisfies i) X′ ⊆ S, and ii) |S| ≥ n0. The first condition on S implies that for this round Vt =

{L ∈ L : K ⊆ L} . Moreover, the second condition implies that V ′
t = {L ∈ L : L = K}. Thus, the

smallest j ∈ N such that Lj ∈ V ′
t is the smallest index z ∈ N such that Lz = K. Thus, there is

some large enough t∗ so that the algorithm outputs the index z for all t ≥ t∗. Moreover, the set X′

and the number n0 satisfy the conditions of Lemma 8.1, thus the algorithm identifies with exact
exponential rates in the statistical setting. This concludes the proof.

8.3 Proof of Proposition 3.10 (Identification of Collections of Finite Languages)

In this section, we give the proof of Proposition 3.10.

Proof of Proposition 3.10. Recall Gold’s algorithm [Gol67] that identifies in the limit for such collec-
tions L: at any step n ∈ N let Sn be the set of elements the adversary has presented so far. Output
min

{
j ∈ N : Sn ⊆ Lj

}
. Consider any valid distribution P with respect to L. Then, P is supported

on some language K ∈ L. Let {xi1 , . . . , xik} := K and pij be the mass of element xij , j ∈ [k]. For
every n ∈ N, let En be the event that the n i.i.d. draws from P contain the set {xi1 , . . . , xik}, i.e.,

{xi1 , . . . , xik} = {X1, . . . , Xn} .

Notice that under En, the algorithm identifies correctly. Then, for the complement of this event,
we have that

Pr
X1,...,Xn∼Pn

[∃j ∈ [k] : xij /∈ {X1, . . . , Xn}] ≤ ∑
j∈[ℓ]

Pr
X1,...,Xn∼Pn

[xij /∈ {X1, . . . , Xn}] (by a union bound)

= ∑
j∈[k]

(
1 − pij

)n
(since we have i.i.d. draws)

≤ ∑
j∈[k]

e−pij ·n (using that 1 − z ≤ e−z for all z ∈ R)

≤ k · e−minj∈[k] pij ·n .

This concludes the proof.
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8.4 Proof of Theorem 3.11 (Identification from Positive and Negative Examples)

We now move on to the task of language identification with both positive and negative examples.
The main difference between this setting and binary classification is that the objective function
is different. In particular, in our setting, the learner is required to identify the target language,
whereas in the classification setting the learner is required to output a function that labels most
of the elements of the domain according to some target labeling function. Thus, it is clear that
the identification task is more challenging than the classification task. Sticking to the notation we
used before, we have a countable set of languages L = {L1, L2, . . .}, where each L ∈ L is also
countable and ∪L∈LL ⊆ X, for some countable domain X. Recall the notion of valid distribution in
this setting [Ang88]: a distribution P is valid with respect to L if and only if supp(P) ⊆ X× {0, 1}
and there exists some K ∈ L such that for all x ∈ K we have P[(x, 1)] > 0,P[(x, 0)] = 0 and for all
x /∈ K we have P[(x, 0)] > 0,P[(x, 1)] = 0 (see Definition 15).

Next, recall that for any n ∈ N and and set of labeled examples Sn = (x1, y1), . . . , (xn, yn) ∈
(X× {0, 1})n the error of the learner {hn : (X× {0, 1})n → N}n∈N for this task is

er(hn(Sn)) = 1
{

Lhn(Sn) ̸= K
}

. (11)

Notice that, under this definition, E[er(hn)] = Pr [Lhn ̸= K] , i.e., the probability that hn fails to
identify the correct language after it sees n examples from the data-generating distribution.

Our proof proceeds in two parts. First, we show that for all countable collections of languages
that are non-trivial for identification (Definition 13) exponential rate is the best possible for identi-
fication with positive and negative examples. The approach is essentially identical to Lemma 5.1
and the lower bound from Bousquet et al. [BHM+21]. Then, we show that all countable collections
of languages are learnable at exponential rates with positive and negative examples.

The formal statement regarding the exponential rates lower bound follows.

Lemma 8.2. Let L be a non-trivial collection of languages. Then, for any learning algorithm A = {hn}n∈N

there exists a valid distribution P such that E[er(hn)] ≥ C · e−c·n, for infinitely many n ∈ N.

Proof. Since L is non-trivial, there exist L, L′ ∈ L and x ∈ X such that L ̸= L′ and x ∈ L, x ∈ L′.
Let PL,PL′ be valid distributions for L, L′ that place at least 1/2 mass on (x, 1) and they spread
the remaining mass arbitrarily as follows: half of the remaining mass of PL (respectively PL′) is
spread arbitrarily on all the elements of L (respectively L′) with label 1, and the other half on all
the elements of K \ L (respectively K \ L′) with label 0. Notice that since L ̸= L′ at least one of
them has at least one more element other than x. For any n ∈ N, under both distributions, with
probability at least 2−n, the algorithm will only see the element (x, 1) appearing in the sample. Let
En be that event and condition on it. Notice that

Pr
[

Lhn((x,1),...,(x,1)) = L | En

]
+ Pr

[
Lhn(x,...,x) = L′ | En

]
≤ 1 ,

where the probability is with respect to the randomness of the learning algorithm. Thus, we have
that Pr

[
Lhn((x,1),...,(x,1)) ̸= L | En

]
≥ 1/2 or Pr

[
Lhn((x,1),...,(x,1)) ̸= L′ | En

]
≥ 1/2. By the pigeonhole

principle, for at least one of L, L′, the previous inequality holds for infinitely many n ∈ N. Assume

69



without loss of generality it holds for L and denote by N̂ the set of n ∈ N for which it holds. Then,
for all n ∈ N̂ we have that

E
(X1,Y1),...,(Xn,Yn)∼Pn

L

[er (hn ((X1, Y1), . . . , (Xn, Yn)))] = Pr
(X1,Y1),...,(Xn,Yn)∼Pn

L

[
Lhn((X1,Y1),...,(Xn,Yn)) ̸= L

]
≥ Pr

(X1,Y1),...,(Xn,Yn)∼Pn
L

[
Lhn((X1,Y1),...,(Xn,Yn)) ̸= L | En

]
·

Pr
(X1,Y1),...,(Xn,Yn)∼Pn

L

[En]

≥ 1
2n · Pr

[
Lhn((x,1),...,(x,1)) ̸= L | En

]
(by the definition of En)

≥ 1
2n+1 , (due to the assumption on L)

which concludes the proof.

We now move on to establishing the upper bound. Following the approach from the setting with
only positive examples, we show that an infinite draw of i.i.d. samples from any valid distribution
is a “complete presentation” of the target language K, i.e., all the elements of K appear with label 1
and all elements outside of K appear with label 0. This follows immediately from Proposition 5.2.

The next step towards proving Theorem 3.11 is to show if A is an algorithm that identifies the
target language in the limit in the adversarial (online) setting of Gold [Gol67] with positive and
negative examples, then A is a consistent algorithm in the statistical setting. This implies that for
any valid distribution P, there is some number t∗ := t∗(A,P) ∈ N such that, when we draw t∗

many i.i.d. samples from P, it will identify the target language with probability at least 6/7. We
denote the time of the last mistake of algorithm A = {hn}n∈N on a labeled sequence of examples
(x1, y1), (x2, y2), . . . by TA(x1, y1, x2, y2, . . .), i.e.,

TA(x1, y1, x2, y2, . . .) = inf
{

n0 ∈ N : Lhn(x1,y1,...,xn,yn) = K, ∀n > n0

}
.

The next result formalizes the claim. Its proof is almost identical to Proposition 5.3, but we present
it for completeness.

Proposition 8.3. Fix any family of languages L over a countable domain. For any algorithm A =

{hn}n∈N that identifies L in the limit with positive and negative examples in the online setting and any
valid distribution P (Definition 15), there exists a number t∗ such that

Pr
{(Xi ,Yi)}i∈N∼P

∞
[TA(X1, Y1, X2, Y2, . . .) ≤ t∗] ≥ 6

7
.

Proof. Let (X1, Y1), (X2, Y2), . . . , be a countable i.i.d. sample from P. From Proposition 5.2 we get
that this sample is a valid input to A since, with probability one, all elements of K appear with
label 1 and all elements of X \ K appear with label 0. Consider the execution of A on prefixes of
the sequence and denote by TA := TA(X1, Y1, X2, Y2, . . .) the time it made its last mistake. We have
that Pr{(Xi ,Yi)}i∈N∼P∞ [TA ∈ N] = 1. Thus,

lim
t→∞

Pr
{(Xi ,Yi)}i∈N∼P∞

[TA(X1, Y1, X2, Y2 . . .) ≥ t] = 0 .

70



Thus, as required, there exists some t∗ ∈ N such that

Pr
{(Xi ,Yi)}i∈N∼P∞

[TA(X1, Y1, X2, Y2, . . .) ≥ t∗] ≤ 1
7

.

The problem is that this time t∗ depends on the algorithm A and the unknown distribution P.
Suppose we knew a number t∗ so that for all t ≥ t∗

E
S∼Pt

[er(ht(S)) > 0] = Pr
S∼Pt

[
Lht(S) ̸= K

]
<

1
4

.

Then, we could design an identification algorithm {hn}n∈N with exponential rates as follows.
First, we break up the data into batches, each of length t∗. Second, we run the identification
algorithm from the online setting separately for each batch. Finally, we aggregate these algorithms
by taking a majority vote. Now, by the definition of t∗ and Hoeffding’s inequality, the probability
that more than one-third of the classifiers have not identified the language is exponentially small.

There are two issues with this approach:

• In our language setting, it can be the case that two identification algorithms are correct but
output different indices for the true language. This was also an issue for the positive exam-
ples case and we can resolve it in a similar way using Lemma 5.4.

• The second issue is that t∗ depends on the distribution P. In the previous case of positive ex-
amples, the solution was to guess the number t∗ using some very slowly increasing function
g(n). This was the reason why we did not manage to get exponential rates. Interestingly, in
the setting where we have access to positive and negative examples, we can estimate t∗ from
samples, as we see below.

The main lemma behind this result is the following and corresponds to an adaptation of Lemma
4.4 from Bousquet et al. [BHM+21] with a different loss function. This lemma will allow us to get
exactly exponential rates, compared to the rates obtained in the positive examples regime.

Lemma 8.4 (Estimation of Stopping Time). Let Sn be n i.i.d. examples observed from P which is valid
with respect to some language K ∈ L. There exists universally measurable tn = tn(Sn), whose definition
does not depend on P, so that the following holds. Given t∗ such that

Pr
St∗

[
Lht∗ (St∗ )

̸= K
]
<

1
8

,

there exist C, c > 0 independent of n (but depending on P, t∗) so that

Pr[tn ∈ T] ≥ 1 − Ce−cn

where
T =

{
1 ≤ t ≤ t∗ : Pr

St

[
Lht(St) ̸= K

]
<

3
8

}
.

Given the above lemma, we are now ready to complete the proof of Theorem 3.11.
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Proof of Theorem 3.11. First, the exponential rate lower bound follows immediately from Lemma 8.2.
The output of our identification algorithm hn is the majority of the hi

tn
for i ∈ In = {1, 2, . . . , ⌊n/(2tn)⌋},

after we apply to them the post-processing computation described in Lemma 5.4 to map them to
the same index of K. Let z ∈ N be the smallest number for which Lz = K. It remains to show that

E
Sn∼Pn

[er(hn)] = Pr
Sn∼Pn

[
Lhn(Sn) ̸= K

]
≤ Ce−cn ,

for some constants C, c > 0 depending on P.
Let us consider our predictors {hi

tn
}i∈In that are obtained by running the identification algo-

rithm on independent parts of the dataset of size tn. Since these predictors might be outputting
different indices (descriptions) of the same language, we find the smallest indexed language the
output of each classifier can be mapped to. By Lemma 5.4, for n sufficiently large, all the indices
from the outputs of the classifiers hi

tn
, i ∈ In, that correspond to K will be mapped to z.

Let us fix t ∈ T, where T is defined in Lemma 8.4, and consider the predictors {hi
t} for i ∈

I = {1, 2, . . . , ⌊n/(2t)⌋}. We also denote by {ĥi
t} the output of predictor {hi

t} after applying the
post-processing result from Lemma 8.4. For n sufficiently large, standard concentration bounds
give that

Pr

[
1
|In| ∑

i∈In

1{ĥi
t ̸= z} >

7
16

]
< e−⌊n/2t∗⌋/128 .

This means that, except on an event of exponentially small probability, we have that ĥi
t outputs

index z. Recall that Lz = K.
Now we employ our estimation tn in the above calculation. In particular,

Pr
[

ĥi
tn
̸= z for at least half of i ∈ In

]
≤ p1 + p2 ,

where
p1 := Pr[tn /∈ T] < Ce−cn ,

and

p2 := Pr
[
∃t ∈ T : hi

t does not predict K for at least half indices
]
≤ t∗e−⌊n/2t∗⌋/128 .

This gives the desired result.

We conclude this section with the proof of Lemma 8.4.

Proof of Lemma 8.4. We split the training set Sn into two sets and we further split the sets into
batches. The idea is to use the first set to train multiple independent instances of the online learn-
ing algorithm and the second set to estimate its identification error.

More concretely, let A the algorithm that identifies in the limit. For each batch size 1 ≤ t ≤
⌊n/2⌋ and batch index 1 ≤ i ≤ ⌊n/(2t)⌋, we let

Ii
t = ht

(
X(i−1)t+1, Y(i−1)t+1, Xit, Yit

)
be the index of the output of the learning algorithm that is trained on batch i of a subset of the
dataset that has size t. This is a mapping from the training samples to indices of the predicted
language.
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For every fixed t, the outputs
{

Ii
t
}

i≤⌊n/2t⌋ are trained on different parts of the first half of the
training set and they are independent of the whole second half of the training set. This means that
we can view every

{
Ii
t
}

i≤⌊n/2t⌋ as an independent draw of the distribution of ht(·). To estimate
the identification error of ht(·), we will make use of the second half of the training set. We define

êt =
1

⌊n/2t⌋

⌊n/2t⌋

∑
i=1

1
{
1
{

Xs ∈ LIi
t

}
̸= Ys for some

n
2
≤ s ≤ n

}
.

We underline that this can be computed using just membership calls to the predicted languages.
Now observe that, almost surely,

êt ≤ et =
1

⌊n/2t⌋

⌊n/2t⌋

∑
i=1

1

{
Pr

(X,Y)∼P

[
1
{

X ∈ LIi
t

}
̸= Y

]
> 0

}
=

1
⌊n/2t⌋

⌊n/2t⌋

∑
i=1

1
{

LIi
t
̸= K

}
.

We define t̂n = inf{t ≤ ⌊n/2⌋ : êt < 1/4}, where we assume that inf ∅ = ∞.
We now want to bound the probability that t̂n > t⋆. Using Hoeffding’s inequality we get that

Pr
[
t̂n > t⋆

]
≤ Pr

[
êt⋆ ≥

1
4

]
≤ Pr

[
et⋆ ≥

1
4

]
= Pr

[
et⋆ −

1
8
≥ 1

8

]
= Pr

[
et⋆ − E[et⋆ ] ≥

1
8

]
≤ e−⌊n/2t⋆⌋/32 .

This implies that t̂n ≤ t⋆ except for an event with exponentially small probability.
Moreover, there is some ε > 0 such that for all 1 ≤ t ≤ t⋆ with

Pr
St∼Pt

[
Pr

(X,Y)∼P

[
1
{

X ∈ Lht(St)

}
̸= Y

]
> 0

]
>

3
8

,

we have that PrSt∼Pt

[
Pr(X,Y)∼P

[
1
{

X ∈ Lht(St)

}
̸= Y

]
> ε

]
> 1/4 + 1/16 (this holds by continuity).

Now fix some 1 ≤ t ≤ t⋆ such that

Pr
St∼Pt

[
Pr

(X,Y)∼P

[
1
{

X ∈ Lht(St)

}
̸= Y

]
> 0

]
>

3
8

(if it exists). Then, using Hoeffding’s inequality again we get that

Pr

[
1

⌊n/2t⌋

⌊n/2t⌋

∑
i=1

1

{
Pr

(X,Y)∼P

[
1
{

X ∈ LIi
t

}
̸= Y

]
> ε

}
<

1
4

]
≤ e⌊n/2t⋆⌋/128 .

For any language L such that Pr(X,Y)∼P [1 {X ∈ L} ̸= Y] > ε, then

Pr [1 {Xs ∈ L} ̸= Ys for some n/2 ≤ s ≤ n] ≥ 1 − (1 − ε)n/2 .

As we mentioned before, {Ii
t}i≤⌊n/2t⌋ are independent of (Xs, Ys)s>n/2. Thus, applying a union

bound we get that the probability that all Ii
t that have Pr(X,Y)∼P

[
1
{

X ∈ LIi
t

}
̸= Y

]
> ε make at

least one error on the second half of the training set is

Pr
[
1

{
Pr

(X,Y)∼P

[
1
{

X ∈ LIt
i

}
̸= Y

]
> ε

}
≤ 1

{
1
{

Xs ∈ LIt
i

}
̸= Ys for some n/2 < s ≤ n

}
for all i ∈ [⌊n/2t⌋]

]
≥ 1 −

⌊ n
2t

⌋
(1 − ε)n/2 .
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Thus, we get that

Pr[t̂n = t] ≤ Pr
[

êt <
1
4

]
≤

⌊n
2

⌋
(1 − ε)n/2 + e−⌊ n

2t⋆ ⌋/128 .

Using the previous estimates and applying a union bound, we get that

Pr[t̂n /∈ T] ≤ e−⌊n/2t⋆⌋/32 + t⋆
⌊n

2

⌋
(1 − ε)n/2 + t⋆e−⌊n/2t⋆⌋/128 ≤ Ce−cn ,

for some constants C, c > 0. Note that C = C(P, t∗) and c = c(P, t∗).
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A Further Discussion on Decidability of MOP(·)

In this section, we present a generating algorithm G = (Gn) for which MOP is undecidable. The
corresponding generating algorithm is static in the sense that G1 = G2 = . . . . For each t, Gt is the
following randomized Turing machine.

Input: None

Setup: The internal random tape contains symbols from {0, 1, 2}
Description:

1. Read bits r = r1r2 . . . from the random tape until the first 2 is found on the tape

2. Let b = 1 if r is of the form ⟨M⟩w where ⟨M⟩ is a valid representation of a Turing
machine and w is any (possibly) empty string

3. If r = 1 then: Execute M on input w and return ⟨M⟩w1 if M halts

4. Else: return 0

Proposition A.1. MOP(·) is undecidable for the above Turing machine.

Proof. The proof is a simple reduction to the halting problem, which is well-known to be undecid-
able. To see this, observe that to decide whether M halts on input w, it suffices to check if ⟨M⟩w1
is in the support of the above machine.

B Results With Subset Oracles

In this section, we design algorithms that have access to a subset oracle that, given indices i and j,
answers whether “Li ⊆ Lj?” We give two algorithms (1) an algorithm that identifies in the limit
without requiring tell-tale oracles and (2) a best-of-both-words algorithm that generates consis-
tently and achieves breadth whenever possible.

B.1 Identification in the Limit Without Tell-Tale Oracle via Subset Oracles

Angluin [Ang80] showed that a collection of (recursive) languages L is identifiable in the limit if
and only if each Li ∈ L has a finite “tell-tale” set Ti that, roughly speaking, enables one to eliminate
Li if it is not the target. If one has access to an oracle that, given an index i, outputs the tell-tale
Ti, then one can identify L using an algorithm by Angluin [Ang80]. Our next result shows that, if
one has access to queries of the form “Li ⊆ Lj?”, then one can identify any identifiable language
collection without access to a tell-tale oracle.

Theorem B.1. Let S be an oracle that, given indices i and j, outputs Yes if Li ⊆ Lj and outputs No
otherwise. Fix any identifiable collection of languages L = {L1, L2, . . . }. There is an algorithm A that
given, an enumeration of a target language K ∈ L (for any K) and access to S , identifies K in the limit.

Importantly, A does not need to be provided the tell-tale of K or any other language in L.
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Interestingly, the algorithm in Theorem B.1 is the same as an algorithm proposed by Kleinberg
and Mullainathan [KM24]: the algorithm defines a certain notion of critical languages and selects
the last critical language, say Lj. Naturally, since we want to identify the language, instead of
outputting an element of Lj the algorithm will guess the index. This algorithm identifies K in the
sense that after some finite time t∗, it outputs an index z such that Lz = K. The specific index
z outputted, however, may change infinitely often. This can also be avoided by using the post-
processing routine in Lemma 5.4.

Proof. The algorithm to identify K is simple:

For t ∈ {1, 2, . . . } do:

1. Observe element xt and let St be the set of all elements observed so far

2. Construct a version space Vt consisting of all languages in L≤t consistent with St, i.e.,

Vt :
{

Lj : 1 ≤ j ≤ t , Lj ⊇ St
}

.

# Define an language Li ∈ Vt to be critical if Li is the smallest-index language in Vt or Li is a
subset of all languages preceding it in Vt, i.e., if Li ⊆ Lj for all 1 ≤ j < i

3. Construct the set Ct ⊆ Vt of all critical languages

4. return i where Li is the largest-indexed language in the set of critical languages Ct

Let i be the first index such that K = Li. The above algorithm outputs an index z with Lz = K
when K is the last element of the set of critical languages Ct. This condition is implied by the
following two conditions.

(A) K is in the set of critical languages Ct.

(B) All the languages Lj with j > i that are included in Ct satisfy Lj = K.

Result (4.3) of Kleinberg and Mullainathan [KM24] shows that there is a finite time ta after which
Condition (A) holds. We will show that there is also a finite time tb after which Condition (B)
holds. This shows that, for any t ≥ max {ta, tb}, A outputs an index z(t) such Lz(t) = K. As
mentioned before one can convert this into an algorithm that outputs a fixed index (after some
finite time) using the post-processing routine in Lemma 5.4.

Condition (B) holds after a finite time. Since L is identifiable, it must satisfy Angluin’s tell-tale
criteria (Definition 10) and, hence, K = Li has a finite tell-tale set Ti. (Recall that Ti is not known to
us; our proof will not need this.) Fix any j > i and any time t ≥ ta (after which K is guaranteed to
be a critical language). If Lj is a critical language, then by the definition of critical languages and
the fact that K is critical (P1) Lj ⊆ K and (P2) Lj ∈ Vt. Further, if Lj ⊊ K, then Lj cannot contain the
tell-tale Ti of K (by the properties of tell-tales; Definition 10). Therefore, if St (the set of samples
seen until step t) contains Ti, then Lj cannot be in the version space as otherwise it would need to
contain Ti. It follows that, if St ⊇ Ti and t ≥ ta, then either P2 will be violated or P1 will imply that
Lj = K. Finally, since Ti is finite and, hence, there is a finite time t′b when all elements of Ti have
been observed and, the result follows by letting tb := max

{
ta, t′b

}
.
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B.2 Best-Of-Both Worlds: Generating With Breadth When Possible

Consider the variant of the algorithm in the previous section which instead of outputting the index
of the last critical language outputs an unseen sample from the language. This is precisely the
algorithm of Kleinberg and Mullainathan [KM24].20 Kleinberg and Mullainathan [KM24] showed
that this algorithm consistently generates in the limit. An immediate corollary of the identification
result in the last section is that this algorithm also achieves breadth for any identifiable collection
L.

Corollary B.2. Let S be an oracle that, given indices i and j, outputs Yes if Li ⊆ Lj and outputs No
otherwise. Fix any collection of countably many languages L = {L1, L2, . . . }.

There is a generating algorithm G that given, an enumeration of a target language K ∈ L (for any
K) and access to S , consistently generates from K in the limit. Moreover, whenever L is identifiable, this
algorithm generates consistently with breadth in the limit.

Importantly, G does not need to be provided the tell-tale of K or any other language in L.

Finally, we recall that for any non-identifiable collection L, generation with breadth is impossible
whenever a MOP(G) can be implemented.

C Further Results for Consistent Generation With Approximate Breadth

Result in the Limit

In this section, we study another notion of generation with approximate breadth. Informally,
requires that the generating algorithm is consistent and puts zero mass only on finitely many points
of the target language K. The formal definition is as follows.

Definition 21 (Generation with Approximate Breadth). A generating algorithm G = (Gn) is said to
generate with approximate breadth for a collection L = {L1, L2, . . . } if, for any K ∈ L and enumeration
x1, x2, . . . of K, there is an n0 ≥ 1, such after seeing n ≥ n0 elements x1, . . . , xn, supp(Gn) ⊆ K and
|K \ supp(Gn)| is finite.

Observe that the above is a weakening of generation with breadth – since the generating algorithm
G is allowed to miss elements in the target language infinitely often. This weakening of generation
with breadth turns out to be incomparable to the notion of unambiguous generation studied in
Section 3.3. To see this, observe that (1) on the one hand, G can satisfy the above definition while
generating with breadth from a language L that is a strict subset of K and (2) on the other hand,
unambiguous generation allows the generator to generate samples outside of K infinitely often,
which is barred by the above definition.

Our main result in this section is as follows.
20Note that since we only output an element from the last critical language and not its index, we do not need to

perform the post-processing used in the previous section, so this is Kleinberg and Mullainathan [KM24]’s algorithm.
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Theorem C.1 (Impossibility of Approximate Generation in the Limit). For every non-identifiable
collection of countably many languages L, no generating algorithm stable in the limit, for which MOP(·)
(Definitions 5 and 6) is decidable, can generate from L in the limit with approximate breadth according to
Definition 21.

The proof of Theorem C.1, like the proof of Theorem 3.5 is also by a contradiction to the non-
identifiability of L. The difference is that in this proof we also need to identify the finitely many
elements of K “missed” by G .

Proof. Recall that Gold [Gol67] showed that for any collection of countably many languages, there
is always an algorithm IPN that, given a positive and negative enumeration of the target, identifies
it in the limit. Now, toward a contradiction, suppose there is a stable generator for which MOP(G)

is decidable and it has the property described in Definition 21. We claim that using G and IPN,
we can construct an identifier for L (from positive examples), which contradicts the fact that L is
non-identifiable.

Fix any target language K, its enumeration s1, s2, . . . , and the (unknown) constant t∗, such that
after t∗ many iterations the algorithm achieves generation according to Definition 21. We claim
that the following algorithm identifies L.

Input: Access to a generator G for L that (1) that, in the limit, becomes consistent and satisfies
|K \ supp (G)| < ∞ and (2) for which MOP(G) is decidable, and access to the algorithm IPN

that identifies L in the limit from a positive and negative enumeration of the target language.

Description:

1. For each t ∈ N do:

(a) Observe the t-th sample st and let St be the set of samples seen so far

(b) Train the generator G from scratch over the t samples in St

(c) For each 1 ≤ i ≤ t, label the i-th string xi in the domain as yi = MOP(G)(xi)
a

(d) For each 1 ≤ i ≤ t, if xi ∈ St and yi = 0, set yi = 1 # to correct elements missed by G

(e) Train IPN from scratch on samples x1, . . . , xt with labels y1, . . . , yt

(f) output the index guessed by IPN and go to the next iteration
aHere, MOP(G)(x) is the answer to the membership oracle problem for G given input x.

Since MOP(G) is decidable, the above algorithm can be implemented using a Turing machine. We
claim that the above algorithm identifies the target language K after a finite number of iterations.
To formalize this, fix any enumeration s1, s2, . . . of the target language. Since after a finite time t∗, G
becomes consistent, stabilizes, and satisfies |K \ supp (G)| < ∞, after iteration t∗, for any string x,
MOP(G)(x) matches 1 {x ∈ K} except for the finitely many elements of M = K \ supp (G t). Note
that since G ’s support stabilizes, M is independent of the iteration t ≥ t∗. Let t′ be the time when all
elements of M appear in the enumeration s1, s2, . . . . Observe that in all iterations t ≥ max {t∗, t′},
the labels in Step 2 (d) correct all the mismatches between MOP(G)(x) matches 1 {x ∈ K} Finally,
since IPN identifies in the limit, there is a finite tPN such that IPN identifies K once it is given
labels for the first t ≥ tPN examples in the domain. Combining this with the previous information
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implies that that IPN and, hence, our algorithm identifies K after max {t∗, t′, tPN} < ∞ iterations.
This gives the desired contradiction, proving Theorem C.1. Note that the above identification
algorithm does not need to know any of t∗, t′, and tPN.

Result in the Statistical Setting

Our approach to get this result follows the same high-level idea with Theorem 3.6. The error of a
generating algorithm in this setting, based on Definition 21 is

er (Gn) = 1 {supp(Gn) ̸⊆ K or |K \ supp(Gn)| = ∞} (12)

The formal statement is below.

Theorem C.2 (Impossibility of Approximate Generation). For every non-identifiable collection of
countably many languages L, no stable generating algorithm, for which MOP(·) (Definitions 5 and 6)
is decidable, can generate from L with approximate breadth according to Definition 21, at any rate.

Using the tools we developed for the setting of unambiguous generation, we can show the follow-
ing result which transforms a learner that works in the statistical setting into a learner that works
in the online setting. We start with the following lemma.

Lemma C.3. Let R : N → R≥0 be a rate function, i.e., limn→∞ R(n) = 0, let L be a language collection,
and (Gn : Xn → G)n∈N be generating algorithm for which MOP(·) is decidable and which satisfies the
following two properties:

• (Gn)n∈N is a stable generator (Definition 7), and

• for its approximate generation error er(·) (Equation (12)) it holds that, for every valid distribution P

with respect to L there exist c, C > 0 such that EX1,...,Xn∼Pn [er (Gn (X1, . . . , Xn))] ≤ C · R(c · n).

Then, for every valid distribution P with respect to L it holds that

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that er (Gn (X1, . . . , Xn)) = 0] = 1 .

Proof of Lemma C.3. Assume towards contradiction that there exists some valid P with respect to
L so that

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] = c′ < 1 .

Let us also denote c′′ := 1 − c′. Notice that c′′ > 0. Since P is a valid distribution with respect to L,
it is supported over some K ∈ L, so we have that, with probability 1, an infinite i.i.d. draw from P

is an enumeration of K (see Proposition 5.2). Let us call this event E1.
Moreover, since Gn is a stable generator (in an online sense), under the event E1 (i.e., when the

samples from P form an enumeration of K), there exists some smallest number t∗ := t∗(X1, . . .) ∈
N such that for all n ≥ t∗

supp (Gn (X1, . . . , Xn)) = supp (Gn+1 (X1, . . . , Xn+1)) .
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Now, t∗ depends on the specific enumeration drawn and, hence, the distribution P induces a dis-
tribution over t∗. Further, note that with probability 1, t∗ < ∞. Hence, Pr{Xi}i∈N∼P∞ [t∗(X1, . . .) > n]
approaches 0 as n → ∞. In particular, there is some number n1 ∈ N such that for all n ≥ n1

Pr
{Xi}i∈N∼P∞

[t∗(X1, . . .) > n] ≤ c′′

3
.

Moreover, since the generator achieves rate R(·) and limn→∞ R(n) = 0, it holds that

lim
n→∞

Pr
X1,...,Xn∼Pn

[er (Gn (X1, . . . , Xn)) ̸= 0] = 0 .

Thus, there is some n2 ∈ N such that, for all n ≥ n2

Pr
X1,...,Xn∼Pn

[er (Gn (X1, . . . , Xn)) ̸= 0] ≤ c′′

3
.

Let n3 := max {n1, n2}. Hence, taking a union bound, we see that with probability at least 1− 2c′′/3

over the draw of {Xi}i∈N it holds that

• er (Gn3 (X1, . . . , Xn3)) = 0, and

• supp (Gn (X1, . . . , Xn)) = supp (Gn3 (X1, . . . , Xn3)) , for all n ≥ n3.

By the definition of er(·), for any n, n′ ∈ N, samples xi1 , . . . , xin and xj1 , . . . , xjn′ it holds that

supp (Gn (xi1 , . . . , xin)) = supp
(

Gn′
(
xj1 , . . . , xjn′

))
=⇒

er (Gn (xi1 , . . . , xin)) = er
(

Gn
(
xj1 , . . . , xjn′

))
These two conditions immediately imply that, with probability at least 1− 2c′′/3 > c′, for all n ≥ n3

it holds that

• er (Gn (X1, . . . , Xn)) = 0, and

• supp (Gn+1 (X1, . . . , Xn+1)) = supp (Gn (X1, . . . , Xn)) .

Hence,

Pr
{Xi}i∈N∼P∞

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] > c′ ,

which gives the desired contradiction. This concludes the proof.

Using the previous result, we derive the next statement regarding the conversion of a statistical
learner to an online one.

Lemma C.4. Let R : N → R≥0 be a rate function, i.e., limn→∞ R(n) = 0, let L be a language collection,
and (Gn : Xn → G)n∈N be generating algorithm for which MOP is decidable and satisfies the following two
properties:

• (Gn)n∈N is a stable generator (Definition 7), and

• for its approximate generation error (Equation (12)) it holds that, for every valid distribution P with
respect to L there exist c, C > 0 such that EX1,...,Xn∼Pn [er (Gn (X1, . . . , Xn))] ≤ C · R(c · n).
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Then, there is a randomized generating algorithm
(

G ′
n : Xn r→ G

)
n∈N

for which, for any target language
K ∈ L and every enumeration σ of K, it holds that

• (G ′
n)n∈N is a stable generator (Definition 7), and

•
Pr

[
∃n∗ ∈ N : ∀n ≥ n∗ it holds that er

(
G ′

n (σ1, . . . , σn)
)
= 0

]
= 1 ,

where the probability is with respect to the randomness of the algorithm.

The proof of Lemma C.4 is identical to the proof of Lemma 7.4, since the only property of the error
function that is needed is that once the algorithm has stabilized then its error also stabilizes. For
completeness, we give the details below.

Proof of Lemma C.4. Let K ∈ L be any target language and σ be any enumeration of K. Let Pσ be
the distribution defined in Definition 20. We know that, by definition, Pσ is valid with respect to
L, since it is supported on K. Let (G ′

n)n∈N be a generator which, for every n ∈ N, runs Gn on Pσ.
In order to draw samples from Pσ the generator G ′

n uses its internal randomness and the process
described in Proposition 7.2. Since Pσ is a valid distribution with respect to L, Lemma C.4 gives
us that

Pr
{Xi}i∈N∼P∞

σ

[∃n∗ ∈ N : ∀n ≥ n∗ it holds that {er (Gn (X1, . . . , Xn)) = 0}] = 1 .

Hence, this implies that

Pr
[
∃n∗ ∈ N : ∀n ≥ n∗ it holds that

{
er

(
G ′

n (σ1, . . . , σn)
)
= 0

}]
= 1 ,

where the probability is taken with respect to the internal randomness of the algorithm. Moreover,
since (Gn)n∈N is a stable generator it also holds that (G ′

n)n∈N is a stable generator. This concludes
the proof.

The proof of Theorem C.2 follows as a corollary of the previous result (Lemma C.4) and Theo-
rem C.1.

Proof of Theorem C.2. Let L be a countable collection of languages. Assume that such a stable gen-
erating algorithm exists. Then, using the construction from Lemma C.4 to get a stable generator
that generates missing only finitely many elements in the limit, for every target language K ∈ L

and every enumeration σ of K, with probability 1. This contradicts the impossibility result from
Theorem C.1.

D Further Comparison With Online Learning

In this section, we provide some comparisons between the Gold-Angluin (GA) model [Gol67;
Ang79] and the online game of Bousquet et al. [BHM+21] (that extends the standard online learn-
ing model of Littlestone [Lit88]), which at first sight share a lot of similarities. However, there are
important differences between the two models, which we believe are worth highlighting.
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Let us first recall the setting of Bousquet et al. [BHM+21], appropriately rephrased to the con-
text of our work. There is a domain X, a collection of languages L ⊆ {0, 1}X, and two players,
the learner and the adversary, play a game over an infinite sequence of discrete rounds. In every
round t ∈ N, the adversary presents an example xt ∈ X to the learner and the learner guesses
its label ŷt. Subsequently, the adversary reveals the true label yt to the learner. We say that the
learner makes a mistake if yt ̸= ŷt. This can be thought of as the learner trying to guess whether
the example belongs to the target language. The adversary has to satisfy the following constraint.
For every round t ∈ N there must be some Lt ∈ L such that 1 {xτ ∈ Lt} = yτ, ∀τ ≤ t. The goal
of the learner is to make finitely many mispredictions and the goal of the adversary is to force
infinitely many such mispredictions.

• In the GA model, the goal of the learner is to identify the true language in a finite number of
steps. In the online game of Bousquet et al. [BHM+21], the goal of the learner is to make a
finite number of mistakes in its predictions. Moreover, in the GA model, the learner observes
only positive examples while in the standard online setting, the adversary can provide both
positive and negative examples.

• The set of languages identifiable in the limit in Gold’s model is characterized by Angluin’s
criterion (Definition 10). The collections that are online learnable with a finite number of
mistakes is characterized by the absence of infinite Littlestone trees [BHM+21]. If there is a
uniform bound on the number of mistakes, then this corresponds to the standard finiteness
of the Littlestone dimension [Lit88].

• In the GA model, the adversary fixes the true language in advance. In (realizable) online
learning, the only thing that matters is consistency of the hypothesis class on the given ex-
amples, i.e., for every sequence of examples, along with their labels, there should exist some
hypothesis in the hypothesis class that perfectly labels the given sequence (which can change
as the online game progresses, see also Section 3 of Bousquet et al. [BHM+21]). This subtle
difference leads to starkly different learning landscapes.

• In the GA model, the adversary must include all elements of K in the enumeration (the
domain is countable). In Littlestone’s online setting, there is no such restriction (the feature
space can even be uncountable).

• Another crucial difference is that the algorithm does not receive feedback about its guess
in the GA model. This is in contrast to the standard online setting where, at each round,
the learner gets feedback about its prediction. However, it is important to stress that the
incentives of the adversaries in Gold’s model and in the model of Bousquet et al. [BHM+21]
are different. In the GA model, the goal is not to maximize the number of mistakes that the
learner does, but to essentially not allow the learner to identify the true target language.

To further show separations between the online setting of Gold [Gol67] and the online game of
Bousquet et al. [BHM+21], we will need two important definitions coming from the work of Bous-
quet et al. [BHM+21].
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Definition 22 (Littlestone Tree [BHM+21]). A Littlestone tree for L is a complete binary tree of depth
d ≤ ∞ whose internal nodes are labeled by X, and whose two edges connecting a node to its children are
labeled 0 and 1, such that every finite path emanating from the root is consistent with a language L ∈ L.

More precisely, a Littlestone tree is a collection

{xu : 0 ≤ k < d, u ∈ {0, 1}k} ⊆ X

such that for every y ∈ {0, 1}d and n < d, there exists L ∈ L so that 1
{

xy≤k ∈ L
}
= yk+1 for 0 ≤ k ≤ n.

We say that L has an infinite Littlestone tree if there is a Littlestone tree for L of depth d = ∞.

For instance, thresholds over N do not have an infinite Littlestone tree (yet, they have Littlestone
trees of arbitrary length). On the other side, thresholds over the reals have an infinite Littlestone
tree. Given this definition, we can show a separation between the online setting of Bousquet et al.
[BHM+21] and the GA model.

First, we note that a language collection is not online learnable in the online setting of Bousquet
et al. [BHM+21] if and only if it has an infinite Littlestone tree. We will show that there exists a
countable language collection L over a countable domain that has an infinite Littlestone tree but
it is identifiable in the limit with positive examples.

Example 3 (Infinite Littlestone Tree but Identifiable with Positive Examples). Consider a count-
able domain X and fix an enumeration x∅, x0, x1, x00, x01, x10, x11, . . . of its elements. We use this
enumeration to create the nodes of a Littlestone tree, i.e. the root consists of x∅, its left, right child
is x0, x1, respectively etc. Then, for each level d ∈ N and any path y ∈ {0, 1}d we create a finite lan-
guage Ly with index y, whose elements are the elements of X that appear on the path with label 1.
We consider the language collection L = {Ly : y ∈ {0, 1}d, d ∈ N}. This means that for any finite
level d < ∞, we add all the 2d languages in the collection (where for any path y, Ly contains the
elements x that are labeled with 1 in the path). Hence, L contains all the finite prefixes of the paths
of the infinite Littlestone tree. The language collection L is countably infinite since the collection
of all finite paths of the binary tree admits an enumeration. By construction, this class induces an
infinite Littlestone tree and hence is not online learnable in the game of Bousquet et al. [BHM+21].
However, since it is a countable collection of finite languages, it is identifiable in the limit with
positive examples in the GA model (see also Section 3.4.3 and 8.3).

E Borel-Cantelli Lemmas

In this section, we present two well-known results due to Borel and Cantelli which are useful for
our derivations.

Lemma E.1 (First Borel-Cantelli Lemma). Let {En}n∈N be a sequence of events. If

∑
n∈N

Pr[En] < ∞ ,

then the probability that infinitely many of them occur is 0, that is

Pr
[

lim sup
n→∞

En

]
= 0 .
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The previous result has a partial converse, which we state below.

Lemma E.2 (Second Borel-Cantelli Lemma). Let {En}n∈N be a sequence of independent events. If

∑
n∈N

Pr[En] = ∞ ,

then the probability that infinitely many of them occur is 1, that is

Pr
[

lim sup
n→∞

En

]
= 1 .

Notice that, unlike the first Borel-Cantelli lemma, the second one requires that the events are
independent.
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