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Abstract

Product recommendations inherently involve001
comparisons, yet traditional opinion summa-002
rization often fails to provide holistic com-003
parative insights. We propose the novel task004
of generating Query-Focused Comparative005
Explainable Summaries (QF-CES) using006
Multi-Source Opinion Summarization (M-OS).007
To address the lack of query-focused recom-008
mendation datasets, we introduce MS-Q2P,009
comprising 7,500 queries mapped to 22,500010
recommended products with metadata. We011
leverage Large Language Models (LLMs) to012
generate tabular comparative summaries with013
query-specific explanations. Our approach is014
personalized, privacy-preserving, recommen-015
dation engine-agnostic, and category-agnostic.016
M-OS as an intermediate step reduces infer-017
ence latency approximately by 40%1 com-018
pared to the direct input approach (DIA),019
which processes raw data directly. We eval-020
uate open-source and proprietary LLMs for021
generating and assessing QF-CES. Exten-022
sive evaluations using QF-CES-PROMPT023
across 5 dimensions (clarity, faithfulness,024
informativeness, format adherence, and025
query relevance) showed an average Spear-026
man correlation of 0.74 with human judg-027
ments, indicating its potential for QF-CES028
evaluation2.029

1 Introduction030

E-commerce platforms host a vast array of prod-031

ucts, but users face challenges in decision-making032

despite recommendation systems. Users, each033

with unique quality preferences, budget constraints,034

and desired features, often find themselves sifting035

1This percentage reflects the average time reduction across
50 distinct summaries, each generated 50 times for reliability.
M-OS averaged 9.99 seconds per summary, compared to
16.55seconds for DIA.

2All prompts used in this work are available at https://
github.com/annnoonnn-uuxxx/QF-CES.

Figure 1: QF-CES enables quick comparison of top-3
recommended products for confident decisions without
tab-switching. Check Figure 2 for details.

through specifications and reviews of multiple (but 036

often quite similar) products. While recommen- 037

dation systems, match products to queries, they 038

lack comparative insights crucial for informed de- 039

cisions. Users struggle to understand how recom- 040

mended items stack up against each other in ways 041

that matter most to their individual needs and spe- 042

cific queries. Tay (2019) highlight that opinion 043

summarization approaches condense reviews by 044

frequently emphasizing recurring aspects, poten- 045

tially introducing bias and giving users a skewed 046

perception of their importance. However, this ap- 047

proach overlooks valuable information embedded 048

within product metadata, highlighting the need for 049

M-OS. Im et al. (2021); Li et al. (2020a) explored 050

methods incorporating reviews, images, and meta- 051

data to provide users with informative summaries 052

that capture both subjective opinions and objec- 053

tive product attributes, as demonstrated by Siledar 054

et al. (2023). These approaches generate single- 055

product summaries without user query context or 056

cross-product comparisons, forcing users to manu- 057

ally compare items, leading to decision fatigue and 058

a sub-optimal shopping experience. 059

We propose Query-Focused Comparative Ex- 060

plainable Summarization QF-CES to address these 061
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limitations. QF-CES provides targeted, compar-062

ative insights for recommended products in one063

place, as shown in Figure 2, facilitating informed064

decision-making. It generates a comparative sum-065

mary in a tabular format, complemented by a Natu-066

ral Language Explanation (NLE) as a final verdict067

that directly addresses the user’s query.068

Problem Statement:069

Input: Query and top-k (k = 3) recommended070

products071

Output: QF-CES with tabular comparison and072

final verdict explanation.073

Our contributions are:074

1. QF-CES: A novel task using LLMs to gener-075

ate Query-Focused Comparative Explainable076

Summaries. It leverages Multi-Source Opin-077

ion Summaries (M-OS) as an intermediate078

step, reducing inference latency by 40% (Sec-079

tion 6) compared to raw data input.080

2. MS-Q2P: A new dataset featuring queries081

with top-3 recommended products and associ-082

ated metadata (Section 4.1).083

3. CES-EVAL: An QF-CES evaluation084

benchmark dataset (Section 4.2), with085

2, 500 summary annotations, assessing086

10 comparative summaries for 50 queries087

from the MS-Q2P. The evaluation covers088

5 dimensions- clarity, faithfulness,089

informativeness, format adherence, and090

query relevance (Appendix A).091

4. QF-CES-PROMPT: A set of dimension-092

dependent prompts enables comparative sum-093

mary generation and evaluation of all the094

aforementioned 5 dimensions. To the best095

of our knowledge, we are the first to create096

a structured tabular comparison with a final097

verdict summary that directly addresses the098

user’s specific query.099

5. Benchmarking of 9 recent LLMs (closed and100

open-source) on the aforementioned 5 dimen-101

sions for the task of comparative summaries,102

which to the best of our knowledge is first of103

its kind (Table 4, Section 6).104

6. Detailed analysis, comparing an open-source105

LLM against 4 closed-source LLMs as eval-106

uators for automatic evaluation of compara-107

tive summaries on 5 dimensions. Analysis108

indicates that QF-CES-PROMPT emerges 109

as a good alternative for reference-free eval- 110

uation of comparative summaries showing a 111

high Spearman correlation of 0.74 on average 112

with humans (Table 3). 113

2 Related Work 114

Explainable Recommendation has been an active 115

area of research in recent years, with early contri- 116

butions from Chen et al. (2018) and Wang et al. 117

(2018). Li et al. (2020b) and Yang et al. (2021) 118

furthered the field, leading to PETER, a person- 119

alized transformer for explainable recommenda- 120

tion by Li et al. (2021). Colas et al. (2023) intro- 121

duced KNOWREC, a knowledge-grounded model, 122

and Wang et al. (2023b) enhanced explanations by 123

extracting comparative relation tuples. Gao et al. 124

(2024) aligned LLMs for recommendation expla- 125

nations, and Peng et al. (2024) leveraged LLMs to 126

generate explanations. (Ni et al. (2019), Tan et al. 127

(2021), Li et al. (2020c)) Generate templatized ex- 128

planations using item attributes and sentiment from 129

reviews. 130

Comparative Summarization has received lim- 131

ited attention. Iso et al. (2022) generated con- 132

trastive summaries and a common summary from 133

user reviews, Yang et al. (2022) review-based expla- 134

nations for recommended items, Echterhoff et al. 135

(2023) generated aspect-aware comparative sen- 136

tences, while Le and Lauw (2021) proposed a 137

framework incorporating comparative constraints 138

into recommendation models. 139

LLM-based Evaluators Traditional metrics like 140

ROUGE (Lin, 2004) and BLEU (Papineni et al., 141

2002) often misalign with human judgments for 142

opinion summaries. Recent NLP advancements, 143

particularly in LLMs, offer promising alternatives. 144

Studies have explored LLM-based evaluation meth- 145

ods (Fu et al., 2023; Chiang and Lee, 2023a,c; 146

Wang et al., 2023a; Kocmi and Federmann, 2023), 147

including Chain of Thought approaches (Liu et al., 148

2023; Wei et al., 2023) and reference-free evalua- 149

tion (Chiang and Lee, 2023b). Siledar et al. (2024) 150

proposed two prompt strategies for opinion sum- 151

mary evaluation on 7 metrics. 152

Our work differs from the existing work through 153

(1) Consolidated Comparison of three products si- 154

multaneously; (2) Query-Based Personalization, 155

preserving privacy; (3) Dynamic Attribute Gen- 156
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Figure 2: Comparison of approaches: (A) Traditional opinion summaries, (B) M-OS, (C) Single-product views with
tab navigation, and (D) textscQF-CES. Unlike traditional methods with isolated summaries, textscQF-CES offers
side-by-side comparisons and a final verdict, eliminating tab-switching and enhancing decision-making confidence.

eration tailored to user queries; (4) Category-157

Agnostic approach applicable across product do-158

mains; (5) Recommendation-Engine Agnostic,159

functioning with any ranking system; and (6)160

Multi-Source Integration, generating comprehen-161

sive summaries beyond user reviews. These fea-162

tures collectively offer a more versatile, privacy-163

conscious, and informative comparative summa-164

rization solution.165

3 Methodology166

Our study investigates LLMs’ capabilities in gen-167

erating and evaluating comparative summaries, an168

underexplored area, despite their success in vari-169

ous NLG tasks. We leverage the MS-Q2P dataset170

(Section 4.1), enabling a thorough assessment of171

LLMs in comparative summarization.172

3.1 Multi-Source Opinion Summary (M-OS)173

We developed M-OS using an LLM ensemble,174

integrating diverse product attributes including175

product title, descriptions, key features, specifi-176

cations, reviews, and average ratings for com-177

prehensive representation. This approach estab-178

lishes a robust foundation for QF-CES gener-179

ation while reducing inference latency (Section180

6). Our prompting-based methodology avoids181

fine-tuning overhead, offering an efficient solution. 182

We evaluate M-OS quality by adapting the OP- 183

PROMPT framework Siledar et al. (2024) across 184

7 dimensions (fluency, coherence, relevance, 185

faithfulness, aspect coverage, sentiment 186

consistency, and specificity), (Section 5.2), 187

identifying the top-performing LLM (Table 5) for 188

subsequent QF-CES production. 189

3.2 Query-Focused Comparative Explaniable 190

Summary (QF-CES) 191

QF-CES generation utilizes M-OS that achieved 192

the highest average score across all 7 dimensions. 193

Our approach uses sophisticated, prompt engineer- 194

ing, guiding the LLM through a detailed, step-by- 195

step process. The LLM assigned an expert role, dy- 196

namically selects relevant product attributes based 197

on user queries, product specifics, and attribute 198

importance. The resulting QF-CES presents a tab- 199

ular comparison of top-k (k = 3) recommended 200

products, including titles, prices, ratings, selected 201

attributes, and user-derived pros/cons. Missing at- 202

tributes are marked "NA". A concise explanation 203

provides a final verdict that directly addresses the 204

user’s query-specific needs, providing a person- 205

alized, query-focused comparison tailored to the 206

user’s requirements. 207
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Figure 3: A Multi-phase Pipeline for Generating QF-CES using M-OS and Large Language Models (LLMs).
The pipeline involves using LLMs both as summary generators (LLMgen) and summary evaluators (LLMeval) to
create and assess QF-CES across various dimensions, incorporating product details from the MS-Q2P dataset. The
points 1 through 7 describe the flow of inputs and outputs between the LLMs, from generating M-OS to evaluating
QF-CES.

3.3 Evaluation of QF-CES208

To the best of our knowledge, we are the209

first to present an evaluation of comparative210

summaries using reference-free metrics with211

both open- and closed-source LLMs as evalua-212

tors. Our QF-CES-PROMPT introduces metric-213

dependent prompts assessing generated QF-CES214

across 5 dimensions: clarity, faithfulness,215

informativeness, format adherence, and216

query relevance. These dimension-specific217

prompts are applied to various LLMs for QF-218

CES evaluation. Additionally, we introduce CES-219

EVAL, a benchmark dataset (Section 4.2) for QF-220

CES evaluation.221

3.4 Prompt Design Consideration222

Our QF-CES-PROMPT design comprises three223

key components: (1) Generation Prompt: pro-224

viding step-by-step instructions for comprehensive,225

query-relevant tabular comparisons and a final ver-226

dict summaries; (2) Evaluation Prompts: for each227

dimension, featuring detailed criteria and scoring228

guidelines (1 − 5), that require explanations to229

enhance LLM response quality; and (3) System230

Message: defining the LLM’s role as a dimension-231

specific expert. This structured approach ensures232

high-quality, impartial assessments, improving the 233

quality and relevance of comparative summaries 234

across all dimensions. 235

3.5 Scoring Function 236

Liu et al. (2023) proposed a weighted average ap- 237

proach to address discrete LLM scoring limitations. 238

The final score is computed as: 239

o =

j∑
k=1

p(sk)× sk (1) 240

where sk are possible scores and p(sk) their LLM- 241

determined probabilities. p(sk) is estimated by 242

sampling n outputs (n ≈ 100) per input, effec- 243

tively reducing scoring to a mean calculation. This 244

method aims to enhance scoring nuance and relia- 245

bility. 246

3.6 Evaluation Approach 247

For each query qi in dataset D, i ∈ {1, ...,Q}, we 248

have N QF-CES from different models. Let sij 249

denote the jth QF-CES for query qi, Mm denote 250

the mth evaluation metric and K denote the corre- 251

lation measure. Bhandari et al. (2020) defines the 252
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summary-level correlation as:253

R(a, b) =
1

Q
∑
i

K([Ma(si1), ...,Ma(siN )],254

[Mb(si1), ...,Mb(siN )]) (2)255

Where: Q is the total number of queries sij is the256

QF-CES generated for query qi by model j Ma257

and Mb are two different evaluation metrics.258

4 Dataset259

We present two datasets: (1) MS-Q2P, a novel260

proprietary dataset. (2) CES-EVAL, a benchmark261

dataset for evaluating the QF-CES on 5 dimen-262

sions. In this section, we discuss the dataset used,263

QF-CES evaluation metrics, annotation details,264

and its analysis.265

4.1 MS-Q2P Dataset266

MS-Q2P3 (Multi-Source Query-2-Product) com-267

prises of a user query and the top-k (k = 3) rec-268

ommended products. Each product entry includes269

diverse attributes: title, description, key features,270

specifications, reviews, average rating, and pricing271

details. MS-Q2P consists of products from various272

domains like electronics, home & kitchen, sports,273

clothing, shoes & jewelry etc. Detailed statistics of274

MS-Q2P can be found in Table 1.

Statistic Value

# of unique queries 7752
Total # of products 23256
Average # of reviews per product 10
Average length of specifications per product (words) 242.6
Average length of reviews per product (words) 17.99
Average length of description per product (words) 105.79
Average length of key features per product (words) 24.64

Table 1: MS-Q2P dataset statistics.

275

4.2 CES-EVAL Dataset276

We developed the CES-EVAL benchmark dataset277

to evaluate QF-CES across 5 dimensions (detailed278

in Appendix A). The dataset comprises annota-279

tions for 10 model-generated summaries per prod-280

uct for 50 products from MS-Q2P, totaling 7, 500281

ratings (3 raters × 50 instances × 10 summaries282

3The MS-Q2P, a comprehensive dataset, was provided
by an e-commerce company. Details withheld for anonymity
during review

× 5 dimensions). Summaries were evaluated on 283

a 5-point Likert scale by three experienced stu- 284

dents (Master’s, Pre-Doctoral, Doctoral) with ex- 285

pertise in opinion summarization. This choice of 286

expert raters over crowd workers was based on 287

findings from Gillick and Liu (2010) and Fabbri 288

et al. (2021). We employed a two-round annotation 289

process, with discrepancies of 2 or more points re- 290

evaluated through discussion. Raters (male, aged 291

24− 32) were given comprehensive guidelines and 292

model identities were concealed to prevent bias. 293

Raters were compensated commensurate with their 294

contributions to the task. Inter-rater correlations 295

are reported in Table 6. 296

4.3 Annotation Analysis 297

We evaluated the inter-rater agreement for the 3 298

raters using Krippendorff’s alpha coefficient (α) 299

(Krippendorff, 2011). For Round-I, we found the 300

coefficient to be 0.50 indicating moderate aggre- 301

ment (0.41 ≤ α ≤ 0.60). For Round-II, the 302

coefficient increased to 0.80, indicating substan- 303

tial agreement (0.61 ≤ α ≤ 0.80). Table 2 re- 304

ports the dimension-wise agreement scores for both 305

rounds. Dimension-wise analysis revealed consis- 306

tently higher agreement for format adherence: 307

and faithfulness: consistently scoring higher in 308

both rounds, likely due to the clear identification 309

criteria based on format adherence. Post Round-II, 310

query relevance: and informativeness: show 311

the most disagreement between raters, indicating 312

challenges in consistent assessment. 313

Round-I ↑ Round-II ↑

clarity 0.55 0.78
faithfulness 0.57 0.81
informativeness 0.44 0.79
format adherence 0.55 0.82
query relevance 0.38 0.81

AVG 0.50 0.80

Table 2: Krippendorff’s alpha coefficient (α) for
Round-I and Round-II on 5 dimensions. As expected,
Round-II shows an improvement in (α) scores.

The average frequency of scores given by human 314

raters across 5 dimensions is shown in Figure 4. 315
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Figure 4: Ratings Distribution. We plot the average
frequency of scores obtained by human raters across 5
dimensions. A score of 4 or 5 is mostly preferred.

Figure 5: QF-CES generated by Qwen2-7B-instruct

5 Experiments316

We present the generation and evaluation of M-317

OS for QF-CES, using LLMs as baseline metrics,318

followed by implementation details.319

5.1 M-OS Models320

We use a custom prompt for the LLMs to321

generate M-OS. These models were not fine-322

tuned specifically for multi-source opinion sum-323

marization. We use the HuggingFace li-324

brary (Wolf et al., 2020) to access these 6325

open-source models: LLaMA-3.1.8B-Instruct326

(AI@Meta, 2024), Mistral-7B-Instruct-v0.2327

(Jiang et al., 2023), Mistral-7B-Instruct-v0.3328

(Jiang et al., 2023), Gemma-1.1-7b-it (Team et al.,329

2024) , vicuna-7b-v1.5 (Chiang et al., 2023),330

zephyr-7b-beta (Tunstall et al., 2023)331

5.2 M-OS Evaluation 332

For evaluation of M-OS, we used 333

LLaMA-3.1.70B-Instruct model (AI@Meta, 334

2024) as our evaluator model for these reasons: 335

(a) it has have outperformed GPT-3.5-Turbo and 336

GPT-4o on IFEval Benchmark (AI@Meta, 2024) 337

(b) it is ranked best amongst the open-source mod- 338

els on the lmsys/chatbot-arena-leaderboard, 339

(c) we found its instruction following-ness 340

to be better than alternatives, (d) its 70B 341

size ensures easy replication compared to 342

LLaMA-3.1.405B-Instruct. 343

5.3 QF-CES Models 344

Baselines: In our experiments, we adopt a range 345

of recent widely-used LLMs. For close-sourced 346

LLM (accessible through APIs), we evaluate 347

OpenAI’s GPT-4 (OpenAI, 2023). For open- 348

source LLMs, use the HuggingFace library 349

(Wolf et al., 2020) to access these models and 350

experimented with LLaMA-3.1.70B-Instruct 351

(AI@Meta, 2024), LLaMA-3.1.8B-Instruct 352

(AI@Meta, 2024),Gemma-1.1-7b-it (Team 353

et al., 2024), Gemma-2-9b-it (Team et al., 2024), 354

Mistral-7B-Instruct-v0.2 Jiang et al. (2023), 355

Mistral-7B-Instruct-v0.3 (Jiang et al., 2023), 356

Qwen/Qwen2-7B-Instruct (Yang et al., 2024) and 357

mistralai/Mixtral-8x22B-Instruct-v0.1 358

(Jiang et al., 2024) as baselines. 359

5.4 QF-CES Evaluation 360

For evaluation of QF-CES, we used one 361

proprietary LLM which is OpenAI’s GPT-4o 362

(OpenAI, 2023) and 4 open source LLMs as 363

evaluators: LLaMA-3.1.70B-Instruct (AI@Meta, 364

2024), LLaMA-3.1.8B-Instruct (AI@Meta, 365

2024), Mistral-7B-Instruct-v0.2 (Jiang et al., 366

2023) and Mistral-7B-Instruct-v0.3 (Jiang 367

et al., 2023). These models were chosen based 368

on their performance on benchmarks, rank- 369

ing on lmsys/chatbot-arena-leaderboard, 370

instruction-following capabilities, replicability, 371

and popularity on Hugging Face. 372

5.5 Implementation Details 373

In summary generation (M-OS & QF- 374

CES), we configure open-source LLMs with 375

top_k=25, top_p=0.95, number of beams=3 376
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Evaluator LLM CL ↑ FA ↑ IF ↑ FoA ↑ QR ↑

ρ τ ρ τ ρ τ ρ τ ρ τ
M

S-
Q

2P

LLaMA-3.1.8B-Instruct 0.60 0.50 0.60 0.43 0.68∗ 0.54 0.58∗ 0.39 0.67 0.59∗

Mistral-7B-Instruct-v0.2 0.67 0.50 0.68∗ 0.57∗ 0.68∗ 0.57∗ 0.69∗ 0.54 0.67 0.55∗

Mistral-7B-Instruct-v0.3 0.68∗ 0.50∗ 0.61 0.46∗ 0.67 0.48∗ 0.67 0.50∗ 0.67 0.55
LLaMA-3.1.70B-Instruct 0.70∗ 0.56∗ 0.77∗ 0.63∗ 0.82∗ 0.65∗ 0.73∗ 0.54 0.68∗ 0.46
GPT-4o 0.77∗ 0.61∗ 0.75∗ 0.63∗ 0.67 0.57∗ 0.68∗ 0.50∗ 0.68∗ 0.59∗

Table 3: Spearman (ρ) and Kendall Tau (τ ) correlations at summary-level on 5 dimensions: clarity (CL),
faithfulness (FA), informativeness (IF), format adherence (FoA) and query relevance (QR) for the
MS-Q2P dataset. LLAMA-3.1-70B-INSTRUCT demonstrates the highest correlations across most dimensions,
indicating strong agreement with human evaluations, followed by GPT-4O. Best performing values are boldfaced,
and the second best underlined. ∗ represents significant performance (p-value < 0.05) Refer Figure 8 for graphical
representation of model-wise performance across different evaluators.

LLM CL ↑ FA ↑ IF ↑ FoA ↑ QR ↑ Average ↑

Gemma-1.1-7b-it 4.35 4.39 3.95 3.58 3.79 4.01
LLaMA-3.1.8B-Instruct 4.54 4.25 4.17 4.39 4.24 4.32
Mistral-7B-Instruct-v0.2 4.60 4.24 4.06 4.22 4.45 4.31
Mistral-7B-Instruct-v0.3 4.28 4.28 4.19 4.25 4.43 4.29
Qwen2-7B-instruct 4.47 4.41 4.58 4.36 4.63 4.49
Gemma-2-9b-it 4.19 4.00 4.19 4.17 4.37 4.18
Mixtral-8x7B-Instruct-v0.1 4.35 4.29 4.17 4.35 4.43 4.32
LLaMA-3.1.70B-Instruct 4.55 4.36 4.47 4.41 4.03 4.36
GPT-4 4.81 4.53 4.50 4.61 4.32 4.55
Qwen2-7B-instruct-DIA 4.30 4.33 3.81 4.18 3.89 4.10

Table 4: Model-wise averaged annotator ratings
of QF-CES along 5 dimensions: clarity (CL),
faithfulness (FA), informativeness (IF), format
adherence (FoA) and query relevance (QR) Best
scores are in bold, second-best are underlined.
Qwen2-7B-instruct-DIA represents inputting raw
data directly to LLM. Refer Figure 9 for graphical rep-
resentation.

and temperature=0.2 to produce determin-377

istic outputs capturing product technicalities.378

For OpenAI’s GPT-4 (OpenAI, 2023), we379

set decoding temperature=0 for increased380

determinism.381

In summary evaluation, open-source LLMs use382

n=100, temperature=0.2 to account for stochas-383

ticity while maintaining consistency. GPT-4o (Ope-384

nAI, 2023) again uses decoding temperature=0.385

All experiments run on 8 NVIDIA A100-SXM4-386

80GB clusters, ensuring robust computational ca-387

pacity for our analyses.388

6 Results and Analysis389

Our obtained results are provided in Tables 3, 4390

and 5.391

M-OS Results: Table 5 presents averaged392

scores assigned by LLaMA-3.1.70B-Instruct393

(AI@Meta, 2024) across 7 dimensions for each394

Model FL ↑ CO ↑ AC ↑ FF ↑ RL ↑ SC ↑ SP ↑

Mistral-7B-Instruct-v0.3 4.73 4.64 4.09 4.08 4.05 4.24 4.06
LLaMA-3.1.8B-Instruct 4.90 4.63 3.94 4.05 4.01 4.16 3.63
Mistral-7B-Instruct-v0.2 4.70 4.52 3.94 4.05 4.01 4.13 3.99
Gemma-1.1-7b-it 4.30 4.35 3.82 4.04 3.99 3.97 3.25
vicuna-7b-v1.5 3.89 3.76 3.51 3.92 3.62 3.50 3.06
zephyr-7b-beta 4.79 4.56 3.86 4.14 4.06 4.09 3.79

Table 5: M-OS Model-wise performance across 7 di-
mensions: fluency (FL), coherence (CO), aspect
coverage (AC), faithfulness (FF), relevance (RL),
sentiment consistency (SC), and specificity
(SP), evaluated by LLaMA-3.1.70B-Instruct over n =
100 generations. Refer Figure 7 for graphical represen-
tation.

model evaluated for M-OS generation, with Fig- 395

ure 7 providing a graphical representation of these 396

results. Mistral-7B-Instruct-v0.3 (Jiang et al., 397

2023) and was selected to generate M-OS for use 398

in QF-CES. 399

QF-CES Results: Table 4 (Refer to Fig- 400

ure 5 for a graphical view) presents aver- 401

aged annotator ratings across 5 dimensions for 402

each evaluated model, with Figure 9 provid- 403

ing a graphical representation. GPT-4o (Ope- 404

nAI, 2023) excelled, leading in 4 dimensions 405

and competing strongly in query relevance. 406

Among open-source models, Qwen2-7B-instruct 407

(Yang et al., 2024) achieved the highest average 408

score, particularly in informativeness and query 409

relevance. While larger models like GPT-4o 410

and LLaMA-3.1.70B-Instruct (AI@Meta, 2024) 411

generally performed better, smaller models like 412

Qwen2-7B-instruct (Yang et al., 2024) showed 413

competitive results in specific areas, highlighting 414

the importance of task-specific model selection. 415

Qwen2-7B-instruct’s (Yang et al., 2024) perfor- 416

mance using a DIRECT INPUT APPROACH was in- 417

ferior, especially in informativeness and query 418
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relevance, likely due to data overload when gener-419

ating QF-CES for top-3 products. These findings420

validate our M-OS approach as an effective inter-421

mediate step for high-quality QF-CES generation.422

QF-CES Evaluation Results: Table 3 re-423

port the summary-level correlation scores on the424

CES-EVAL dataset, for 4 open-source mod-425

els and one closed-source model. Overall,426

LLaMA-3.1.70B-Instruct ranks as the best eval-427

uator achieving 0.74 average spearman correla-428

tion, outperforming OpenAI’s GPT-4o (OpenAI,429

2023) across all dimensions. Figure 8 provides a vi-430

sual representation of the scores given by different431

LLMs acting as evaluators for n=100 generations432

for the 5 dimensions of QF-CES across various433

models. This multi-model evaluation approach of-434

fers a comprehensive view of model performance,435

reinforcing the reliability of our findings.436

Time Efficiency Results: To account for the437

stochasticity of LLMs, we generated 50 iterations438

of each QF-CES (n=50), which also helps mit-439

igate instances where an LLM might loop until440

reaching the maximum token length, potentially441

skewing time measurements. We recorded gen-442

eration times for both M-OS and DIA methods,443

excluding M-OS generation time to reflect real-444

world pre-computation scenarios. Analysis of av-445

erage generation time per query (Figure 6) shows446

M-OS significantly accelerates inference by 40%447

compared to DIA. Queries 24 and 27, involving448

complex electronics specifications, demonstrated449

M-OS’s efficiency in condensing large data vol-450

umes, outpacing DIA’s raw data processing.

Figure 6: Comparison of inference times for QF-CES
generation using M-OS and DIA approach. Each data
point represents the average of 50 generations per query.

451

7 Conclusion & Future Work452

This paper introduces Query-Focused Compara-453

tive Explainable Summarization QF-CES, a novel454

task that addresses the limitations of traditional 455

opinion summarization in e-commerce recom- 456

mendation systems. By leveraging LLMs and 457

Multi-Source Opinion Summarization M-OS, we 458

present a comprehensive approach to generate 459

query-specific, comparative summaries of rec- 460

ommended products. The framework, validated 461

through the MS-Q2P dataset and extensive evalu- 462

ations, showed GPT-4 superior performance, with 463

Qwen2-7B-instruct as a strong open-source con- 464

tender for QF-CES. The evaluation using QF- 465

CES-PROMPT with LLaMA-3.1.70B-Instruct 466

yielded an average Spearman correlation of 0.74 467

with human judgments, highlighting its reliability. 468

Future work will focus on improving LLM perfor- 469

mance on complex products with extensive spec- 470

ifications, reducing inference latency while main- 471

taining high summary quality, refining prompting 472

strategies to better select relevant attributes based 473

on user queries, and exploring the applicability 474

of QF-CES-PROMPT to other domains beyond 475

e-commerce to assess its generalizability and nec- 476

essary adaptations. 477

Limitations 478

1. We evaluate using GPT-4o for QF-CES, omit- 479

ting GPT-4 due to cost constraints. Our pri- 480

mary goal was to design prompts applicable 481

to open-source and closed-source models for 482

generating and evaluating M-OS and QF- 483

CES. 484

2. Our QF-CES-PROMPT targets a specific 485

dimension of comparative summarization. Its 486

broader applicability requires further study 487

and potential prompt adjustments. 488

3. The M2-Q2P dataset’s limitation of only 10 489

reviews highlights a broader issue in opinion 490

summarization. Future benchmarks should 491

incorporate datasets with more reviews. ‘ 492

4. During QF-CES generation, LLMs occasion- 493

ally struggled with products having exten- 494

sive specifications, resulting in incomplete or 495

stalled summaries. 496

5. QF-CES with M-OS consistently outper- 497

formed DIA in inference latency across 50 498

queries. However, a larger query set is neces- 499

sary to solidify and generalize these findings. 500
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Ethical Considerations501

We engaged 3 raters with diverse academic back-502

grounds: a Master’s student, a Pre-Doctoral re-503

searcher, and a Doctoral candidate. All were male,504

aged 24-32, with publications or active research in505

opinion summarization. Raters were compensated506

appropriately for their contributions.507

QF-CES-PROMPTS generate and evaluate508

QF-CES across 5 dimensions, aiding the assess-509

ment of NLG-produced comparative summaries.510

While insightful, these prompts may occasion-511

ally produce hallucinations, especially in complex512

cases. We urge judicious use and validation of513

reliability for specific applications. Researchers514

should verify prompt appropriateness before inte-515

gration into evaluation processes, ensuring careful516

application in real-world scenarios.517
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A QF-CES Dimensions 820

We define QF-CES evaluation dimensions as fol- 821

lows: 822

1. clarity (CL)- Clarity measures the degree 823

to which the information in the Comparative 824

Summary is clearly presented, avoiding am- 825

biguity and ensuring that comparisons are 826

easy to understand. The summary should 827

be clear, concise, and easy to comprehend, 828

using simple language and avoiding techni- 829

cal jargon whenever possible. It should be 830

well-structured and well-organized, present- 831

ing comparison of the three products in a 832

straightforward manner. The metric evaluates 833
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the readability of the entire summary, ensur-834

ing it is free from grammatical errors and has835

a logical flow between different sections and836

points. Additionally, the clarity of the tabular837

data is assessed to ensure it clearly conveys838

the comparisons between three products.839

2. faithfulness (FL)- Faithfulness measures840

the degree to which the information presented841

in the Comparative Summary is accurate, ver-842

ifiable, and directly supported by the input843

data. The Comparative Summary must faith-844

fully represent the content provided, ensur-845

ing that all details, including the query and846

attributes of each product are correct and in-847

ferred directly from the input. Comparative848

Summary will be penalized for any informa-849

tion that cannot be verified from the input data850

or if they make broad generalizations that are851

not supported by the input data.852

3. informativeness (IF)- Informativeness853

evaluates the extent to which the Comparative854

Summary comprehensively covers all relevant855

aspects and attributes of the products being856

compared. This metric assesses the presence857

and completeness of essential attributes and858

features in the comparison, including the859

product title, base price, final price, key860

attributes dynamically selected from the861

product opinion summaries, pros, cons, and862

average rating. The summary should ensure863

that all majorly discussed aspects are covered864

and any missing values are properly marked865

as "N/A". Summaries should be penalized for866

missing significant aspects and rewarded for867

thorough coverage of the aspects from the868

provided information.869

4. format adherence (FoA)- This metric evalu-870

ates the extent to which the Comparative Sum-871

mary follows the prescribed format. The Com-872

parative Summary should consist of two main873

parts: (1) A tabular comparison of the three874

products. (2) A final verdict summary.875

The tabular comparison should list products in876

columns and attributes in rows,including dy-877

namically selected attributes based on the user878

query and essential attributes such as Base879

Price, Final Price, Average Rating, Pros, and880

Cons. It verifies that dynamically selected881

attributes are appropriately named and not us-882

ing placeholders. The final verdict summary883

should provide a concise overview of the com- 884

parison among three products. The metric as- 885

sesses the presence, completeness, and proper 886

formatting of both these components (the tab- 887

ular comparison along with the final verdict), 888

as well as the overall organization and consis- 889

tency of the entire summary. 890

5. query relevance (QR)- This metric evalu- 891

ates how well the Comparative Summary ad- 892

dresses the user’s query. It assesses two main 893

components: (1) The tabular comparison: En- 894

sures that only the most relevant information 895

and dynamic attributes are present, directly 896

addressing the user query without including 897

irrelevant details. (2) The final verdict sum- 898

mary: Verifies that the user query is explicitly 899

addressed, providing clear suggestions that 900

enable the user to make an informed buying 901

decision. 902

The metric measures the overall relevance and 903

usefulness of the Comparative Summary in 904

helping the user make an informed decision 905

based on their specific query. 906

B M-OS Evaluation 907

Figure 7 represents the model-wise performance 908

across 7 dimensions: fluency (FL), coherence 909

(CO), aspect coverage (AC), faithfulness 910

(FF), relevance (RL), sentiment consistency 911

(SC), and specificity (SP). The scores are given 912

by LLaMA-3.1.70B-Instruct as evaluator, for 913

n=100 generations.

Figure 7: Various open-source models performance
across 7 dimensions by LLaMA-3.1.70B-Instruct as
evaluator

914
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C QF-CES Evaluation915

Figure 8 represents model-wise averaged score916

given by various LLM as evaluators of QF-917

CES along 5 dimensions: clarity (CL),918

faithfulness (FA), informativeness (IF),919

format adherence (FoA) and query relevance920

(QR)

Figure 8: Performance of different models as rated by
human annotators (Round-II). We observe that GPT-4
performs the best followed by Qwen2-7B-instruct.

921

D LLM as Evaluators922

Figure 9 represents model-wise averaged annotator923

ratings of QF-CES along 5 dimensions: clarity924

(CL), faithfulness (FA), informativeness925

(IF), format adherence (FoA) and query926

relevance (QR)

Figure 9: Performance of different models as rated by
human annotators (Round-II). We observe that GPT-4
performs the best followed by Qwen2-7B-instruct.

927

E Rater Agreement 928

Table 6 reports the pairwise correlations between 929

raters as well as the correlation between each rater 930

and average ratings for both Round-I and Round-II. 931

932
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CL ↑ FA ↑ IF ↑ FoA ↑ QR ↑
ρ τ ρ τ ρ τ ρ τ ρ τ

Pairwise correlation among raters

R
ou

nd
-I

A1-A2 0.59 0.59 0.59 0.57 0.49 0.47 0.53 0.51 0.39 0.37
A2-A3 0.58 0.57 0.58 0.57 0.33 0.31 0.46 0.45 0.32 0.29
A1-A3 0.60 0.60 0.57 0.56 0.38 0.36 0.58 0.56 0.47 0.44

AVG-I 0.59 0.59 0.58 0.57 0.40 0.38 0.52 0.51 0.39 0.37

Pairwise correlation between raters and the overall average ratings

A-A1 0.82 0.78 0.86 0.80 0.74 0.68 0.83 0.77 0.79 0.72
A-A2 0.84 0.79 0.79 0.74 0.78 0.72 0.79 0.73 0.72 0.64
A-A3 0.84 0.80 0.83 0.78 0.73 0.67 0.81 0.75 0.78 0.71

AVG-II 0.83 0.79 0.83 0.77 0.75 0.69 0.81 0.75 0.76 0.69

Pairwise correlation among raters

R
ou

nd
-I

I

A1-A2 0.80 0.80 0.80 0.79 0.77 0.76 0.81 0.80 0.85 0.83
A2-A3 0.78 0.78 0.79 0.79 0.77 0.75 0.78 0.77 0.72 0.70
A1-A3 0.78 0.78 0.82 0.81 0.75 0.73 0.81 0.80 0.70 0.68

AVG-I 0.79 0.78 0.80 0.80 0.76 0.75 0.80 0.79 0.75 0.74

Pairwise correlation between raters and the overall average ratings

A-A1 0.91 0.87 0.92 0.88 0.86 0.82 0.92 0.88 0.90 0.85
A-A2 0.92 0.87 0.91 0.87 0.88 0.84 0.92 0.88 0.92 0.87
A-A3 0.92 0.87 0.94 0.89 0.91 0.87 0.92 0.88 0.88 0.83

AVG-II 0.92 0.87 0.92 0.88 0.89 0.85 0.92 0.88 0.90 0.85

Table 6: Rater Correlations: Pairwise Spearman (ρ) and Kendall Tau (τ ) correlations at summary-level for 3
raters A1, A2, and A3 along with the average of their ratings.
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