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Abstract

Crowdsourced labels play a crucial role in eval-001
uating task-oriented dialogue systems (TDSs).002
Obtaining high-quality and consistent ground-003
truth labels from annotators presents challenges.004
When evaluating a TDS, annotators must fully005
comprehend the dialogue before providing006
judgments. Previous studies suggest using only007
a portion of the dialogue context in the annota-008
tion process. However, the impact of this limita-009
tion on label quality remains unexplored. This010
study investigates the influence of dialogue con-011
text on annotation quality, considering the trun-012
cated context for relevance and usefulness la-013
beling. We further propose to use the large014
language models (LLMs) to summarize the di-015
alogue context to provide a rich and short de-016
scription of the dialogue context and study the017
impact of doing so on the annotator’s perfor-018
mance. Reducing context leads to more posi-019
tive ratings. Conversely, providing the entire di-020
alogue context yields higher-quality relevance021
ratings but introduces ambiguity in usefulness022
ratings. Using the first user utterance as con-023
text leads to consistent ratings, akin to those024
obtained using the entire dialogue, with signifi-025
cantly reduced annotation effort. Our findings026
show how task design, particularly the avail-027
ability of dialogue context, affects the quality028
and consistency of crowdsourced evaluation029
labels.1030

1 Introduction031

With the recent advancement of pre-trained032

language models and LLMs, task-oriented033

dialogue systems (TDSs) have redefined how034

people seek information, presenting a more natural035

approach for users to engage with information036

sources (Budzianowski and Vulić, 2019; Wu037

et al., 2020). As TDSs become increasingly038

integral to information-seeking processes, the039

question of how to accurately and effectively040

1To foster research in this area, we will release our data
publicly upon paper acceptance

evaluate their performance becomes critical. Due 041

to the poor correlation of automatic metrics with 042

human-generated labels (Deriu et al., 2021), 043

evaluation of TDSs has shifted towards relying on 044

user ratings or crowdsourced labels as ground-truth 045

measures (Li et al., 2019). 046

Various crowdsourcing techniques have been em- 047

ployed to collect ground-truth labels, such as se- 048

quential labeling (Sun et al., 2021) where the an- 049

notators go through each utterance and annotate 050

them one by one. This approach introduces certain 051

risks in the annotation process, such as annota- 052

tors’ fatigue and high cognitive load in extra-long 053

dialogues, requiring them to remember and track 054

the state of the dialogue as they annotate the ut- 055

terances (Siro et al., 2022). While following and 056

understanding the dialogue context is crucial and 057

can influence the annotators’ ratings, reading and 058

understanding very long dialogues can lead to de- 059

graded performance. 060

To address this issue, another line of research 061

proposes to randomly sample only a few utter- 062

ances in each dialogue to be annotated (Siro et al., 063

2022; Mehri and Eskenazi, 2020; Siro et al., 2023). 064

While addressing the high cognitive load and fa- 065

tigue, limiting annotators’ understanding of the 066

dialogue poses obvious risks, such as unreliable 067

and biased labels (Siro et al., 2022; Schmitt and 068

Ultes, 2015). In particular, the amount of dialogue 069

context can lead to biases; e.g., annotators who 070

lack rich context may unintentionally lean towards 071

positive or negative ratings, neglecting the broader 072

quality of the response. Thus offering annotators 073

too little context risks misleading judgments, po- 074

tentially leading to inaccurate or inconsistent labels. 075

Conversely, flooding annotators with excessive in- 076

formation can overwhelm them, which can lead to 077

lower returns in terms of label quality. 078

Prior work has investigated factors that affect the 079

quality and consistency of crowdsourced evaluation 080

labels, including annotator characteristics, task de- 081
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sign, cognitive load, and evaluation protocols (see,082

e.g., Roitero et al., 2021; Parmar et al., 2023; San-083

thanam et al., 2020; Roitero et al., 2020). However,084

no previous work studies the effect of random sam-085

pling and the number of sampled utterances on the086

annotation quality.087

In this study, we aim to address this research gap088

by investigating how different amounts of contex-089

tual information impact the quality and consistency090

of crowdsourced labels for TDSs, contributing to091

understanding of the impact of such design choices.092

We experiment with crowdsourcing labels for two093

major evaluation aspects, namely, relevance and094

usefulness under different conditions, where we095

compare the annotation quality under different dia-096

logue context truncation strategies.097

Addressing the challenge of insufficient context098

at the turn level, we propose to leverage heuris-099

tic methods and LLMs to generate the user’s in-100

formation need and dialogue summary. LLMs101

can play the role of annotation assistants (Fag-102

gioli et al., 2023) by summarizing the dialogue103

history, facilitating a more efficient and effective104

understanding of the dialogue context before an-105

notating an utterance. To this aim, we leverage106

GPT-4 for dialogue context summarization and107

compare the performance of annotators’ under dif-108

ferent conditions, as well as different context sizes.109

Through these experiments, we answer two main110

questions: (RQ1) How does varying the amount111

of dialogue context affect the crowdsourced eval-112

uation of TDSs? (RQ2) Can the consistency of113

crowdsourced labels be improved with automati-114

cally generated supplementary context?115

Our findings reveal that the availability of pre-116

vious dialogue context significantly influences an-117

notators’ ratings, with a noticeable impact on their118

quality. Without prior context, annotators tend to119

assign more positive ratings to system responses,120

possibly due to insufficient evidence for penaliza-121

tion, introducing a positivity bias. In contrast, pre-122

senting the entire dialogue context yields higher123

relevance ratings. As for usefulness, presenting124

the entire dialogue context introduces ambiguity125

and slightly lowers annotator agreement. This high-126

lights the delicate balance in contextual informa-127

tion provided for evaluations. The inclusion of128

automatically generated dialogue context enhances129

annotator agreement in the no-context (V2) con-130

dition while reducing annotation time compared131

to the full-context (V10) condition, presenting an132

ideal balance between annotator effort and perfor- 133

mance. 134

Our findings extend to other task-oriented con- 135

versational tasks like conversational search and 136

preference elicitation, both relying on crowdsource 137

experiments to assess system performance. 138

2 Methodology 139

We examine how contextual information about a 140

dialogue affects the consistency of crowdsourced 141

judgments regarding relevance and usefulness of 142

a dialogue response. Here, contextual informa- 143

tion refers to the information or conversation that 144

precedes a specific response. We carry out exper- 145

iments in two phases. Phase 1 involves varying 146

the amount of dialogue context for annotators to 147

answer RQ1. In Phase 2, we vary the type of previ- 148

ous contextual information available to annotators 149

to address RQ2. 150

2.1 Experimental data and tasks 151

We use the recommendation dialogue (ReDial) 152

dataset (Li et al., 2018), a conversational movie 153

recommendation dataset. It comprises 11,348 dia- 154

logues collected in a Wizard of Oz approach. We 155

randomly select system responses from 40 dia- 156

logues for the assignment of relevance and use- 157

fulness labels. These dialogues typically consist of 158

10 to 11 utterances each, with an average utterance 159

length of 14 words. We evaluate the same system 160

responses across all experimental conditions. 161

The annotation task for the annotators concerns 162

two dimensions: (i) relevance: Is the system re- 163

sponse relevant to the user’s request, considering 164

the context of the dialogue? And (ii) usefulness: 165

How useful is the system’s response given the 166

user’s information need? For the relevance task we 167

ask annotators to judge how relevant the system’s 168

recommendations are to the user’s request (Alonso 169

et al., 2008). First, the annotator has to judge 170

whether the system response includes a movie rec- 171

ommendation or not; if yes, the annotator assesses 172

whether the movie meets the user’s preference; if 173

not, we ask them to note that the utterance does not 174

recommend a movie. The judgment is on a binary 175

scale for the latter case, where the movie is either 176

relevant (1) or not (0). For each experimental condi- 177

tion (see below), annotators only assess the system 178

response with access to the previous context. Note 179

that we forego the user’s feedback on the evaluated 180

response (next user utterance) so as to focus on top- 181

ical relevance of the recommended movie, that is, 182

if the movie meets the user request and preference 183
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in terms of the genre, actor, director, etc. For the184

usefulness task annotators assess a response with185

or without a movie recommendation with the aim186

of determining how useful the system’s response187

is to the user (Mao et al., 2016). The judgment is188

done on a three-point scale (i.e., very, somewhat,189

and not useful). Unlike the relevance task, anno-190

tators have access to the user’s next utterance for191

the usefulness task; usefulness is personalized to192

the user, in that even though a movie may be in193

the same genre, sometimes a user may not like it194

(e.g., does not like the main actor), thus making the195

system response relevant but not useful to the user.196

2.2 Generating diverse types of dialogue197

context198

User information need. The user’s information199

need plays a significant role when assessing or im-200

proving the quality of the data collected in IR sys-201

tems (Mao et al., 2016). It refers to the specific202

requirement or query made by a user, which guides203

the system in understanding their preferences and204

retrieving relevant information to fulfill that need.205

For TDSs, understanding the user’s intent is crucial206

for annotators participating in the evaluation, as207

they are not the actual end users. This understand-208

ing improves the alignment of evaluation labels209

with the actual user’s requirements. We define the210

user’s information need as their movie recommen-211

dation preference. Given the consistency of user212

preferences in the ReDial dataset, where users tend213

to maintain a single preference throughout a con-214

versation, providing the user’s initial information215

need aids annotators in evaluating the current turn216

for relevance or usefulness.217

We adopt two approaches to generate the user’s218

information need. One is to heuristically extract219

the first user utterance that either requests a movie220

recommendation or expresses a movie preference,221

based on phrases such as “looking for,” “recom-222

mend me,” and “prefer.” These phrases are ex-223

tracted from the first three user utterances in a di-224

alogue, with the top 10 most common phrases se-225

lected. The second approach relies on LLMs to226

generate the user’s information need. We hypoth-227

esize that LLMs can identify pertinent user utter-228

ances in a dialogue and generate the corresponding229

information need. We leverage GPT-4 (OpenAI,230

2023) in a zero-shot setting; with the dialogue con-231

text up to the current turn as input, we prompt the232

model to generate the user’s information need.233

Generating dialogue summaries. Dialogue sum-234

marization is beneficial for providing a quick con- 235

text to new participants of a conversation and help- 236

ing people understand the main ideas or search 237

for key contents after the conversation, which can 238

increase efficiency and productivity (Feng et al., 239

2022). We leverage dialogue summaries to provide 240

annotators with quick prior context of a dialogue. 241

We use GPT-4 (OpenAI, 2023) in a zero-shot set- 242

ting, as in the case of user information needs, but 243

vary the prompt. We instruct GPT-4 to generate 244

a summary that is both concise and informative, 245

constituting less than half the length of the input di- 246

alogue. Both the generated user information needs 247

and summaries are incorporated in Phase 2 of the 248

crowdsourcing experiments. 249

Due to potential hallucination of LLMs (Chang 250

et al., 2023; Bouyamourn, 2023), we evaluate the 251

generated summaries and user information need to 252

ensure factuality and coherence. We elaborate in 253

detail the steps we took in Section A.2. 254

2.3 Crowdsource experiments 255

Following (Kazai et al., 2013; Roitero et al., 2020; 256

Kazai, 2011), we design human intelligence task 257

(HIT) templates to collect relevance and usefulness 258

labels. We deploy the HITs in variable conditions 259

to understand how contextual information affects 260

annotators’ judgments. Our study has two phases: 261

in Phase 1 we vary the amount of contextual in- 262

formation; in Phase 2 we vary the type of con- 263

textual information. In each phase and condition, 264

the annotators were paid the same amount as this 265

study is not focused on understanding how incen- 266

tive influences the quality of crowdsourced labels. 267

Like (Kazai et al., 2013), we refrain from disclos- 268

ing the research angle to the annotators in both 269

phases; this helps prevent potential biases during 270

the completion of the HIT. 271

Phase 1. In Phase 1, the focus is on understanding 272

how the amount of dialogue context impacts the 273

quality and consistency of relevance and usefulness 274

labels. We vary the length of the dialogue context 275

to address (RQ1). Thus, we design our experi- 276

ment with three variations: V2, V5, and V10 (see 277

Section 2.4). The HIT consists of a general task de- 278

scription, instructions, examples, and the main task 279

part. For each variation, we gather labels for two 280

main dimensions (relevance and usefulness) and in- 281

clude an open-ended question to solicit annotators’ 282

feedback on the task. Each dimension is assessed 283

with 3 annotators in a separate HIT, with the same 284

system response evaluated by each. This ensures 285
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a consistent evaluation process for both relevance286

and usefulness.287

Phase 2. In Phase 2, the focus shifts to the type of288

contextual information, to answer (RQ2). We take289

an approach of machine in the loop for crowdsourc-290

ing. We restrict our experiments to experimental291

variation V2 (defined below), where no previous292

dialogue context is available to the annotators. We293

aim to enhance the quality of crowdsourced labels294

for V2 by including additional contextual infor-295

mation alongside the turn being evaluated. Our296

hypothesis is that without prior context, annotators297

may face challenges in providing accurate and con-298

sistent labels. By introducing additional context,299

like the user’s information need or a dialogue sum-300

mary, we expect an increase in the accuracy of eval-301

uations. Through this, we aim to approach a level302

of performance similar to when annotators have303

access to the entire dialogue context while mini-304

mizing the annotation effort required. We enhance305

the 40 dialogues from Phase 1 with the user’s in-306

formation need or a dialogue summary, as detailed307

in Section 2.2. Thus, in Phase 2, we have three308

experimental setups: V2-llm, V2-heu, and V2-sum.309

Table 3 in Section A.1 summarizes the setups.310

The HIT design closely mirrors that of Phase 1.311

The main task remains unchanged, except for the312

inclusion of the user’s information need or a dia-313

logue summary. Annotators answer the same two314

questions on relevance and usefulness in separate315

HITs. While we do not strictly enforce reliance on316

the additional information provided, annotators are317

encouraged to use it when they perceive that the318

current response lacks sufficient information for an319

informed judgment.320

2.4 Experimental conditions321

We focus on two key attributes: the amount and322

type of dialogue context. For both attributes, we323

explore three distinct settings, resulting in 6 varia-324

tions, for both relevance and usefulness; each was325

applied to the same 40 dialogues:326

• Amount of context. We explore three trunca-327

tion strategies: no-context, partial context, and328

full context, designed to encompass scenarios329

where no previous dialogue context is accessi-330

ble to the annotator (V2), where some previous331

dialogue context is available but not comprehen-332

sively (V5), and when annotators have access to333

the complete previous dialogue context (V10).334

• Type of context. Leveraging the contexts gen-335

erated in Section 2.2, we experiment with three336

variations of context type: heuristically generated 337

information need (V2-heu), an LLM-generated 338

information need (V2-llm), and dialogue sum- 339

mary (V2-sum). 340

Table 3 in Section A.1 of the appendix summarizes 341

the experimental conditions. 342

2.5 Participants 343

We enlisted master workers from the US on 344

Amazon Mechanical Turk (MTurk) (Amazon Me- 345

chanical Turk, 2023) to ensure proficient language 346

understanding. Annotators were filtered based on 347

platform qualifications, requiring a minimum ac- 348

curacy of 97% across 5000 HITs. To mitigate any 349

learning bias from the task, each annotator was 350

limited to completing 10 HITs per batch and partic- 351

ipating in a maximum of 3 experimental conditions. 352

A total of 78 unique annotators took part in Phases 353

1 and 2 and each worker was paid $0.4 per HIT, 354

an average of $14 per hour. Their average age 355

range was 35–44 years. The gender distribution 356

was 46% female and 54% male. The majority held 357

a four-year degree (48%), followed by two-year 358

and master’s degrees (15% and 14%, respectively). 359

We conduct quality control on the crowdsourced 360

labels to ensure reliabilty as described in Sec- 361

tion A.2 in the appendix. 362

3 Results and Analysis 363

We address (RQ1) and (RQ2) by providing an 364

overview of the results and in-depth analysis of 365

our crowdsource experiments. We first describe the 366

key data statistics. 367

3.1 Data statistics 368

Phase 1. Fig. 1 presents the distributions of rele- 369

vance and usefulness ratings across the three varia- 370

tions, V2, V5, and V10. Fig. 1a indicates a larger 371

number of dialogues rated as relevant when an- 372

notators had no prior context (R2), compared to 373

instances of R5 and R10, where a lower number 374

of dialogues received such ratings. This suggests 375

that in the absence of prior context, annotators are 376

more inclined to perceive the system’s response as 377

relevant, as they lack evidence to assert otherwise. 378

This trend is particularly prevalent when user utter- 379

ances lean towards casual conversations, such as 380

inquiring about a previously mentioned movie or 381

requesting a similar recommendation to their ini- 382

tial query, aspects to which the annotators have no 383

access. Consequently, this suggests that annotators 384

rely on assumptions regarding the user’s previous 385

inquiries, leading to higher ratings for system re- 386

sponse relevance. 387
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Figure 1: Distribution of relevance labels (a) and useful-
ness labels (b) for dialogue annotations in Phase 1.

We observe a similar trend for usefulness388

(Fig. 1b), compared to U5 and U10, U2 has more389

dialogues rated as useful. The introduction of the390

user’s next utterance introduced some level of am-391

biguity to annotators. Evident in instances where392

the user introduced a new item not mentioned in393

the system’s response and expressed an intention394

to watch it, the usefulness of the system’s response395

became uncertain. This ambiguity arises particu-396

larly when annotators lack access to prior context,397

making it challenging to tell if the movie was men-398

tioned before in the preceding context.399

These observations highlight the impact of the400

amount of dialogue context on the annotators’ per-401

ceptions of relevance and usefulness in Phase 1.402

This emphasizes the significance of taking contex-403

tual factors into account when evaluating TDSs.404

Phase 2. In Phase 2, we present findings on405

how different types of dialogue contexts influence406

the annotation of relevance and usefulness labels.407

When the dialogue summary is included as supple-408

mentary information for the turn under evaluation409

(R2-sum), a higher proportion of dialogues are an-410

notated as relevant compared to R2-llm for rele-411

vance (60% vs. 52.5%, respectively); see Fig. 2a.412

In contrast to the observations made for rele-413

vance, we see in Fig. 2b that a higher percentage of414

dialogues are predominantly labeled as not useful415

when additional information is provided to the an-416

notators. This accounts for 60% in U2-heu, 47.5%417

in U2-llm, and 45% in U2-sum. This trend is con-418

sistent with our observations from Phase 1, high-419

lighting that while system responses may be rele-420

vant, they do not always align with the user’s actual421

information need. We find that U2-sum exhibits422

the highest number of dialogues rated as useful,423

indicating its effectiveness in providing pertinent424

information to aid annotators in making informed425

judgments regarding usefulness.426

3.2 RQ1: Impact of the amount of context427

available in crowdsourcing428

Label quality. To gauge the quality of the429

crowdsourced labels, we rely on inter-annotator430
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Figure 2: Distribution of (a) relevance and (b) useful-
ness ratings when annotators have access to additional
context in V2 Phase 2.

agreement (Carletta, 1996; Boguslav and Cohen, 431

2017). In order to understand how the amount of 432

dialogue context influences the quality of ratings 433

by annotators, we calculate the agreement between 434

annotators for both relevance and usefulness 435

across the three variations; see Table 1. To address 436

potential randomness in relevance ratings, given 437

the binary scale, we randomly drop one rating 438

from each dialogue and compute the agreement. 439

We repeat this process for each annotator and 440

calculate an average Cohen’s Kappa score. For 441

usefulness, we compute Kappa for each pair of

Table 1: Inter annotator agreement (Cohen kappa) and
Tau correlation for relevance and usefulness across the
three experimental setups in Phase 1.

Aspect Variation Kappa τb

Relevance
R2 0.53 0.47
R5 0.61 0.49
R10 0.70 0.61

Usefulness
U2 0.64 0.54
U5 0.68 0.60
U10 0.56 0.41

442
annotators and then calculate the average. We 443

assess the significance of the agreement using 444

the Chi-squared method. All Kappa scores are 445

statistically significant (p ≤ 0.05). 446

We observe an increase in the Kappa and tau 447

score as the dialogue context increases from R2 to 448

R10. Despite the lack of context in R2, there is 449

a moderate level of agreement regarding the rele- 450

vance of the current turn. With the introduction of 451

more context in R5 and R10, comes an increase in 452

agreement regarding the relevance of the current 453

turn (see Table 1). Providing additional dialogue 454

context seems to lead to higher levels of consensus 455

among annotators. This is likely due to dataset char- 456

acteristics: users tend to express their preferences 457

early in the dialogue, rather than in subsequent ex- 458

changes. Hence, in the case of R2, which only 459

includes the current turn, when the user’s utterance 460

is incomplete, lacking an explicit expression of 461
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Figure 3: The percentage of agreement in (a) relevance
labels and (b) usefulness labels across the three experi-
mental setups in Phase 1.

their preference, annotators rate more dialogues462

as relevant compared to R5 and R10. Overall, we463

conclude that when annotators have insufficient in-464

formation to come up with a judgment, they tend to465

judge the system positively, introducing a positivity466

bias (Park et al., 2018).467

We see in Table 1 (row 3) that despite the lack468

of context in U2, there is substantial agreement469

regarding the usefulness of the current turn. This is470

due to the availability of the user’s next utterance,471

which serves as direct feedback on the system’s472

response, resulting in higher agreement than for473

relevance assessment. As more context is provided,474

there is an even higher level of agreement among475

annotators regarding the usefulness of the current476

turn. Access to a short conversation history signifi-477

cantly improves agreement on usefulness.478

Surprisingly, despite having access to the en-479

tire conversation history in U10, there is a slightly480

lower level of agreement than in U5. The complete481

dialogue context may introduce additional com-482

plexity or ambiguity in determining the usefulness483

of the current turn. This occurs when conflicting484

feedback arises from the user’s next utterance com-485

pared to the previous dialogue context. E.g., when486

the system repeats a recommendation that the user487

has already watched or stated before, and the user488

expresses their intent to watch the movie in the489

next utterance, it leads to divergent labels. Similar490

trend is observed with the tau correlations though491

the values are lower compared to kappa score.492

Label consistency across conditions. We examine493

the impact of varying amounts of dialogue context494

on the consistency of crowdsourced labels across495

the three variations for relevance and usefulness496

and report the percentage of agreement in Fig. 3.497

We observe moderate agreement (58.54%) between498

annotations of R2 and R5, suggesting that annota-499

tors demonstrate a degree of consistency in their500

assessments when provided with different amounts501

of context. This trend continues with R2 and R10,502

Table 2: Inter annotator agreement (Cohen kappa) and
Tau correlation for relevance and usefulness across the
three experimental setups in Phase 2. significant (p ≤
0.05)

Aspect Variation Kappa τb

Relevance
R2-heu 0.75 0.54
R2-sum 0.60 0.45
R2-llm 0.51 0.44

Usefulness
U2-heu 0.71 0.59
U2-sum 0.63 0.49
U2-llm 0.53 0.44

where the agreement increases slightly to 60.98%. 503

The most notable increase is between R5 and R10 504

(68.29%). As annotators were exposed to progres- 505

sively broader contextual information, their assess- 506

ments became more consistent. 507

Usefulness behaves differently. We observe mod- 508

erate agreement (41.71%) between U2 and U5, in- 509

dicating a degree of consistency in annotator as- 510

sessments within this range of context. A notable 511

decrease in agreement is evident when comparing 512

U5 and U10, down to 28.3% agreement. The most 513

substantial drop is observed between U2 and U10, 514

yielding a mere 14.63% agreement. These findings 515

emphasize the significant impact of context on the 516

consistency of usefulness annotations. For useful- 517

ness assessment providing annotators with a more 518

focused context, improves their agreement. 519

With respect to RQ1, we note considerable dif- 520

ferences in the labels assigned by annotators as we 521

vary the amount of dialogue context. As the context 522

expands, annotators incorporate more information 523

into their assessments, resulting in context-specific 524

labels. Annotator judgments are shaped not only 525

by response quality but also by the broader conver- 526

sation. This highlights the complexity of the task 527

and the need for a carefully designed annotation 528

methodology that considers contextual variations. 529

These findings emphasize the significance of dia- 530

logue context in annotator decision-making. 531

3.3 RQ2: Impact of type of previous context 532

available in crowdsourcing 533
Label quality. In Phase 2, our experiments aim 534

to establish the impact of presenting annotators 535

with different types of context during crowdsourc- 536

ing. Different from conventional dialogue context, 537

we provide the annotators with the dialogue sum- 538

mary (V2-sum), the user’s information need in the 539

dialogue (V2-heu and V2-llm). We also aim to 540

uncover if we can improve the quality of the crowd- 541
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sourced labels in V2 to match those in V10. We542

calculate the Cohen’s Kappa similar to Section 3.2;543

see Table 2.544

The heuristic approach (R2-heu) yields the545

highest agreement (kappa and tau), indicating546

a noteworthy degree of agreement in relevance547

assessments. The LLM-generated context (R2-llm548

and R2-sum) results in a moderate to substantial549

level of agreement, signifying a reasonable level550

of agreement regarding the relevance of the system551

response. We observe similar results for usefulness.552

The heuristic approach (U2-heu) again leads with553

the highest level of agreement (0.71 and 0.59),554

U2-sum follows with a kappa score of 0.63, while555

U2-llm has a kappa score of 0.53. This high level556

of agreement (kappa) for the two aspects indicates557

the quality of the labels; the additional context pro-558

vided, generated either heuristically or with LLMs,559

is effective in conveying relevant information to560

annotators, leading to more consistent assessments.561

For both relevance and usefulness, V2-heu con-562

sistently improves agreement among annotators,563

while the LLM-generated context (V2-llm and V2-564

sum) has a substantially lower agreement than V10.565

This difference reflects the limitations of LLMs566

in capturing context and generating a factual sum-567

mary. While they generate coherent text, LLMs568

sometimes fail to correctly represent the sequential569

order of the dialogue and users’ language patterns.570

Label consistency across conditions. In Fig-571

ure 4a we report the agreement between the se-572

tups in Phase 2 and compare them to R10 and U5573

due to their high inter-annotator agreement (IAA)574

and label consistency. For the relevance annota-575

tions, varying levels of agreement emerge. There576

is substantial agreement between R2-heu and R2-577

llm (59.36%), showing a significant overlap in the578

labels assigned using both methods, although there579

are instances where annotators differ in their as-580

sessments of relevance. R2-sum exhibits moder-581

ate label agreement with R2-llm (62.74%) and R2-582

heu (65.67%), pointing to relatively similar label583

assignments across the setups.584

We observe similar results for usefulness in Fig-585

ure 4b. Though the heuristically generated ap-586

proach shows a high IAA, for usefulness U2-sum587

has a high agreement with all other setups. Though588

annotators agreed on a single label in the R2-heu,589

in some cases the label may have been the wrong590

one. We note slightly low agreement levels for a591

similar label between the three setups, consistent592
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(b) Usefulness
Figure 4: The percentage of agreement in (a) relevance
labels and (b) usefulness labels across the three experi-
mental setups in Phase 2.

with results in Phase 1. Unlike relevance, useful- 593

ness was rated on a scale of 1–3, thus reducing the 594

chance of two setups having the same label when a 595

different type of context is provided. 596

Regarding RQ2, the heuristic approach demon- 597

strates higher consistency in both IAA and label 598

consistency across conditions for relevance than for 599

usefulness. Providing annotators with the user’s 600

initial utterance expressing their preference, par- 601

ticularly in scenarios lacking context, can signif- 602

icantly enhance the quality and consistency of 603

crowdsourced labels. This approach can yield per- 604

formance comparable to a setup involving the entire 605

dialogue, without imposing the cognitive load of 606

reading an entire conversation on annotators. This 607

streamlines the annotation process and maintains 608

high-quality results, offering a practical strategy for 609

obtaining reliable labels for dialogue evaluation. 610

4 Discussion and Implications 611

Our findings reveal intriguing insights into the im- 612

pact of context size and type on crowdsourced rel- 613

evance and usefulness labels for TDS. Expanding 614

the dialogue context from V2 to V10 significantly 615

improves agreement among annotators, indicating 616

that annotators rely on comprehensive context to 617

make more accurate assessments. This trend does 618

not hold for usefulness, where we notice a decrease 619

in agreement when all previous dialogue context is 620

available. The optimal amount of context required 621

for reliable labels relies on the aspect evaluated. 622

Consistent with prior work (Eickhoff, 2018; 623

Kazai et al., 2011a), we observe an inconsistency 624

in relevance labels across variations, with the same 625

system response being rated differently depending 626

on the context provided. Given the lack of label 627

consistency across variations, future studies should 628

carefully tailor their annotation task design and 629

test various settings to ensure high-quality and con- 630

sistent labels. Additionally, much care should be 631

taken when comparing the performance of a sys- 632

tem across several datasets when labels are crowd- 633
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sourced with a different strategy to ensure a fair634

comparison as models similar to humans can be635

sensitive to the annotation strategy (Kern et al.,636

2023; Kadasi and Singh, 2023).637

We also analyzed data from the open-ended ques-638

tion asking annotators about their experience with639

the annotation task. Annotators note that dialogue640

summaries fail to convey a user’s emotion, limiting641

their annotation process. Additionally, lower accu-642

racy of the context generated by an LLM may lead643

to low agreement among annotators. This signifies644

the importance of carefully considering the quality645

and accuracy of generated content in the evaluation646

process. We provide examples in Section A.5 in647

the appendix. While there may be constraints in648

presenting user information need and dialogue sum-649

mary as dialogue context, one key consideration to650

take into account is the cognitive load of annota-651

tors. Providing a shorter, focused context reduces652

the cognitive burden on annotators, allowing them653

to devote more attention to actually evaluating a654

response. This not only streamlines the annotation655

process but also helps maintain high-quality results.656

Reducing the amount of content to be assessed may657

lead to faster annotation times without compromis-658

ing the quality of ratings (Santhanam et al., 2020).659

Another approach to leveraging LLMs in annota-660

tion, is for requestors to consider co-annoation (Li661

et al., 2023) between humans and LLMs by ask-662

ing annotators to use LLMs to generate a short663

summary for a long dialogue during evaluation.664

Optimal context varies by the aspect under eval-665

uation, challenging the idea of a universal strategy.666

The consistent reliability of automatic methods sug-667

gests their potential as dependable tools for evalu-668

ation. This implies their use in generating supple-669

mentary context, eliminating the need for manual670

determination of context amounts. This stream-671

lines evaluation, enhancing efficiency in context-672

driven evaluations for TDS. For data lacking topic673

or preference shifts, heuristics perform effectively.674

However, LLMs are recommended for shifting675

conditions, showcasing adaptability not easily dis-676

cernible with heuristics.677

5 Related Work678

We review related work not covered in the paper679

so far. Several user-centric dialogue evaluation680

metrics (Mehri and Eskenazi, 2020; Ghazarian681

et al., 2019; Huang et al., 2020) have been pro-682

posed. For TDSs, high-level dimensions such as683

user satisfaction (Kiseleva et al., 2016; Al-Maskari684

et al., 2007) and fine-grained metrics such as 685

relevance and interestingness (Siro et al., 2022) 686

have gained interest. Due to the ineffectiveness of 687

standard evaluation metrics such as ROUGE (Lin, 688

2004), BLEU (Papineni et al., 2002), which show 689

poor correlation with human judgements (Deriu 690

et al., 2021), a significant amount of research on 691

these metrics relies on crowdsourcing dialogue 692

evaluation labels to improve correlation with actual 693

user ratings. Crowdsourcing groud-truth labels has 694

gained momentum in information retrieval (IR) for 695

tasks like search relevance evaluation (Alonso et al., 696

2008) and measuring user satisfaction in TDS. A 697

major challenge is ensuring quality and consis- 698

tency of crowdsourced labels. Task design and 699

annotators’ behavioral features and demographics 700

can affect the quality of the collected labels (Pei 701

et al., 2021; Kazai et al., 2012; Hube et al., 702

2019). Kazai et al. (2013) examine how effort and 703

incentive influence the quality of labels provided 704

by assessors when making relevance judgments. 705

Other factors such as judgment scale (Roitero 706

et al., 2021; Novikova et al., 2018), annotator 707

background (Roitero et al., 2020; Kazai et al., 708

2011b), and annotators’ demographics (Difallah 709

et al., 2018) have also been studied. Most studies 710

focus on search systems, not dialogue systems. 711

Closer to our work, Santhanam et al. (2020) study 712

the effect of cognitive bias in the evaluation of 713

dialogue systems. Providing an anchor to annota- 714

tors introduces anchoring bias, where annotators’ 715

ratings are close to the anchor’s numerical value. 716

Like Santhanam et al. (2020), we focus on the 717

effect of task design on the evaluation of TDSs. In 718

particular, we investigate how the amount and type 719

of dialogue context provided to annotators affect 720

the quality and consistency of evaluation labels and 721

the annotator experience during the evaluation task. 722

6 Conclusion 723

In this study we explored the impact of context size 724

and type on crowdsourced relevance and useful- 725

ness ratings’ quality and consistency. Addressing 726

two primary questions, RQ1 revealed increased an- 727

notator agreement with larger context sizes (V2 728

to V10). RQ2 investigated different context types, 729

where the heuristic approach consistently showed 730

higher agreement. Notably, leveraging only the 731

user’s first utterance improved label consistency 732

without revealing the entire dialogue, addressing 733

RQ2. Our findings contribute to understanding the 734

experimental design’s effect on TDS evaluation. 735
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Limitations736

In acknowledging the scope of our study, we iden-737

tify several limitations that warrant consideration.738

First, our focus has been primarily directed to-739

wards two evaluation dimensions – relevance and740

usefulness – for task-oriented dialogue systems741

(TDSs). While these aspects provide valuable in-742

sights, it is crucial to acknowledge that the broader743

landscape of TDSs evaluation involves a spectrum744

of fine-grained aspects and metrics explored in pre-745

vious studies. Future research endeavors could746

benefit from a more comprehensive examination747

of additional dimensions to capture the nuanced748

performance of TDS.749

Second, the outcomes derived from our study750

may exhibit a degree of task or dataset specificity.751

To ensure the applicability and generalizability of752

our findings, it is imperative to undertake further753

investigations to ascertain the extent to which these754

findings can be extrapolated across different tasks755

and datasets.756

Third, the absence of actual user ratings intro-757

duces a caveat in claiming an optimal strategy for758

presenting previous dialogue history in crowdsourc-759

ing tasks. Despite this limitation, we highlight the760

noteworthy observation of high label consistency761

for R10 and U5, which served as our basis for com-762

parison.763

Lastly, it is crucial to note that our study is ex-764

ploratory in nature. In subsequent research ini-765

tiatives, we aim to augment the robustness of our766

findings by conducting investigations on a larger-767

scale dataset. This expansion aims to provide a768

more comprehensive understanding of the dynam-769

ics involved in the evaluation of TDSs. Following770

previous work by Kazai et al. (2012, 2013), we771

would also want to understand the effect of anno-772

tator background: experience of interacting with773

conversational system or prior experience in doing774

the annotation task on label consistency for TDSs.775

In future research work, we will explore the use776

of open-source LLMs, like Llama-chat (Touvron777

et al., 2023), to facilitate a more transparent and778

reproducible experimental framework. Consider-779

ing the closed-source nature of GPT-4 and its po-780

tential impact on the reproducibility of Phase 2781

of our work, experimenting with open-source al-782

ternatives becomes imperative. The inclusion of783

open-source models in subsequent studies would784

not only address concerns related to accessibility785

but also foster a collaborative and open scientific786

environment. 787

Ethical Considerations 788

Intended use of the data and mitigation against 789

misuse 790

The collected data in this research is expressly in- 791

tended for research purposes, specifically to ad- 792

vance the understanding of conversational movie 793

recommendation systems. The primary objective is 794

to contribute valuable insights to the field of natural 795

language processing and improve the design and 796

evaluation of recommendation dialogue systems. 797

We will be providing open access to our datasets 798

for use in future research under the MIT License. 799

Anotator diversity 800

All participants in this research were master work- 801

ers recruited exclusively from the United States 802

through Amazon Mechanical Turk (MTurk). While 803

this selection ensured a level of language profi- 804

ciency and familiarity with the context, it is crucial 805

to note that the findings of this study may not gen- 806

eralize universally due to the specific demographic 807

representation. The restriction to U.S.-based anno- 808

tators may introduce a limitation in terms of cul- 809

tural diversity and global perspectives, influencing 810

the external validity of the study. 811

Annotator bias 812

Despite the provision of detailed instructions and 813

examples to annotators, potential biases may still 814

arise during the evaluation process due to the di- 815

verse backgrounds of the annotators. Cultural bi- 816

ases may be more pronounced if annotators from 817

different cultural backgrounds interpret movie pref- 818

erences, relevance, or usefulness in divergent ways. 819

Subjective biases may also be influenced by the 820

diverse interpretations of guidelines, as individu- 821

als from different backgrounds may have distinct 822

views on dimensions like “relevance” or “useful- 823

ness.” 824

To mitigate these potential biases, continuous 825

monitoring and feedback mechanisms were incor- 826

porated into the study design. Additionally, the 827

study refrained from disclosing the specific re- 828

search angle to annotators to prevent potential bi- 829

ases related to the research objectives. 830
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A Appendix1126

In this section we provide supplementary materials1127

used to support our main paper. These materials1128

include: experimental conditions elaborated in Sec-1129

tion A.1, quality control measures undertaken to1130

ensure high quality crowdsourced labels and gen-1131

erated supplementary context in Section A.2 and1132

the prompts used to generate the supplementary1133

context in Section A.3. In Section A.4 we include1134

the annotation instructions and screen dumps of1135

our annotation task. Section A.5 shows sample1136

supplementary context generated by GPT-4.1137

A.1 Experimental conditions1138

We list the experimental conditions used for our1139

crowdsource experiments in Table 3.1140

A.2 Data quality control1141

Generated user information need and sum-1142

mary. To address the potential hallucination of1143

LLMs (Chang et al., 2023), we implemented a qual-1144

ity control process for the generated user informa-1145

tion needs and summaries, ensuring their coher-1146

ence and factual accuracy. We automatically cross-1147

reference the movies mentioned in both the input1148

dialogues and the summaries. A summary must1149

contain at least two-thirds of the movies mentioned1150

in the input dialogue to be considered valid. If1151

this criterion is not met, the summary is discarded,1152

and a new one is generated following the speci-1153

fied prompt requirements. In total, we discarded1154

and regenerated 15 dialogue summaries. To further1155

ensure coherence, we randomly sampled 30% of1156

the generated summaries and information needs.1157

The authors reviewed them to confirm their coher-1158

ence and alignment with the information presented1159

in the input dialogue. This process enhanced the1160

quality and reliability of the generated content.1161

Crowdsourced labels. To ensure a high quality1162

of the collected data, we incorporated attention-1163

checking questions into the HIT. Annotators were1164

required to specify the number of utterances in the1165

dialogues they were evaluating and to identify the1166

last movie mentioned in the system response be-1167

ing evaluated. 10% of the HITs were rejected and1168

returned back to collect new labels. In total, we1169

gathered 1440 data samples from the crowdsourc-1170

ing task, spanning six variations for relevance and1171

usefulness. We employed majority voting to es-1172

tablish the final relevance and usefulness dialogue1173

label.1174

A.3 Prompts 1175

In Table 4 we show the final prompts used to gen- 1176

erate the user information and dialogue summary 1177

with GPT-4. 1178

A.4 Annotation instructions and screen 1179

dumps 1180

Table 5 details the annotation instructions for the 1181

relevance and usefulness evaluations. In Fig 5 and 1182

6 we show the annotation interface used for phase 1183

1 and phase 2 respectively. 1184

A.5 Sample supplementary context 1185

In Table 6 we show sample user information need 1186

and summary generated by GPT-4. 1187
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Table 3: Descriptions of the experimental setups used for the crowdsource experiments with corresponding relevance
and usefulness labels. Unlike relevance, usefulness includes the user’s next utterance as feedback. A “turn” denotes
a user-system exchange.

Variations Relevance Usefulness Description

V2 R2 U2 Current turn with no previous dialogue context

V5 R5 U5 Current turn with three system-user utterances as previous
context

V10 R10 U10 Current turn with 7 user-system utterances as previous context

V2-llm R2-llm U2-llm Current turn with an LLM-generated user information need as
dialogue context

V2-heu R2-heu U2-heu Current turn with a heuristically generated user information
need as dialogue context

V2-sum R2-sum U2-sum Current turn with a dialogue summary as dialogue context

Table 4: Prompts used to generate the supplementary context; user information need and dialogue summary with
GPT-4.

Dialogue summary prompt
Below you are provided with dialogues between a user and the system about movie recommendations.
Generate a complete short and informative summary extractively which is half the length of the
dialogue.
User information need prompt
Given the following user and system dialogue in a movie recommendation conversation, generate a
concise user’s goal in a natural manner. State only the goal without extra text. Start the sentence with
"the user wants."

Figure 5: Annotation interface for phase 1 when evaluating response usefulness for V5

Figure 6: Annotation interface for phase 2 when evaluating response usefulness with supplementary context
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Table 5: Annotation instructions provided to the annotators for relevance evaluation. The instructions are the same
for usefulness apart from the aspect being evaluated.

Introduction
Thank you for helping us out! Below we explain everything in full detail. Please make sure to read the
instructions carefully.
Purpose
The aim of this survey is to evaluate the quality of a system’s response. We want to evaluate the
dialogue system’s performance and gather insights for improvements. We will ask you to evaluate the
system response on one metric, that we will discuss in more detail below.
Scenario Outline
Imagine you are evaluating a dialogue system that generates a response to user queries. Your task is to
assess the response based on relevance. We will provide examples and detailed explanations of this
criteria below.
Task
In each HIT, you will be presented with a dialogue chunk. Your task is to evaluate the last system
response based on the given criteria. Please review the explanations and examples for the criteria
to ensure your understanding before proceeding with the evaluation. Keeping the scenario that was
outlined above in mind, we would like to ask you to judge the system response on relevance.

Table 6: Sample dialogue summaries as supplementary context generated by GPT-4.
Dialogue 1
User inquires about a good family movie recommendation similar to "Real Steel (2011)" or "The
Lego Movie (2014)". System recommends "Super (2010)", an action-comedy about a regular guy who
becomes a self-made superhero, describing it as hilarious and entertaining. The user shows interest in
this recommendation.
Dialogue 2
The user asked for coming-of-age movie recommendations and mentioned they enjoyed "My Girl
(1991)" and "Lucas (1986)". The system suggested watching "The Spectacular Now (2013)", a film
where Shailene Woodley stars as a character who forms a bond with a troubled classmate.
Dialogue 3
User seeks a dramatic love story to watch. System recommends "The Notebook (2004)", but the user
has watched it, as well as "Titanic (1997)". Both films are favored by the user; they desire to watch
something new.
Dialogue 4
The user requests animated movie recommendations following their enjoyment of "The Incredibles
(2004)". The system suggests other movies, including "Monsters, Inc. (2001)" and its sequel "Monsters
University (2013)", which the user approves. The conversation pivots to the topic of successful sequels,
citing "Toy Story 3 (2010)" as an example despite the user’s disagreement, favoring the original movie,
"Toy Story (1995)".
Dialogue 5
The user wants to find a thrilling crime movie like "Thor: Ragnarok (2017)" for their weekend. The
system suggested they watch "The Snowman (2017)" but the user declined. However, the system then
gave another recommendation, "First Kill (2001)".
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