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Abstract

Graph neural networks (GNNs) work well when the graph structure is provided.
However, this structure may not always be available in real-world applications.
One solution to this problem is to infer a task-specific latent structure and then
apply a GNN to the inferred graph. Unfortunately, the space of possible graph
structures grows super-exponentially with the number of nodes and so the task-
specific supervision may be insufficient for learning both the structure and the GNN
parameters. In this work, we propose the Simultaneous Learning of Adjacency and
GNN Parameters with Self-supervision, or SLAPS, a method that provides more
supervision for inferring a graph structure through self-supervision. A compre-
hensive experimental study demonstrates that SLAPS scales to large graphs with
hundreds of thousands of nodes and outperforms several models that have been
proposed to learn a task-specific graph structure on established benchmarks.

1 Introduction

Graph representation learning has grown rapidly and found applications in domains where a natural
graph of the data points is available [4, 25]. Graph neural networks (GNNs) [40] have been a key
component to the success of the research in this area. Specifically, GNNs have shown promising
results for semi-supervised classification when the available graph structure exhibits a high degree of
homophily (i.e. connected nodes often belong to the same class) [57].

We study the applicability of GNNs to (semi-supervised) classification problems where a graph
structure is not readily available. The existing approaches for this problem either fix a similarity
graph between the nodes or learn the GNN parameters and a graph structure simultaneously (see
Related Work). In both cases, one main goal is to construct or learn a graph structure with a high
degree of homophily with respect to the labels to aid the GNN classification. The latter approach is
sometimes called latent graph learning and often results in higher predictive performance compared
to the former approach (see, e.g., [12]).

We identify a supervision starvation problem in latent graph learning approaches in which the edges
between pairs of nodes that are far from labeled nodes receive insufficient supervision; this results
in learning poor structures away from labeled nodes and hence poor generalization. We propose a
solution for this problem by adopting a multi-task learning framework in which we supplement the
classification task with a self-supervised task. The self-supervised task is based on the hypothesis
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that a graph structure that is suitable for predicting the node features is also suitable for predicting
the node labels. It works by masking some input features (or adding noise to them) and training a
separate GNN aiming at updating the adjacency matrix in such a way that it can recover the masked
(or noisy) features. The task is generic and can be combined with several existing latent graph
learning approaches.

We develop a latent graph learning model, dubbed SLAPS, that adopts the proposed self-supervised
task. We provide a comprehensive experimental study on nine datasets (thirteen variations) of various
sizes and from various domains and perform thorough analyses to show the merit of SLAPS.

Our main contributions include: 1) identifying a supervision starvation problem for latent graph
learning, 2) proposing a solution for the identified problem through self-supervision, 3) developing
SLAPS, a latent graph learning model that adopts the self-supervised solution, 4) providing compre-
hensive experimental results showing SLAPS substantially outperforms existing latent graph learning
baselines from various categories on various benchmarks, and 5) providing an implementation for
latent graph learning that scales to graphs with hundreds of thousands of nodes.

2 Related work

Existing methods that relate to this work can be grouped into the following categories. We discuss
selected work from each category and refer the reader to [60] for a full survey.

Similarity graph: One approach for inferring a graph structure is to select a similarity metric and
set the edge weight between two nodes to be their similarity [39, 44, 3]. To obtain a sparse structure,
one may create a kNN similarity graph, only connect pairs of nodes whose similarity surpasses some
predefined threshold, or do sampling. As an example, in [14] a (fixed) kNN graph using the cosine
similarity of the node features is created. In [47], this idea is extended by creating a fresh graph in
each layer of the GNN based on the node embedding similarities in that layer. Instead of choosing
a single similarity metric, in [15] several (potentially weak) measures of similarity are fused. The
quality of the predictions of these methods depends heavily on the choice of the similarity metric(s).

Fully connected graph: Another approach is to start with a fully connected graph and assign edge
weights using the available meta-data or employ the GNN variants that provide weights for each
edge via an attention mechanism [45, 53]. This approach has been used in computer vision [e.g.,
43], natural language processing [e.g., 56], and few-shot learning [e.g., 13]. The complexity of this
approach grows rapidly making it applicable only to small-sized graphs. Zhang et al. [54] propose to
define local neighborhoods for each node and only assume that these local neighborhoods are fully
connected. Their approach relies on an initial graph structure to define the local neighborhoods.

Latent graph learning: Instead of a similarity graph based on the initial features, one may use a
graph generator with learnable parameters. In [30], a fully connected graph is created based on a
bilinear similarity function with learnable parameters. In [12], a Bernoulli distribution is learned for
each possible edge and graph structures are created through sampling from these distributions. In
[49], the input structure is updated to increase homophily based on the labels and model predictions.
In [6], an iterative approach is proposed that iterates over projecting the nodes to a latent space
and constructing an adjacency matrix from the latent representations multiple times. A common
approach in this category is to learn a projection of the nodes to a latent space where node similarities
correspond to edge weights or edge probabilities. In [48], the nodes are projected to a latent space by
learning weights for each of the input features. In [38, 21, 8], a multi-layer perceptron is used for
projection. In [52, 55], a GNN is used for projection; it uses the node features and an initial graph
structure. In [26], different graph structures are created in different layers by using separate GNN
projectors, where the input to the GNN projector in a layer is the projected values and the generated
graph structure from the previous layer. In our experiments, we compare with several approaches
from this category.

Leveraging domain knowledge: In some applications, one may leverage domain knowledge to
guide the model toward learning specific structures. For example, in [24], abstract syntax trees and
regular languages are leveraged in learning graph structures of Python programs that aid reasoning
for downstream tasks. In [23], the structure learning is guided for robustness to adversarial attacks
through the domain knowledge that clean adjacency matrices are often sparse and low-rank and
exhibit feature smoothness along the connected nodes. Other examples in this category include
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[19, 38]. In our paper, we experiment with general-purpose datasets without access to domain
knowledge.

Proposed method: Our model falls within the latent graph learning category. We supplement
the training with a self-supervised objective to increase the amount of supervision in learning a
structure. Our self-supervised task is inspired by, and similar to, the pre-training strategies for GNNs
[17, 18, 22, 51, 58] (specifically, we adopt the multi-task learning framework of You et al. [51]), but
it differs from this line of work as we use self-supervision for learning a graph structure whereas the
above methods use it to learn better (and, in some cases, transferable) GNN parameters.

3 Background and notation

We use lowercase letters to denote scalars, bold lowercase letters to denote vectors and bold uppercase
letters to denote matrices. I represents an identity matrix. For a vector v, we represent its ith element
as vi. For a matrixM , we represent the ith row asMi and the element at the ith row and jth column
as Mij . For an attributed graph, we use n, m and f to represent the number of nodes, edges, and
features respectively, and denote the graph as G = {V,A,X} where V = {v1, . . . , vn} is a set of
nodes,A ∈ Rn×n is an adjacency matrix withAij indicating the weight of the edge from vi to vj
(Aij = 0 implies no edge), andX ∈ Rn×f is a matrix whose rows correspond to node features.

Graph convolutional networks (GCNs) [27] are a powerful variant of GNNs. For a graph G =
{V,A,X} with a degree matrix D, layer l of the GCN architecture can be defined as H(l) =

σ(ÂH(l−1)W (l)) where Â represents a normalized adjacency matrix,H(l−1) ∈ Rn×dl−1 represents
the node representations in layer l-1 (H(0) = X), W (l) ∈ Rdl−1×dl is a weight matrix, σ is an
activation function such as ReLU [34], and H(l) ∈ Rn×dl is the updated node embeddings. For
undirected graphs where the adjacency is symmetric, Â = D−

1
2 (A + I)D−

1
2 corresponds to a

row-and-column normalized adjacency with self-loops, and for directed graphs where the adjacency
is not necessarily symmetric, Â =D−1(A+ I) corresponds to a row normalized adjacency matrix
with self-loops. Here,D is a (diagonal) degree matrix for (A+ I) defined asDii = 1 +

∑
jAij .

4 Proposed method: SLAPS

SLAPS consists of four components: 1) generator, 2) adjacency processor, 3) classifier, and 4)
self-supervision. Figure 1 illustrates these components. In the next three subsections, we explain
the first three components. Then, we point out a supervision starvation problem for a model based
only on these components. Then we describe the self-supervision component as a solution to the
supervision starvation problem and the full SLAPS model.

4.1 Generator

The generator is a function G : Rn×f → Rn×n with parameters θG which takes the node features
X ∈ Rn×f as input and produces a matrix Ã ∈ Rn×n as output. We consider the following two
generators and leave experimenting with more sophisticated graph generators (e.g., [50, 32, 31]) and
models with tractable adjacency computations (e.g., [7]) as future work.

Full parameterization (FP): For this generator, θG ∈ Rn×n and the generator function is defined
as Ã = GFP (X;θG) = θG. That is, the generator ignores the input node features and directly
optimizes the adjacency matrix. FP is similar to the generator in LDS [12] except that the generator
of LDS treats each element of Ã as the parameter of a Bernoulli distribution and samples graph
structures from these distributions. FP is simple and flexible for learning any adjacency matrix but
adds n2 parameters which limits scalability and makes the model susceptible to overfitting.

MLP-kNN: Here, θG corresponds to the weights of a multi-layer perceptron (MLP) and Ã =

GMLP(X;θG) = kNN(MLP(X)), where MLP : Rn×f → Rn×f ′ is an MLP that produces a matrix
with updated node representations X ′; kNN : Rn×f ′ → Rn×n produces a sparse matrix. The
implementation details for the kNN operation is provided in the supplementary material.

Initialization and variants of MLP-kNN: Let AkNN represent an adjacency matrix created by
applying a kNN function on the initial node features. One smart initialization for θG is to initialize it
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Figure 1: Overview of SLAPS. At the top, a generator receives the node features and produces
a non-symmetric, non-normalized adjacency having (possibly) both positive and negative values
(Section 4.1). The adjacency processor makes the values positive, symmetrizes and normalizes
the adjacency (Section 4.2). The resulting adjacency and the node features go into GNNC which
predicts the node classes (Section 4.3). At the bottom, some noise is added to the node features.
The resulting noisy features and the generated adjacency go into GNNDAE which then denoises the
features (Section 4.5).

in a way that the generator initially generatesAkNN (i.e. Ã = AkNN before training starts). This
can be trivially done for the FP generator by initializing θG toAkNN . For MLP-kNN, we consider
two variants. In one, hereafter referred to simply as MLP, we keep the input dimension the same
throughout the layers. In the other, hereafter referred to as MLP-D, we consider MLPs with diagonal
weight matrices (i.e., except the main diagonal, all other parameters in the weight matrices are zero).
For both variants, we initialize the weight matrices in θG with the identity matrix to ensure that the
output of the MLP is initially the same as its input and the kNN graph created on these outputs is
equivalent to AkNN (alternatively, one may use other MLP variants but pre-train the weights to
output AkNN before the main training starts.). MLP-D can be thought of as assigning different
weights to different features and then computing node similarities.

4.2 Adjacency processor

The output Ã of the generator may have both positive and negative values, may be non-symmetric
and non-normalized. We let A = 1

2D
− 1

2 (P(Ã) + P(Ã)T )D−
1
2 . Here P is a function with a

non-negative range applied element-wise on its input – see supplementary material for details. The
sub-expression 1

2 (P(Ã) + P(Ã)T ) makes the resulting matrix P(Ã) symmetric. To understand the
reason for taking the mean of P(Ã) and P(Ã)T , assume Ã is generated by GMLP. If vj is among the
k most similar nodes to vi and vice versa, then the strength of the connection between vi and vj will
remain the same. However, if, say, vj is among the k most similar nodes to vi but vi is not among the
top k for vj , then taking the average of the similarities reduces the strength of the connection between
vi and vj . Finally, once we have a symmetric adjacency with non-negative values, we normalize
1
2 (P(Ã) + P(Ã)T ) by computing its degree matrixD and multiplying it from left and right toD−

1
2 .

4.3 Classifier

The classifier is a function GNNC : Rn×f × Rn×n → Rn×|C| with parameters θGNNC
. It takes the

node featuresX and the generated adjacencyA as input and provides for each node the logits for
each class. C corresponds to the classes and |C| corresponds to the number of classes. We use a two-
layer GCN for which θGNNC

= {W (1),W (2)} and define our classifier as GNNC(A,X;θGNNC
) =

AReLU(AXW (1))W (2) but other GNN variants can be used as well (recall thatA is normalized).
The training loss LC for the classification task is computed by taking the softmax of the logits to
produce a probability distribution for each node and then computing the cross-entropy loss.
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4.4 Using only the first three components leads to supervision starvation

One may create a model using only the three components described so far corresponding to the top
part of Figure 1. As we will explain here, however, this model may suffer severely from supervision
starvation. The same problem also applies to many existing approaches for latent graph learning, as
they can be formulated as a combination of variants of these three components.

Consider a scenario during training where two unlabeled nodes vi and vj are not directly con-
nected to any labeled nodes according to the generated structure. Then, since a two-layer
GCN makes predictions for the nodes based on their two-hop neighbors, the classification loss

Unlabelled

St
ar

ve
d 

ed
ge

Unlabelled Labelled

LabelledUnlabelled

Unlabelled

Figure 2: Using a two-layer GCN,
the predictions made for the la-
beled nodes are not affected by
the dashed (starved) edge.

(i.e. LC) is not affected by the edge between vi and vj and this
edge receives no supervision2. Figure 2 provides an example of
such a scenario. Let us call the edges that do not affect the loss
function LC (and consequently do not receive supervision) as
starved edges. These edges are problematic because although
they may not affect the training loss, the predictions at the test
time depend on these edges and if their values are learned without
enough supervision, the model may make poor predictions at the
test time. A natural question concerning the extent of the problem
caused by such edges is the proportion of starved edges. The
following theorem formally establishes the extent of the problem
for Erdős-Rényi graphs [10]; in the supplementary, we extend this
result to the Barabási–Albert model [1] and scale-free networks
[2]. An Erdős-Rényi graph with n nodes and m edges is a graph
chosen uniformly at random from the collection of all graphs which have n nodes and m edges.

Theorem 1 Let G(n,m) be an Erdős-Rényi graph with n nodes and m edges. Assume we have
labels for q nodes selected uniformly at random. The probability of an edge being a starved edge
with a two-layer GCN is equal to (1− q

n )(1−
q

n−1 )
∏2q

i=1(1−
m−1
(n2)−i

).

We defer the proof to the supplementary material. To put the numbers from the theorem in perspective,
let us consider three established benchmarks for semi-supervised node classification namely Cora,
Citeseer, and Pubmed (the statistics for these datasets can be found in the Appendix). For an
Erdős-Rényi graph with similar statistics as the Cora dataset (n = 2708, m = 5429, q = 140), the
probability of an edge being a starved edge is 59.4% according to the above theorem. For Citeseer and
Pubmed, this number is 75.7% and 96.7% respectively. While Theorem 1 is stated for Erdős-Rényi
graphs, the identified problem also applies to natural graphs. For the original structures of Cora,
Citeseer, and Pubmed, for example, 48.8%, 65.2%, and 91.6% of the edges are starved edges.

4.5 Self-supervision

One possible solution to the supervision starvation problem is to define a prior graph structure and
regularize the learned structure toward it. This leads the starved edges toward the prior structure as
opposed to neglecting them. The choice of the prior is important as it determines the inductive bias
incorporated into the model. We define a prior structure based on the following hypothesis:

Hypothesis 1 A graph structure that is suitable for predicting the node features is also suitable for
predicting the node labels.

We first explain why the above hypothesis is reasonable for an extreme case that is easy to understand
and then extend the explanation to the general case. Consider an extreme scenario where one of the
node features is the same as the node labels. A graph structure that is suitable for predicting this
feature exhibits homophily for it. Because of the equivalence between this feature and the labels, the
graph structure also exhibits homophily for the labels, so it is also suitable for predicting the labels.
In the general (non-extreme) case, there may not be a single feature that is equivalent to the labels but
a subset of the features may be highly predictive of the labels. A graph structure that is suitable for
predicting this subset exhibits homophily for the features in the subset. Because this subset is highly

2While using more layers may somewhat alleviate this problem, deeper GCNs typically produce inferior
results, e.g., due to oversmoothing [29, 35] – see the supplementary material for empirical evidence.
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predictive of the labels, the structure also exhibits a high degree of homophily for the labels, so it is
also suitable for predicting the node labels.

Next, we explain how to design a suitable graph structure for predicting the features and how to
regularize toward it. One could design such a structure manually (e.g., by handcrafting a graph
that connects nodes based on the collective homophily between their individual features) and then
penalize the difference between this prior graph and the learned graph. Alternatively, in this paper,
we take a learning-based approach based on self-supervision where we not only use the learned graph
structure for the classification task, but also for denoising the node features. The self-supervised task
encourages the model to learn a structure that is suitable for predicting the node features. We describe
this approach below and provide comparisons to the manual approach in the supplementary material.

Our self-supervised task is based on denoising autoencoders [46]. Let GNNDAE : Rn×f × Rn×n →
Rn×f be a GNN with parameters θGNNDAE

that takes node features and a generated adjacency as input
and provides updated node features with the same dimension as output. We train GNNDAE such that
it receives a noisy version X̃ of the features X as input and produces the denoised features X as
output. Let idx represent the indices corresponding to the elements of X to which we have added
noise, andXidx represent the values at these indices. During training, we minimize:

LDAE = L(Xidx,GNNDAE(X̃,A;θGNNDAE
)idx) (1)

whereA is the generated adjacency matrix and L is a loss function. For datasets where the features
consist of binary vectors, idx consists of r percent of the indices of X whose values are 1 and rη
percent of the indices whose values are 0, both selected uniformly at random in each epoch. Both r
and η (corresponding to the negative ratio) are hyperparameters. In this case, we add noise by setting
the 1s in the selected mask to 0s and L is the binary cross-entropy loss. For datasets where the input
features are continuous numbers, idx consists of r percent of the indices of X selected uniformly
at random in each epoch. We add noise by either replacing the values at idx with 0 or by adding
independent Gaussian noises to each of the features. In this case, L is the mean-squared error loss.

Note that the self-supervised task in equation 1 is generic and can be added to different GNNs as
well as latent graph learning models. It can be also combined with other techniques in the literature
that encourage learning more homophilous structures or increase the amount of supervision. In our
experiments, we test the combination of our self-supervised task with two such techniques namely
self-training [29] and AdaEdge [5]. Self-training helps the model “see” more labeled nodes and
AdaEdge helps iteratively create graph structure with higher degrees of homophily. We refer the
reader to the supplementary material for descriptions of self-training and AdaEdge.

4.6 SLAPS

Our final model is trained to minimize L = LC +λLDAE where LC is the classification loss, LDAE

is the denoising autoencoder loss (see Equation 1), and λ is a hyperparameter controlling the relative
importance of the two losses.

5 Experiments

In this section, we report our key results. More empirical comparisons, experimental analyses, and
ablation studies are presented in the supplementary material.

Baselines: We compare our proposal to several baselines with different properties. The first baseline
is a multi-layer perceptron (MLP) which does not take the graph structure into account. We also
compare against MLP-GAM* [42] which learns a fully connected graph structure and uses this
structure to supplement the loss function of the MLP toward predicting similar labels for neighboring
nodes. Our third baseline is label propagation (LP) [59], a well-known model for semi-supervised
learning. Similar to [12], we also consider a baseline named kNN-GCN where we create a kNN graph
based on the node feature similarities and feed this graph to a GCN; the graph structure remains fixed
in this approach. We also compare with prominent existing latent graph learning models including
LDS [12], GRCN [52], DGCNN [47], and IDGL [6]. In [6], another variant named IDGL-ANCH is
also proposed that reduces time complexity through anchor-based approximation [33]. We compare
against the base IDGL model because it does not sacrifice accuracy for time complexity, and because
anchor-based approximation is model-agnostic and could be combined with other models too. We
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Table 1: Results of SLAPS and the baselines on established node classification benchmarks. †
indicates results have been taken from Franceschi et al. [12]. ‡ indicates results have been taken from
Stretcu et al. [42]. Bold and underlined values indicate best and second-best mean performances
respectively. OOM indicates out of memory. OOT indicates out of time (we allowed 24h for each
run). NA indicates not applicable.

Model Cora Citeseer Cora390 Citeseer370 Pubmed ogbn-arxiv
MLP 56.1± 1.6† 56.7± 1.7† 65.8± 0.4 67.1± 0.5 71.4± 0.0 54.7± 0.1

MLP-GAM* 70.7‡ 70.3‡ − − 71.9‡ −
LP 37.6± 0.0 23.2± 0.0 36.2± 0.0 29.1± 0.0 41.3± 0.0 OOM

kNN-GCN 66.5± 0.4† 68.3± 1.3† 72.5± 0.5 71.8± 0.8 70.4± 0.4 49.1± 0.3
LDS − − 71.5± 0.8† 71.5± 1.1† OOM OOM

GRCN 67.4± 0.3 67.3± 0.8 71.3± 0.9 70.9± 0.7 67.3± 0.3 OOM
DGCNN 56.5± 1.2 55.1± 1.4 67.3± 0.7 66.6± 0.8 70.1± 1.3 OOM

IDGL 70.9± 0.6 68.2± 0.6 73.4± 0.5 72.7± 0.4 72.3± 0.4 OOM
kNN-GCN + AdaEdge 67.7± 1.0 68.8± 1.0 72.2± 0.4 71.8± 0.6 OOT OOT

kNN-GCN + self-training 67.3± 0.3 69.8± 1.0 71.1± 0.3 72.4± 0.2 72.7± 0.1 NA
SLAPS (FP) 72.4± 0.4 70.7± 0.4 76.6± 0.4 73.1± 0.6 OOM OOM

SLAPS (MLP) 72.8± 0.8 70.5± 1.1 75.3± 1.0 73.0± 0.9 74.4± 0.6 56.6± 0.1
SLAPS (MLP-D) 73.4± 0.3 72.6± 0.6 75.1± 0.5 73.9± 0.4 73.1± 0.7 52.9± 0.1

SLAPS (MLP) + AdaEdge 72.8± 0.7 70.6± 1.5 75.2± 0.6 72.6± 1.4 OOT OOT
SLAPS (MLP) + self-training 74.2± 0.5 73.1± 1.0 75.5± 0.7 73.3± 0.6 74.3± 1.4 NA

feed a kNN graph to the models requiring an initial graph structure. We also explore how adding
self-training and AdaEdge impact the performance of kNN-GCN as well as SLAPS.

Datasets: We use three established benchmarks in the GNN literature namely Cora, Citeseer, and
Pubmed [41] as well as the ogbn-arxiv dataset [16] that is orders of magnitude larger than the
other three datasets and is more challenging due to the more realistic split of the data into train,
validation, and test sets. For these datasets, we only feed the node features to the models and not their
original graph structure. Following [12, 6], we also experiment with several classification (non-graph)
datasets available in scikit-learn [36] including Wine, Cancer, Digits, and 20News. Furthermore,
following [20], we also provide results on MNIST [28]. The dataset statistics can be found in the
supplementary. For Cora and Citeseer, the LDS model uses the train data for learning the parameters
of the classification GCN, half of the validation for learning the parameters of the adjacency matrix
(in their bi-level optimization setup, these are considered as hyperparameters), and the other half of
the validation set for early stopping and tuning the other hyperparameters. Besides experimenting
with the original setups of these two datasets, we also consider a setup that is closer to that of LDS:
we use the train set and half of the validation set for training and the other half of validation for
early stopping and hyperparameter tuning. We name the modified versions Cora390 and Citeseer370
respectively where the number proceeding the dataset name shows the number of labels from which
gradients are computed. We follow a similar procedure for the scikit-learn datasets.

Implementation: We defer the implementation details and the best hyperparameter settings for our
model on all the datasets to the supplementary material.

5.1 Comparative results

The results of SLAPS and the baselines on our benchmarks are reported in Tables 1 and 2. We start by
analyzing the results in Table 1 first. Starting with the baselines, we see that learning a fully connected
graph in MLP-GAM* makes it outperform MLP. kNN-GCN significantly outperforms MLP on Cora
and Citeseer but underperforms on Pubmed and ogbn-arxiv. Furthermore, both self-training and
AdaEdge improve the performance of kNN-GCN. This shows the importance of the similarity metric
and the graph structure that is fed into GCN; a low-quality structure can harm model performance.
LDS outperforms MLP but the fully parameterized adjacency matrix of LDS results in memory issues
for Pubmed and ogbn-arxiv. As for GRCN, it was shown in the original paper that GRCN can revise a
good initial adjacency matrix and provide a substantial boost in performance. However, as evidenced
by the results, if the initial graph structure is somewhat poor, GRCN’s performance becomes on par
with kNN-GCN. IDGL is the best performing baseline.
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Table 2: Results on classification datasets. † indicates results have been taken from Franceschi et al.
[12]. Bold and underlined values indicate best and second-best mean performances respectively.

Model Wine Cancer Digits 20news
MLP 96.1± 1.0 95.3± 0.9 81.9± 1.0 30.4± 0.1

kNN-GCN 93.5± 0.7 95.3± 0.4 95.4± 0.4 46.3± 0.3

LDS 97.3± 0.4† 94.4± 1.9† 92.5± 0.7† 46.4± 1.6†

IDGL 97.0± 0.7 94.2± 2.3 92.5± 1.3 48.5± 0.6
SLAPS (FP) 96.6± 0.4 94.6± 0.3 94.4± 0.7 44.4± 0.8

SLAPS (MLP) 96.3± 1.0 96.0± 0.8 92.5± 0.7 50.4± 0.7
SLAPS (MLP-D) 96.5± 0.8 96.6± 0.2 94.2± 0.1 49.8± 0.9

In addition to the aforementioned baselines, we also experimented with GCN, GAT, and Transformer
(encoder only) architectures applied on fully connected graphs. GCN always learned to predict the
majority class. This is because after one fully connected GCN layer, all nodes will have the same
embedding and become indistinguishable. GAT also showed similar behavior. We believe this is
because the attention weights are (almost) random at the beginning (due to random initialization of
the model parameters) resulting in nodes becoming indistinguishable and GAT cannot escape from
that state. The skip connections of Transformer helped avoid the problem observed for GCN and
GAT and we were able to achieve better results (∼ 40% accuracy on Cora). However, we observed
severe overfitting, even with small models and with high dropout probabilities.

SLAPS consistently outperforms the baselines in some cases by large margins. Among the generators,
the winner is dataset-dependent with MLP-D mostly outperforming MLP on datasets with many
features and MLP outperforming on datasets with small numbers of features. Using the software that
was publicly released by the authors, the baselines that learn a graph structure fail on ogbn-arxiv; our
implementation, on the other hand, scales to such large graphs3. Adding self-training helps further
improve the results of SLAPS. Adding AdaEdge, however, does not seem effective, probably because
the graph structure learned by SLAPS already exhibits a high degree of homophily (see Section 5.4).

In Table 2, we only compared SLAPS with the best performing baselines from Table 1 (kNN-GCN,
LDS and IDGL). We also included an MLP baseline for comparison. On three out of four datasets,
SLAPS outperforms the LDS and IDGL baselines. For the Digits dataset, interestingly kNN-GCN
outperforms the learning-based models. This could be because the initial kNN structure for this
dataset is already a good structure. Among the datasets on which we can train SLAPS with the FP
generator, 20news has the largest number of nodes (9,607 nodes). On this dataset, we observed that
an FP generator suffers from overfitting and produces weaker results compared to other generators
due to its large number of parameters.

Jiang et al. [21] show that learning a latent graph structure of the input examples can help with

Table 3: Results on the MNIST dataset. Bold values
indicate best mean performances. Underlined val-
ues indicate second best mean performance. All the
results for baseline have been taken from [20].

Model MNIST1000 MNIST2000 MNIST3000
ManiReg 92.74± 0.3 93.96± 0.2 94.62± 0.2

LP 79.28± 0.9 81.91± 0.8 83.45± 0.5
DeepWalk 94.55± 0.3 95.04± 0.3 95.34± 0.3

GCN 90.59± 0.3 90.91± 0.2 91.01± 0.2
GAT 92.11± 0.4 92.64± 0.3 92.81± 0.3

GLCN 94.28± 0.3 95.09± 0.2 95.46± 0.2
SLAPS 94.66± 0.2 95.35± 0.1 95.54± 0.0

semi-supervised image classification. In
particular, they create three versions of the
MNIST dataset each consisting of a randomly
selected subset with 10,000 examples in to-
tal. The first version contains 1000 labels for
training, the second contains 2000, and the
third version contains 3000 labels for training.
All three variants use an extra 1000 labels for
validation. The other examples are used as
test examples. Here, we conduct an experi-
ment to measure the performance of SLAPS
on these variants of the MNIST dataset. We
compare against GLCN [21] as well as the
baselines in the GLCN paper including man-
ifold regularization [3], label propagation,
deep walk [37], graph convolutional networks (GCN), and graph attention networks (GAT).

The results are reported in Table 3. From the results, it can be viewed that SLAPS outperforms
GLCN and all the other baselines on the 3 variants. Compared to GLCN, on the three variants SLAPS

3We note that IDGL-ANCH also scales to ogbn-arxiv.
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reduces the error by 7%, 5%, and 2% respectively, showing that SLAPS can be more effective when
the labeled set is small and providing more empirical evidence for Theorem 1.

5.2 The effectiveness of self-supervision
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Figure 3: SLAPS vs SLAPS2s on
Cora with different generators.

Learning a structure only using self-supervision: To pro-
vide more insight into the value provided by the self-supervision
task and the generalizability of the adjacency learned through
this task, we conduct experiments with a variant of SLAPS
named SLAPS2s that is trained in two stages. We first train
the GNNDAE model by minimizing LDAE described in in Equa-
tion 1. Recall that LDAE depends on the parameters θG of the
generator and the parameters θGNNDAE

of the denoising autoen-
coder. After every t epochs of training, we fix the adjacency
matrix, train a classifier with the fixed adjacency matrix, and
measure classification accuracy on the validation set. We select
the epoch that produces the adjacency providing the best valida-
tion accuracy for the classifier. Note that in SLAPS2s, the ad-
jacency matrix only receives gradients from the self-supervised
task in Equation 1.

Figure 3 shows the performance of SLAPS and SLAPS2s on Cora and compares them with kNN-
GCN. Although SLAPS2s does not use the node labels in learning an adjacency matrix, it outperforms
kNN-GCN (8.4% improvement when using an FP generator). With an FP generator, SLAPS2s even
achieves competitive performance with SLAPS; this is mainly because FP does not leverage the
supervision provided by GCNC toward learning generalizable patterns that can be used for nodes
other than those in the training set. These results corroborate the effectiveness of the self-supervision
task for learning an adjacency matrix. Besides, the results show that learning the adjacency using
both self-supervision and the task-specific node labels results in higher predictive accuracy.
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Figure 4: The performance of
SLAPS with MLP graph generator
as a function of λ.

The value of λ: Figure 4 shows the performance of SLAPS4

on Cora and Citeseer with different values of λ. When λ = 0,
corresponding to removing self-supervision, the model per-
formance is somewhat poor. As soon as λ becomes positive,
both models see a large boost in performance showing that
self-supervision is crucial to the high performance of SLAPS.
Increasing λ further provides larger boosts until it becomes so
large that the self-supervision loss dominates the classification
loss and the performance deteriorates. Note that with λ = 0,
SLAPS with the MLP generator becomes a variant of the model
proposed in [8], but with a different similarity function.

Is self-supervision actually solving the supervision starva-
tion problem? In Fig 4, we showed that self-supervision is key
to the high performance of SLAPS. Here, we examine if this
is because self-supervision indeed addresses the supervision
starvation problem. For this purpose, we compare SLAPS with
and without self-supervision on two groups of test nodes on Cora: 1) those that are not connected to
any labeled nodes after training, and 2) those that are connected to at least one labeled node after
training. The nodes in group one have a high chance of having starved edges. We observed that
adding self-supervision provides 38.0% improvement for the first group and only 8.9% improvement
for the latter. Since self-supervision mainly helps with nodes in group 1, this provides evidence that
self-supervision is an effective solution to the supervision starvation problem.

The effect of the training set size: According to Theorem 1, a smaller q (corresponding to the
training set size) results in more starved edges in each epoch. To explore the effect of self-supervision
as a function of q, we compared SLAPS with and without supervision on Cora and Citeseer while
reducing the number of labeled nodes per class from 20 to 5. We used the FP generator for this
experiment. With 5 labeled nodes per class, adding self-supervision provides 16.7% and 22.0%

4The generator used in this experiment is MLP; other generators produced similar results.
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improvements on Cora and Citeseer respectively, which is substantially higher than the corresponding
numbers when using 20 labeled nodes per class (10.0% and 7.0% respectively). This provides
empirical evidence for Theorem 1. Note that the results on Cora390 and Citeseer 370 datasets provide
evidence that the self-supervised task is effective even when the label rate is high.

5.3 Experiments with noisy graphs
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Figure 5: Performance comparison
when noisy graphs are provided as
input (ρ indicates the percentage of
perturbations).

The performance of GNNs highly depends on the quality of
the input graph structure and deteriorates when the graph struc-
ture is noisy [see 61, 9, 11]. Here, we verify whether self-
supervision is also helpful when a noisy structure is provided as
input. Toward this goal, we experiment with Cora and Citeseer
and provide noisy versions of the input graph as input. The
provided noisy graph structure is used only for initialization;
it is then further optimized by SLAPS. We perturb the graph
structure by replacing ρ percent of the edges in the original
structure (selected uniformly at random) with random edges.
Figure 5 shows the performance of SLAPS with and without
self-supervision (λ = 0 corresponds to no supervision). We
also report the results of vanilla GCN on these perturbed graphs
for comparison. It can be viewed that self-supervision consis-
tently provides a boost in performance especially for higher
values of ρ.

5.4 Analyses of the learned adjacency

Noisy graphs: Following the experiment in Section 5.3, we compared the learned and orig-
inal structures by measuring the number of random edges added during perturbation but re-
moved by the model and the number of edges removed during the perturbation but recov-
ered by the model. For Cora, SLAPS removed 76.2% and 70.4% of the noisy edges and re-
covered 58.3% and 44.5% of the removed edges for ρ = 25% and ρ = 50% respectively
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Figure 6: The odds of two nodes in
the test set sharing the same label
as a function of the edge weights
learned by SLAPS.

while SLAPS with λ = 0 only removed 62.8% and 54.9% of
the noisy edges and recovered 51.4% and 35.8% of the removed
edges. This provides evidence on self-supervision being helpful
for structure learning.

Homophily: As explained earlier, a properly learned graph
for semi-supervised classification with GNNs exhibits high
homophily. To verify the quality of the learned adjacency with
respect to homophily, for every pair of nodes in the test set,
we compute the odds of the two nodes sharing the same label
as a function of the normalized weight of the edge connecting
them. Figure 6 represents the odds for different weight intervals
(recall that A is row and column normalized). For both Cora
and Citeseer, nodes’ connected with higher edge weights are
more likely to share the same label compared to nodes with
lower or zero edge weights. Specifically, whenAij ≥ 0.1, vi
and vj are almost 2.5 and 2.0 times more likely to share the
same label on Cora and Citeseer respectively.

6 Conclusion

We proposed SLAPS: a model for learning the parameters of a graph neural network and a graph
structure of the nodes connectivities simultaneously from data. We identified a supervision starvation
problem that emerges for graph structure learning, especially when training data is scarce. We
proposed a solution to the supervision starvation problem by supplementing the training objective
with a well-motivated self-supervised task. We showed the effectiveness of our model through a
comprehensive set of experiments and analyses.
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[45] Petar Veličković, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua
Bengio. Graph attention networks. In ICLR, 2018.

[46] Pascal Vincent, Hugo Larochelle, Yoshua Bengio, and Pierre-Antoine Manzagol. Extracting
and composing robust features with denoising autoencoders. In ICML, pages 1096–1103, 2008.

[47] Yue Wang, Yongbin Sun, Ziwei Liu, Sanjay E Sarma, Michael M Bronstein, and Justin M
Solomon. Dynamic graph cnn for learning on point clouds. Acm Transactions On Graphics
(tog), 38(5):1–12, 2019.

[48] Xuan Wu, Lingxiao Zhao, and Leman Akoglu. A quest for structure: Jointly learning the graph
structure and semi-supervised classification. In CIKM, pages 87–96, 2018.

[49] Liang Yang, Zesheng Kang, Xiaochun Cao, Di Jin, Bo Yang, and Yuanfang Guo. Topology
optimization based graph convolutional network. In IJCAI, pages 4054–4061, 2019.

[50] Jiaxuan You, Rex Ying, Xiang Ren, William L Hamilton, and Jure Leskovec. Graphrnn:
Generating realistic graphs with deep auto-regressive models. arXiv preprint arXiv:1802.08773,
2018.

[51] Yuning You, Tianlong Chen, Zhangyang Wang, and Yang Shen. When does self-supervision
help graph convolutional networks? arXiv preprint arXiv:2006.09136, 2020.

[52] Donghan Yu, Ruohong Zhang, Zhengbao Jiang, Yuexin Wu, and Yiming Yang. Graph-revised
convolutional network. In ECML PKDD, 2020.

[53] Jiani Zhang, Xingjian Shi, Junyuan Xie, Hao Ma, Irwin King, and Dit-Yan Yeung. Gaan:
Gated attention networks for learning on large and spatiotemporal graphs. arXiv preprint
arXiv:1803.07294, 2018.

[54] Jiawei Zhang, Haopeng Zhang, Congying Xia, and Li Sun. Graph-bert: Only attention is needed
for learning graph representations. arXiv preprint arXiv:2001.05140, 2020.

[55] Tong Zhao, Yozen Liu, Leonardo Neves, Oliver Woodford, Meng Jiang, and Neil Shah. Data
augmentation for graph neural networks. arXiv preprint arXiv:2006.06830, 2020.

13



[56] Hao Zhu, Yankai Lin, Zhiyuan Liu, Jie Fu, Tat-seng Chua, and Maosong Sun. Graph neural
networks with generated parameters for relation extraction. arXiv preprint arXiv:1902.00756,
2019.

[57] Jiong Zhu, Yujun Yan, Lingxiao Zhao, Mark Heimann, Leman Akoglu, and Danai Koutra. Be-
yond homophily in graph neural networks: Current limitations and effective designs. Advances
in Neural Information Processing Systems, 33, 2020.

[58] Qikui Zhu, Bo Du, and Pingkun Yan. Self-supervised training of graph convolutional networks.
arXiv preprint arXiv:2006.02380, 2020.

[59] Xiaojin Zhu and Zoubin Ghahramani. Learning from labeled and unlabeled data with label
propagation. 2002.

[60] Yanqiao Zhu, Weizhi Xu, Jinghao Zhang, Qiang Liu, Shu Wu, and Liang Wang. Deep graph
structure learning for robust representations: A survey. arXiv preprint arXiv:2103.03036, 2021.

[61] Daniel Zügner, Amir Akbarnejad, and Stephan Günnemann. Adversarial attacks on neural
networks for graph data. In Proceedings of the 24th ACM SIGKDD International Conference
on Knowledge Discovery & Data Mining, pages 2847–2856, 2018.

Checklist

1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]

(b) Did you describe the limitations of your work? [Yes] See supplementary material (the
Limitations Section).

(c) Did you discuss any potential negative societal impacts of your work? [N/A]
(d) Have you read the ethics review guidelines and ensured that your paper conforms to

them? [Yes]

2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes] The full set of
assumptions are given in Theorem 1.

(b) Did you include complete proofs of all theoretical results? [Yes] The proof is in the
supplementary material.

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [No] Due to copyright
issues, we are not able to share an anonymous version of our code. However, the code
will be publicly released upon the acceptance of the paper.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] See the dataset paragraph in Section 5 and the dataset statistics
table and best hyperparameters table in the supplementary material.

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes] We ran each experiment 10 times and report the mean
and standard deviation.

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] See Implementation Details in the
supplementary material.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes]
(b) Did you mention the license of the assets? [No] The source websites specify the

licenses.
(c) Did you include any new assets either in the supplemental material or as a URL? [No]

14



(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A]

5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if

applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review

Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount

spent on participant compensation? [N/A]

15


	Introduction
	Related work
	Background and notation
	Proposed method: SLAPS
	Generator
	Adjacency processor
	Classifier
	Using only the first three components leads to supervision starvation
	Self-supervision
	SLAPS

	Experiments
	Comparative results
	The effectiveness of self-supervision
	Experiments with noisy graphs
	Analyses of the learned adjacency

	Conclusion
	Funding Transparency Statement

