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Abstract

Patent examination remains an ongoing challenge in the NLP literature even after
the advent of large language models (LLMs), as it requires an extensive yet nuanced
human judgment on whether a submitted claim meets the statutory standards of
novelty and non-obviousness against previously granted claims—prior art—in ex-
pert domains. Previous NLP studies have approached this challenge as a prediction
task (e.g., forecasting grant outcomes) with high-level proxies such as similarity
metrics or classifiers trained on historical labels. However, this approach often
overlooks the step-by-step evaluations that examiners must make with profound
information, including rationales for the decisions provided in office actions doc-
uments, which also makes it harder to measure the current state of techniques in
patent review processes. To fill this gap, we construct PANORAMA, a dataset
of 8,143 U.S. patent examination records that preserves the full decision trails,
including original applications, all cited references, Non-Final Rejections, and
Notices of Allowance. Also, PANORAMA decomposes the trails into sequential
benchmarks that emulate patent professionals’ patent review processes and allow
researchers to examine large language models’ capabilities at each step of them.
Our findings indicate that, although LLMs are relatively effective at retrieving
relevant prior art and pinpointing the pertinent paragraphs, they struggle to assess
the novelty and non-obviousness of patent claims. We discuss these results and
argue that advancing NLP, including LLMs, in the patent domain requires a deeper
understanding of real-world patent examination. Our dataset is openly available at
https://huggingface.co/datasets/LG-AI-Research/PANORAMA.

1 Introduction

Patents play a fundamental role in driving innovation by granting inventors exclusive rights to their
creations for a fixed period. Before a patent is issued, each application undergoes a rigorous examina-
tion process to assess its novelty and validity against existing prior art by patent examiners [24]. Amid
the rapid global increase in patent applications and the introduction of large language models (LLMs),
a growing interest lies in developing techniques to evaluate patentability efficiently and accurately, po-
tentially with LLMs, including predicting grant outcomes [46, 18], patent valuation [13, 8, 28, 7, 30],
litigation prediction [5, 29, 55], and determining novelty [50, 35, 40, 17, 53, 57, 3, 4, 43, 45, 6, 16].

Despite many efforts to develop techniques to evaluate patentability, primarily but not limited to
judging if an application is novel and non-obvious, most often fall short of performing human
patent professionals’ nuanced patentability evaluation [20, 40]. In practice, determining whether a
patent is novel or non-obvious requires deep domain expertise and comprehensive prior art searches
involving detailed comparisons between existing inventions and new applications to support robust
assessments [40]. It is essential to break down the human experts’ workflow and decision trails into
meaningful, feasible data and tasks to advance patent evaluation techniques.
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Figure 1: The overall framework of the PANORAMA dataset and benchmark construction. The
PANORAMA dataset is constructed from documents appearing in patent examination. It comprises
patent documents and office actions, such as non-final rejections. The benchmark tasks are designed
to emulate the sequential nature of the patent examination process.

Our work aims to provide resources that unpack the complex evaluative processes of patent examiners.
This perspective shifts attention from prediction accuracy to enabling models capable of performing
patentability evaluation aligned with human expert judgment. We present PANORAMA (Patent
Applications’ Novelty and non-Obviousness Reasoning Analysis Model Assessment), a dataset that is
curated with 8,143 authentic examples of Office Action (OA) documents written by patent examiners
from the United States Patent and Trademark Office (USPTO) database spanning the past ten years
(2015-2024) across domains. Each application contains not only a trajectory of a patent application—
(1) initial patent applications, (2) cited patents, (3) Non-Final Rejections, (4) (revised) final patent
claims, and (5) Notices of Allowance issued during the examination process Specifically—but also
all the elements from the patent application and cited inventions, including detailed descriptions and
drawings. This extensive and profound data offers patent examiners’ decision trails and rationales
behind their evaluations of patent applications.

We also offer a suite of challenging sequential benchmark tasks designed to reflect the real-world
patent examination workflow to showcase our dataset. They can provide a standardized evaluation
framework for LLMs in patentability evaluation by (1) retrieving prior art pertinent to a specific
claim (PAR4PC); (2) identifying the key paragraph(s) within cited prior art (PI4PC); and (3) making
judgments of novelty and non-obviousness (NOC4PC).

We conduct baseline evaluations of proprietary and open-source LLMs on three tasks under zero-shot
and chain-of-thought prompting and demonstrate supervised fine-tuning of open-source LLMs using
our dataset.

In summary, the contributions of our study are threefold:

• We curate PANORAMA, a dataset with rich information from diverse, authentic sources for
patentability evaluation, emulating the human patent professionals’ evaluation trails with
rationales behind judgments.

• We propose three sequential benchmark tasks that break down the complex patentability eval-
uation workflow into measurable steps, offering a standard for evaluating LLMs’ capabilities
in patentability evaluation.

• We provide baseline evaluations of leading LLMs on these benchmark tasks, establishing
initial performance levels and highlighting key areas for future model development in
complex examination in patent domains.
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Column Description Type

Metadata Metadata of patent application and office actions JSON

Title Title of the invention STRING

Abstract A brief summary of the invention and its purpose STRING

Initial Claims Initial claims in the patent application (claims prior to receiving
a non-final rejection)

STRING[]

Final Claims Final claims in the patent application (claims prior to receiving
NOA(Notice of Allowance))

STRING[]

Specification Specification document of the invention, which includes back-
ground and detailed description of the invention

STRING

Drawing Drawings of the invention PDF

Non-Final Rejection Non-final rejection document of the application STRING

Notice of Allowance Notice of allowance document of the application STRING

Cited Patents Cited patents mentioned in Non-final rejection documents
(each cited patent JSON includes title, abstract, claims, specifi-
cation, and drawing)

JSON

Parsed Non-Final Rejection Data parsed from the non-final rejection document into items
such as whether the claim was rejected (isRejected), the legal
basis code (sectionCode), the cited prior arts (citedPatents),
and the rejection reasons (reason).

JSON

Table 1: Brief description of PANORAMA dataset.

2 PANORAMA Dataset

We present the PANORAMA dataset, which contains the decision trails and rationales by patent
examiners to assess the patentability of applications, including novelty and non-obviousness. In this
section, we describe an overview of the dataset and its curation process.

2.1 Patent Examination Process and Dataset Overview

The USPTO patent examination process involves evaluating a patent application and issuing an office
action. An office action is an official document from an examiner during the patent or trademark
examination process, outlining any objections, rejections, or required clarifications based on legal
grounds (e.g., 35 U.S.C. §101, §102, §103, §112). Instead of an outright rejection, the inventor may
respond by either amending the claims for reconsideration or by appealing the examiners’ decision.

We identify the rationale behind rejected claims using two documents from the office action: Non-
Final Rejection and Notice of Allowance. A Non-Final Rejection document outlines the reasons for
rejecting an application and specifies the legal basis for each claim’s rejection, while a Notice of
Allowance indicates that the application has been approved and explains the examiner’s rationale for
allowing the revised claims. Our dataset maps initially rejected claims, reasons for rejection, revised
claims, and reasons for final decision.

Reflecting the real-world patent examination process, we construct procedural data from 8,143 patent
applications reviewed over the past ten years (2015 to 2024), with each record including the details
of the patent application, cited patents, and corresponding office actions (Table 1).

To extract evaluation rationales from Non-Final Rejection documents, we use LLMs to parse each
document and identify the relevant reasoning. Since patent applications are examined at the individual
claim level, we segment the rejection reasons by claim and extract their legal basis (e.g., §101, §102,
§103, §112). As a single claim can be rejected for multiple reasons, it can be associated with
multiple rejection bases. As both §102 and §103 require comparisons with prior art, we also collect
prior art cited by the examiner and descriptions of comparisons, as well as justifications of the
rejection. We generate a JSON-structured dataset, Parsed Non-Final Rejection, which contains the
extracted evaluation rationales from the non-final rejection documents, including if the claim is
rejected (isRejected), its legal basis code (sectionCode), cited patents (i.e., prior art) (citedPatents),
and rejection rationales (reason).
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Figure 2: An overview of the PANORAMA dataset curation pipeline.

2.2 Data Curation

Curating our data involves three steps: (1) We initially collect raw data from verified sources, and (2)
then curate Non-Final Rejection documents–text documents–into JSON with the help of LLMs. (3)
Lastly, we conduct a study with patent professionals to validate the data.

2.2.1 Data Collection

All patent documents are publicly accessible by law and available via the USPTO API. However,
since the data we aimed to collect is distributed across different APIs within the USPTO API library,
and mapping each data point accurately to its corresponding application was essential, we develop
our own customized process to accomplish this task.

We use the USPTO OA Text Retrieval API to collect Non-final Rejection documents. Since this API
returns various office actions–such as Non-final Rejection, Restriction/Election Requirement, and
Final Rejection–we filter the results to include only Non-Final Rejection documents. Additionally,
because an application may have multiple rejection notices if submitted multiple times, we ensure
consistency by collecting only the first Non-Final Rejection, avoiding redundancy.

Next, we extract the patents cited by the examiner from the Non-Final Rejection document and
collected the corresponding cited patents. Although these patents are also listed in the application,
we extract them separately to gather the minimum number of cited patents necessary for the rejection.
We use regular expressions to identify patent numbers in the format (e.g., Patent Application No. US
2025/1234567; Patent No. US 12345678) and the patent_client Library to extract the specification,
abstract, and claims of the cited patents. For drawings, which are not provided by the patent_client
library, we extracted them separately using the USPTO ODP beta API.

Following this, we collect the metadata of the application using the USPTO ODP Beta API, including
the title, abstract, specification, drawing, and Notice of Allowance document, based on the patent
application number. We then gather the claims–those written just before the Non-Final Rejection and
Notice of Allowance documents–as initial claims and final claims, respectively. All data, except for
the specification and drawing, are saved in a single JSON file, while the specification and drawing
are stored in separate folders. In total, 12,839 data entries are collected, with details provided in the
App.B.1.
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2.2.2 Parsing Non-Final Rejection Documents

We parse the Non-Final Rejection document to extract and structure the rationale for evaluating the
patent applications. Because patent applications are evaluated claim by claim, patent examiners record,
for each claim, whether it is rejected and the grounds for that decision. Reflecting this structure, we
convert the examiner’s rationale into claim-level data drawn from the Non-Final Rejection documents.

We used LLMs (GPT-4o [34]) to parse the Non-Final Rejection documents consistently, as they
contain standard terms and tacit knowledge, though their organization may vary depending on the
patent application and examiner. First, we categorize the documents by patent claims and classify each
claim as rejected or accepted (isRejected). Then, we categorize the claims into specific legal basis
codes (sectionCode)–§101, §102, §103, and §112–which are the most common codes for rejecting
claims. For §102 and §103 rejections, we additionally extracted every cited prior art (citedPatents),
the exact paragraphs the examiner used, and, when indicated, the specific figure elements used in the
prior art comparison. In addition, we capture the full written rationale for each rejection (reason),
which, for §102 and §103, explicitly incorporates the identified prior art. Details of the procedure and
the prompt driving this parsing are provided in the App.B.2.

After parsing with LLMs, we conduct a systematic refinement process to identify and correct issues,
such as missing evidence for specific claims, incorrectly cited inventions, and other inconsistencies.
This process results in a final collection of 8,143 data entries, with details provided in the App.B.3.

2.3 Expert Validation

We validate the parsed data with seven domain experts to ensure that our data schema accurately
reflects the decision trails and rationales in Non-Final Rejection documents and that the LLM parses
are accurate. We randomly sample 100 applications by selecting 20 patent applications (which
contain 10 to 26 claims, a range within the mean ±1σ) across the five most frequent technology
domains: Circuit-Signal, Device-Hardware, IT-Data Processing, Manufacturing-Mechanics, and
Chemistry-Bio. The validation tasks are divided into 60 bundles (100 claims × 3 reviews / 5
documents), ensuring that every document was examined by at least three experts. Each bundle
contains five Non-Final Rejection documents from the same domain and requires approximately 1.5
hours to review.

To facilitate a comparative review between the original Non-Final Rejection documents and the parsed
output, we develop a web-based evaluation interface (App. B.4.1) that displays both side-by-side. For
every claim, patent professionals are asked to flag errors in four fields: the rejection status (isReject),
cited prior art (citedPatents), legal basis code (sectionCode), and accompanying rationale (reason).

On average, each expert reviews 8.57 bundles (SD = 6.76). Expert review indicated that the parser
accurately extracted data for 92.5% of claims. Across 100 applications (1,874 claims), experts flag
141 claims as erroneous, of which 132 involved an incorrect legal basis code. Inter-rater reliability
is substantial (Fleiss’s kappa = 0.751), yet reviewers still disagree on 32.55% of claims. These
discrepancies highlight both occasional LLM-induced hallucinations and frequent ambiguities in
Non-Final Rejection documents themselves, particularly in how examiners denote citedPatent and
sectionCode. Details of results and a discussion of the challenges inherent in parsing Non-Final
Rejections are provided in the App.B.4.2.

3 Benchmark Tasks

The PANORAMA dataset captures the end-to-end examination workflow and the underlying reasons
for patent applications. Based on the framework of Schmitt et al. [40], we divide this workflow
into three benchmark tasks that replicate the main steps taken by real-world examiners using the
PANORAMA dataset, especially the parsed Non-Final Rejection. Our benchmarks primarily focus on
patent examination under §102 (novelty) and §103 (non-obviousness), where patentability is decided
by comparing the claim with the prior art. Unlike previous novelty prediction tasks [46, 3, 18, 15]
conducted at the application level, we frame each task at the granularity of individual claims, closely
mirroring the key procedural steps of patent examination. We formalize the examination sequence as
follows, treating each step as an independent benchmark:
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• Prior-Art Retrieval for Patent Claims (PAR4PC): Select the document(s) from a pool of
candidate prior-art documents that must be consulted to determine whether the target claim
should be rejected.

• Paragraph Identification for Patent Claims (PI4PC): Given a claim and a prior-art
document, identify the paragraph number within the document that should be compared
with the claim when assessing patentability.

• Novelty and Non-Obviousness Classification for Patent Claims (NOC4PC): Given a
claim and the cited prior-art documents with the relevant paragraphs, determine whether the
claim is novel and non-obvious in relation to that prior art.

3.1 Evaluation Settings

To establish baseline performance in these benchmark tasks, we experiment with 12 different LLMs
using two prompting strategies. We evaluate three proprietary models (GPT-4o [34], Claude-3.7-
sonnet [2], and Gemini-2.0-flash [47]), seven open-source models (Llama-3.1-8B-Instruct [48], Qwen-
2.5-8B-Instruct [36], and EXAONE-3.5-7.8B-Instruct [37], Gemma-3-12B-Instruct [47], Qwen-2.5-
32B-Instruct [36], EXAONE-3.5-32B-Instruct [37], Gemma-3-27B-Instruct [47]), and two reasoning
models (QWQ-32B [36], EXAONE-Deep-32B [38]). We also study the efficacy of PANORAMA as
a training dataset by conducting supervised fine-tuning on each task for three models (Llama-3.1-8B-
Instruct [48], EXAONE-3.5-7.8B-Instruct [37], Qwen2.5-7B-Instruct [36]) and report their respective
performance (Section 3.5).

We consider two prompting strategies: zero-shot and chain-of-thought (CoT) prompting. (For the
reasoning models, we only conducted the CoT prompting experiment.) In the zero-shot setting, the
model receives minimal task-specific instructions and is expected to produce the final answer directly.
In the CoT setting, the model first generates an explicit reasoning process, followed by the final
answer. Preliminary testing shows that a free-reasoning CoT prompt slightly outperforms a CoT
prompt with step-by-step instruction based on USPTO patent examination guidelines (App. C.5).
We therefore report all results using this prompt. Prompts for each task are detailed in the appendix:
PAR4PC in App.C.2.4, PI4PC in App.C.3.4, and NOC4PC in App.C.4.4. Experimental details are in
App.C.6.

Model PAR4PC PI4PC NOC4PC

Zero-shot CoT Zero-shot CoT Zero-shot CoT

Baseline (random) 5.63 27.10 32.33

GPT-4o 47.34 56.95 63.33 62.62 34.69 32.19
Claude 3.7 Sonnet 40.12 40.29 57.33 60.55 35.84 45.40
Gemini 2.0 flash 37.56 43.61 61.96 61.72 21.06 31.79

Llama-3.1-8B-Instruct 13.45 37.99 9.61 0.00 15.71 19.56
Qwen2.5-7B-Instruct 66.11 67.42 29.25 48.41 28.92 20.31
EXAONE-3.5-7.8B-Instruct 0.00 22.52 44.55 41.34 15.00 24.99
Gemma-3-12B-Instruct 56.47 77.30 44.34 31.11 32.54 17.67
Qwen2.5-32B-Instruct 68.94 55.05 60.55 59.94 26.88 33.85
EXAONE-3.5-32B-Instruct 51.46 44.93 49.40 51.06 23.05 28.47
Gemma-3-27B-Instruct 50.19 55.36 54.66 56.22 24.00 22.45

QWQ-32B - 59.03 - 58.98 - 34.73
EXAONE-Deep-32B - 42.59 - 35.80 - 21.23

Table 2: Performance comparison of 12 LLMs across three tasks (PAR4PC, PI4PC, NOC4PC). The
baseline score is the average of 20 trials of random responses. The model with best performance are
bolded.
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3.2 TASK 1: Prior-Art Retrieval for Patent Claims

As the first fine-grained task in patent examination, we introduce a task for retrieving prior art to
evaluate a specific patent claim. Framed as a multiple-choice question, the task presents a target
claim alongside eight candidate prior-art documents. The model must select the document(s) cited by
the examiner in the office action: one document for §102 rejections or multiple for §103 rejections.
Unlike previous prior-art retrieval benchmarks [11, 12, 1, 49, 51], our benchmark uniquely requires
identifying the precise references that can be directly used to assess—and, when appropriate, reject—a
claim.

For each instance, the prompt provides the title, abstract, and claims of the target application, along
with the same three fields for each candidate prior art. Because §103 (non-obviousness) rejections
may rely on combinations of references, we allow multiple correct answers. In addition to gold
answers (cited against the target claim), we include silver answers (cited against other claims in the
same office action but not the target claim) to help models distinguish between fully correct and
merely relevant options. Each question contains eight choices labeled gold, silver, or negative; at
least one gold reference is always present, and the combined number of gold + silver references never
exceeds five.

Results. Table 2 reports summary results for the 2,896 instances in the PAR4PC benchmark (full
scores appear in App. C.2.5). Among the evaluated models, Qwen2.5-32B-Instruct achieves the
highest score in the zero-shot setting (47.34), whereas Gemma-3-12B-Instruct obtains the best result
with chain-of-thought (CoT) prompting (77.30). Most systems outperform the random-guess baseline,
and GPT-4o’s best accuracy reaches 51.04%.

Since each claim rejected under §102 is linked to exactly one gold reference, while §103 rejections
can cite two or more, scores differ between these subsets. Most models achieve higher accuracy on
§102 claims and lower accuracy on §103 claims. Qwen 2.5-7B-Instruct and Gemma 3-12B-Instruct,
however, showed comparatively better results on the §103 items, suggesting that performance varies
with the rejection type.

In general, CoT prompting yields higher scores than zero-shot prompting, with the largest gains
observed on the §103 subset. An exception was Qwen 2.5-32B-Instruct, whose accuracy decreased,
likely because it tended to select a single answer through its own reasoning—an approach suited to
§102 but less effective for §103, where multiple prior-art references may be needed.

3.3 TASK 2: Paragraph Identification for Patent Claims

Next, we introduce a benchmark task that asks LLMs to locate the specific portions of each cited
reference that matter for a target claim. Given the set of prior-art documents retrieved in the previous
step, the benchmark evaluates whether a model can identify the paragraph(s) most pertinent to
assessing the claim’s patentability. The task mirrors a critical phase of real-world examination, where
examiners must pinpoint the exact disclosures that could anticipate a claim or render it obvious,
thereby forming the basis for rejection under §102 or §103.

This task supplies the LLMs with a single claim from the target application and five candidate para-
graphs from one cited reference. The model must select the paragraph most relevant for comparison
with the claim during examination. Each prompt includes the title, abstract, and claim text, followed
by the same three fields for the cited patent and the list of five paragraphs. The paragraph cited by
the USPTO examiner against the target claim in the Office Action is the gold answer; a paragraph
cited in the same Office Action but for a different claim is marked silver; any paragraph never cited is
negative. Every question contains exactly one gold option, may include one silver option, and fills
the remaining slots with negatives. Detailed answer definitions appear in App.C.3.2.

Results. Table 2 presents the brief evaluation results of various LLMs on the 3,402 instances in
the PI4PC benchmark (Detailed results are illustrated in App.C.3.5). GPT-4o achieves the highest
performance across all metrics, scores a 63.33 in the zero-shot setting and 62.62 with CoT prompting.
Overall, most models outperform the random-guess baseline, and GPT-4o’s score represents a 56.06%
accuracy gain over chance.

According to our analysis, models also perform slightly better on claims rejected under §102 than on
those rejected under §103, although the difference is modest. Surprisingly, unlike other benchmarks,
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Model PAR4PC PI4PC NOC4PC

Baseline SFT Baseline SFT Baseline SFT

Llama-3.1-8B-Instruct 13.45 77.98 9.61 69.95 15.71 49.39
Qwen2.5-7B-Instruct 66.11 81.06 29.25 68.87 28.92 48.34
EXAONE-3.5-7.8B-Instruct 0.00 82.92 44.55 65.84 15.00 51.71

Table 3: Supervised fine-tuning results of three LLMs across three tasks (PAR4PC, PI4PC, NOC4PC),
where models prior to SFT are compared as baselines. For each task, the model with the best
performance is bolded.

zero-shot prompts outperform CoT prompts for most LLMs. This suggests that locating the pertinent
paragraphs of a cited invention for patent examination involves complex considerations and may
demand high-quality reasoning.

3.4 TASK 3: Novelty and non-Obviousness Classification for Patent Claims

The last task is to evaluate the capability of LLMs to determine the patentability of given patent
applications, with the comparison of prior art. This task also focuses on §102 and §103, which involve
structured comparative analyses between patent applications and cited inventions, making them clear
and consistent to evaluate. In contrast, §101 and §112 pose challenges due to their complex and
frequently evolving legal interpretations, making assessments complex and less consistent.

The task supplies LLMs with a patent-application claim and the relevant prior art, then asks it to
assess whether the claim is rejected. The prompt contains the title, abstract, and claims of the target
application and the prior arts’ title, abstract, claims, and cited paragraph in the actual Non-final
Rejection. (If a particular claim was not actually rejected, we randomly insert the paragraph that was
cited to reject another claim from the same application.) The LLMs must answer with one of three
labels: rejected by §102, rejected by §103, or allowed. A detailed description of the task construction
in App.C.4.2.

Results. Table 2 presents the brief evaluation results of various LLMs on the 2,884 instances in
the NOC4PC benchmark (detailed results are illustrated in App.C.4.5). Claude-3.7 achieves the best
performance, attaining 35.84 in the zero-shot and 45.40 with CoT.

Overall, our results indicate that assessing a claim’s novelty or non-obviousness remains challenging
for current LLMs. The random-guess baseline for this three-way classification task is 32.33, and
most models score under or only slightly above that level. Our results reveal that several LLMs
collapsed their predictions into a single decision category: EXAONE-3.5-7.8B-Instruct with the
zero-shot returned almost exclusively §102 rejections, GPT-4o with the zero-shot prompt favors
§103 rejections, and GPT-4o with the CoT prompt largely issues allowance decisions. In general,
CoT prompts consistently outperform their zero-shot counterparts. Our analysis finds that LLMs are
generally less biased toward specific answers in CoT prompting.

For CoT Prompting only, we further evaluate how similar the LLM-generated reasoning was to the
actual patent examiner’s reasoning (App.C.4.5). While the analysis does not show a high degree of
similarity between the LLM-generated reasoning and the actual examiner’s reasoning, we do observe
that higher similarity tends to result in higher scores.

3.5 Supervised Fine-Tuning

We also investigate the utility of the PANORAMA dataset as a resource for LLM training. Specifically,
we perform supervised fine-tuning (SFT) on three instruction-tuned LLMs (Llama-3.1-8B-Instruct,
EXAONE-3.5-7.8B-Instruct, and Qwen-2.5-7B-Instruct) using the task-specific training split of
PANORAMA. Due to the absence of ground-truth CoTs, we train and evaluate each task and model
under the zero-shot setting only. Further experimental details are provided in App.C.6. Table 3 reports
the model performance before and after SFT. Although the three baseline models exhibit notably
low scores in their off-the-shelf form, SFT on the PANORAMA training set leads to consistent and
substantial improvements across all tasks and evaluation metrics.
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4 Limitations and Future Work

While PANORAMA and its benchmarks advance in evaluating complex patent reasoning, limitations
exist. Although our dataset is derived from authentic evaluation documents written by domain
experts, converting these materials into a benchmark with quantifiable metrics for LLMs necessarily
abstracts certain aspects of the real-world examination workflow. As a result, the benchmark may still
diverge from the multifaceted tasks performed by human examiners. In particular, for the NOC4PC,
while it demonstrates training signals, further investigation is needed to understand why LLMs still
struggle to achieve high scores. We must therefore verify (1) how difficult the proposed tasks are for
expert practitioners and (2) how well benchmark performance predicts success on the actual patent
examination. Since comprehensive expert involvement demands significant resources, future research
should explore efficient strategies for integrating professional expertise into scalable benchmark
creation and validation processes. In future work, we will investigate this gap and iteratively refine
the benchmark to more faithfully mirror professional practice, ultimately enabling LLMs to support
better—or even partially automate—examiner responsibilities.

Our dataset has several additional limitations. First, while we have processed examination data from
8K high-quality patent applications, this scale could be significantly expanded. If there were multiple
authorized API keys and a substantial budget for LLM parsing and patent agent recruiting fees, it
is possible to extend the dataset, given that the USPTO database contains 7M patent applications.
Second, our data is limited to the USPTO. Since patent examination procedures and standards vary
considerably across different jurisdictions, future research should comprehensively address these
international variations. Finally, because our dataset is based on office actions and deliberately
excludes synthetic data, it lacks rationales explaining why allowed claims were accepted. This
limitation prevented us from performing SFT in the chain-of-thought condition, and we suggest that
future work develop more comprehensive datasets that include not only reasons for claim rejections
but also explanations for allowances.

Potential NLP Tasks Using PANORAMA Dataset. Beyond these benchmarks, the PANORAMA
dataset supports a broad spectrum of downstream tasks. We propose potential benchmark tasks
that can be derived from our dataset, and we encourage the research community to pursue further
challenges associated with contemporary patent evaluations. Real-world patent examination involves
various evaluation criteria–such as §101 and §112–which can evolve over time. Examination is also
an ongoing process, closely tied to later stages like revision. Beyond the three benchmark tasks we
propose, it is essential to explicitly define additional tasks in the evaluation process and develop
models and frameworks that simulate the full patent-examination workflow. In this section, we
outline additional tasks within the patent-examination process that can be benchmarked using the
PANORAMA dataset. Claim Revision Task: PANORAMA’s aligned prosecution records–original
claim, examiner’s rejection, applicant’s amendment, and notice of allowance–support a task in
which a model must propose revised claim language that overcomes the cited prior art. §101/§112
Classification Task: With 16,831 claims rejected under §101 and 23,193 under §112, PANORAMA
enables a task that predicts whether a claim should be rejected on subject-matter eligibility or
specification grounds. Drawing Component Extraction Task: Because the dataset links cited
figures in each Non-Final Rejection to the corresponding drawings, it supports a multimodal task that
requires a model to locate and extract the specific drawing elements relevant to the rejection.

5 Related Works

Patent Examination in NLP. NLP community has long been fascinated by learning problems
in the patent domain and has produced a diverse slate of task-specific datasets, ranging from
subject-classification that predict IPC/CPC technology codes [32, 33, 26, 9], through grant-outcome
prediction that forecast allowance decisions [19], litigation-risk benchmarks that estimate post-grant
legal exposure [56], text-based prior-art retrieval that ranks relevant documents against claim
language [39, 21, 44], image-based retrieval that matches technical drawings [10, 25, 52, 31],
long-document summarization for condensing full specifications [42], and generation-oriented re-
sources supporting claim drafting [23] and claim revision to overcome rejections [22], as well as
novelty-related tasks [14].
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Researchers have explored methods to analyze patent content to predict its novelty and non-
obviousness, fundamental aspects of patentability assessment [50, 35, 40, 17, 53, 57, 3, 4, 43,
45, 6, 16]. Various NLP techniques, including indicator-based methods [50, 35, 40], outlier detec-
tion [17, 53, 57], similarity measurement [3, 4, 43, 45], and supervised learning [6, 16], have been
applied to assess patentability. These prior works approach novelty and non-obviousness prediction
as a binary classification task, leveraging trained models to enhance prediction accuracy [3, 4, 6, 16].
However, Jiang and Goetz [20] highlights the limitations in these approaches: They primarily focus
on predicting novelty, rely on generic patent content (e.g., titles and abstracts) rather than informative
patent claims, and have yet to explore the potential of LLMs for automating patentability assessment.

Dataset for Patent Examination Related-Tasks. HUPD [46], a large-scale, multi-purpose dataset,
allows language models to be evaluated on patent acceptance prediction, while Arts et al. [3] proposed
a dataset for assessing novelty. Jiang et al. [18] introduced a deep-learning dataset for patentability
prediction, combining content (abstract, claim) and network features (citation, inventor, assignee).
Ikoma and Mitamura [15] are the only researchers who utilized Non-final Rejection documents to
evaluate LLMs’ novelty-examination abilities, focusing on the application level. In contrast, we
break down office actions by individual claims, creating a benchmark for claim-level evaluation.
Unlike prior work, which mainly focuses on novelty, our dataset covers multiple tasks, including both
novelty and non-obviousness assessments.

6 Conclusion

In conclusion, we present PANORAMA, a multi-purpose dataset that captures patent examiners’
evaluation trails and rationales behind their evaluations of patent applications. By structuring Non-
Final Rejection documents within the dataset, we derive three sequential benchmark tasks that let
LLMs conduct patent examination on a claim-by-claim basis, closely mirroring the workflow of real
examiners. Our results show that evaluating the patentability of each claim in a patent application
posed significant challenges for LLMs compared to the existing application-level examination.
Additionally, our findings confirm that assessing non-obviousness is a more complex task for LLMs
and requires intricate reasoning and specialized knowledge. However, we want to emphasize that
novelty rejection and non-obviousness assessments are not conducted independently in actual patent
examination, and both must be addressed to support real-world patent examination. We hope
PANORAMA serves as a step toward LLMs that better capture the complexity and nuance of
real-world patent evaluation.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?
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Justification: Our claims match our experimental results.
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• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations of our experiment in Section 4.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: This paper focuses on dataset construction and does not include theoretical proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?
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Answer: [Yes]

Justification: We provide all the details to the best of our capacity. Some of the details have been
shared in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We shared our data and code, see the appendix for details.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
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Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: Details in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report on our data collection attempts and errors in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: We documented this in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We carefully reviewed the NeurIPS Code of Ethics.

Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: We described the potential social impact of this research in the Appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for the responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [No]

Justification: Since our data is based on patent documents that are already publicly available, no
separate safeguard was considered.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: The USPTO data we used is all public data.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]

Justification: We shared details of the dataset generation process and the dataset created to the best of
our capabilities.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: This research does not involve human participants during the dataset construction.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: This research does not involve a study with human participants.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.
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• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [Yes]

Justification: We describe in detail how we used LLM in the data parsing process in section2.2.2 and
the appendix.

Guidelines:

• The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.

Appendix

A Dataset Details

A.1 Data Availability

The PANORAMA dataset and related code are publicly available:

• Task and Code: https://github.com/LGAI-Research/PANORAMA

• Hugging Face Dataset: https://huggingface.co/datasets/LG-AI-Research/PANORAMA

Sample test code and instructions for reproducibility are provided in the Task GitHub repository above.

A.2 Dataset Structure

Below, we provide a representative JSON snippet illustrating the structure of an individual PANORAMA dataset
record. The dataset distinguishes between initial claims, defined as the claims presented immediately before
receiving the first Office Action (OA), and final claims, defined as the claims immediately before receiving the
Notice of Allowance (NOA). Here, Office Action (OA) refers to official correspondence from a patent examiner
evaluating patentability, which can be either a Non-Final Office Action (CTNF)—a preliminary evaluation
identifying issues that require amendment or response—or a Final Office Action (CTFR)—the examiner’s
definitive determination regarding patentability unless appealed or further amended. The Notice of Allowance
(NOA) indicates that the examiner has deemed the claims allowable, signifying readiness for patent issuance
upon payment of associated fees. This example includes key fields such as application number, abstract, initial
claims, final claims, CTNF and NOA document texts, and cited patents.

{
"record_id": 3,
"applicationNumber": 14735126,
"title": "Gas distributors used in wafer carriers",
"abstract": "ABSTRACT The present invention relates to gas distributors used in

↪→ wafer carriers. The gas distributors comprise a body with an interior
↪→ space, a separator configured at the front side of the body in the
↪→ interior space, and an air inlet connected with the body. One edge of
↪→ the separator and the front side of the body together form a passage.
↪→ ...",

"initialClaims": [
"1. A gas distributor used in wafer carriers, comprising: a body having an

↪→ interior space; and a separator configured in the interior space,
↪→ wherein one edge of the separator and the front side of the body
↪→ form a passage, and wherein the separator divides the interior space
↪→ into: a first room connected with an air inlet, wherein the air
↪→ inlet and passage are configured at adjacent sides of the body; and
↪→ a second room connected with at least one air outlet, wherein the at
↪→ least one air outlet is configured on the rear side of the body.",
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"2. The gas distributor used in wafer carriers as claimed in claim 1,
↪→ wherein the separator further comprises an extended member, and
↪→ wherein the extended member extends into the first room.",

"3. The gas distributor used in wafer carriers as claimed in claim 2,
↪→ wherein the extended member has a plane facing the front side of the
↪→ body, and wherein the width of the plane is greater at the end away
↪→ from the air inlet.",

...
],

"finalClaims": [
"1. (Cancelled)",
"2. (Cancelled)",
"3. A gas distributor used in wafer carriers, comprising: a body having an

↪→ interior space, wherein the interior space comprises a front side
↪→ and a back side; a separator being configured in the interior space,
↪→ wherein the separator comprises a first edge and a second edge, the
↪→ first edge is connected with the front side of the interior space
↪→ and the second edge reaches the back side of the interior space,
↪→ forming a passage; wherein the separator divides the interior space
↪→ into: a first room connected with an air inlet, wherein the air
↪→ inlet is configured in a bottom of the first room; and a second room
↪→ connected with at least one air outlet, wherein the at least one air
↪→ outlet is configured on the front side of the interior space;
↪→ wherein the separator further comprises an extended member which is
↪→ connected with the second edge of the separator, and the extended
↪→ member is parallel to the back side of an interior space in the
↪→ first room; The-gas- distriuter used in wafer cer claimed in claim
↪→ 1, wherein the extended member has a first end and a second end;
↪→ wherein the first end is located at the bottom of the first room,
↪→ and the second end is located on top of the first room; wherein a
↪→ first width of the extended member between the first end of the
↪→ extended member and the second edge of the separator is smaller than
↪→ a second width of the extended member between the second end of the
↪→ extended member and the second edge of the separator.",

...
],
"CTNFDocumentIdentifier": "IWGK9PBYRXEAPX1",
"CTNFBodyText": "",
"NOABodyText": "",
"patentsCitedByExaminer": [

{
"referenceIdentifier": "6758876",
"title": "Substrate transport apparatus, pod and method",
"abstract": "A method of using a substrate transport pod suitable for

↪→ manufacturing semiconductor devices...",
"claims": [

"1. A method for transporting substrates between a plurality of
↪→ processes, comprising: loading the substrates into a pod...",

...
]

}
],
"firstInventorToFileIndicator": "Y",
"applicationStatusCode": 150,
"applicationTypeCode": "UTL",
"entityStatusData": {

"smallEntityStatusIndicator": false,
"businessEntityStatusCategory": "Small"

},
"filingDate": "2015-06-09",
"class/subclass": "137/573",
"nationalStageIndicator": false,
"firstInventorName": "CHIN-MING LIN",
"cpcClassificationBag": [

"H01L21/67393",
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"Y10T137/86212"
],
"effectiveFilingDate": "2015-06-09",
"publicationDateBag": [

"2015-12-10"
],
"publicationSequenceNumberBag": [

"0357218"
],
"earliestPublicationDate": "2015-12-10",
"applicationTypeLabelName": "Utility",
"applicationStatusDate": "2018-01-31",
"class": "137",
"applicationTypeCategory": "REGULAR",
"applicationStatusDescriptionText": "Patented Case",
"patentNumber": "9899246",
"grantDate": "2018-02-20",
"applicantBag": [

{
"applicantNameText": "GUDENG PRECISION INDUSTRIAL CO., LTD",
"correspondenceAddressBag": [

{
"cityName": "New Taipei City",
"countryCode": "TW",
"nameLineOneText": "GUDENG PRECISION INDUSTRIAL CO., LTD",
"countryName": "TAIWAN",
"postalAddressCategory": "postal"

}
]

}
],
"firstApplicantName": "GUDENG PRECISION INDUSTRIAL CO., LTD",
"customerNumber": 88174,
"groupArtUnitNumber": "3753",
"earliestPublicationNumber": "US20150357218A1",
"inventionTitle": "GAS DISTRIBUTOR USED IN WAFER CARRIERS",
"applicationConfirmationNumber": 3190,
"examinerNameText": "HICKS, ANGELISA",
"subclass": "573",
"publicationCategoryBag": [

"Granted/Issued",
"Pre-Grant Publications - PGPub"

],
"docketNumber": "KS-00041"

}

A.3 Parsed CTNF structure

The following section describes the structured JSON representation obtained by parsing Non-Final Office Action
(CTNF) documents. Each CTNF document is converted into a structured JSON format containing detailed
information for every individual claim examined within the action. Each claim is represented with a set of clearly
defined attributes. The attribute claimNumber specifies the numerical identifier of the claim, and parentClaim
indicates the claim it depends on, with a value of −1 signifying an independent claim. The boolean attribute
isReject records whether the claim has been rejected by the examiner. If the claim has been rejected, the
detailed reasoning behind the rejection is provided under the reasons field. Each rejection reason entry includes
a U.S.C. section code (sectionCode) to specify the legal grounds (e.g., §102 for anticipation or §103 for
obviousness), along with explicit evidence from cited patents. Such evidence includes the cited patent number
(patentNum), relevant paragraph numbers (text), and associated figure reference numerals (img). Additionally,
the examiner’s detailed textual explanation for the rejection is documented in the reason field. This structured
representation provides comprehensive and logically organized information from CTNF, facilitating accurate
computational analysis and efficient retrieval of patent examination details for subsequent benchmarking tasks.

{
"claims": [
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{
"claimNumber": 1,
"parentClaim": -1,
"isReject": true,
"reasons": [

{
"sectionCode": 102,
"citedPatents": [

{
"patentNum": "US 20070159740",
"text": [112, 113, 114, 115, 116, 117, 118, 119],
"img": ["12"]

}
],
"reason": "Regarding claim 1, Williams teaches a power cord..."

}
]

},
{

"claimNumber": 2,
"parentClaim": 1,
"isReject": true,
"reasons": [

{
"sectionCode": 102,
"citedPatents": [

{
"patentNum": "US 20070159740",
"text": [120, 121],
"img": ["12"]

}
],
"reason": "Regarding claim 2, Williams teaches the power cord

↪→ with leakage current detection and interruption device of
↪→ claim 1,..."

}
]

},
// ... additional items with same structure

]
}

A.4 Parsed Specification structure

The following section describes the structured JSON representation obtained by parsing patent specification
documents. Each parsed specification is represented as a JSON object containing an array named items, which
stores entries corresponding to individual paragraphs within the original document. Each entry consists of
two fields: a four-digit numerical key (key) and the associated textual content (content). These numerical
keys directly reflect the paragraph numbering present in the original patent specification. This structured JSON
representation maintains the sequential integrity of the original specification, facilitating efficient computational
access and precise information retrieval for downstream benchmarking tasks.

{
"id": "spec_txt_20020051537",
"items": [
{
"key": "0001",
"content": "This application hereby claims priority 35 U.S.C. section 119 to

↪→ U.S. Provisional Patent Application..."
},
{
"key": "0002",
"content": "1. Field of the Invention"

},
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Figure 3: Distribution of Claims Count in USPTO Patent Applications. The three panels show the
frequency distribution of: (Left) initial claims count in original patent applications, (Center) final
claims count including canceled claims during prosecution, and (Right) final claims count excluding
canceled claims.

{
"key": "0003",
"content": "The present invention relates generally to..."

},
{
"key": "0004",
"content": "2. Related Art"

},
// ... additional items with same structure
{
"key": "0107",
"content": "The foregoing descriptions of embodiments of..."

}
]

}

A.5 Statistical Overview

The PANORAMA dataset provides comprehensive insights into patent prosecution patterns through various sta-
tistical distributions. We analyzed key metrics including claim counts, rejection codes, technological categories,
citation patterns, and rejection rates across the dataset.

Figure 3 illustrates the distribution of patent claims across three perspectives. Initial applications typically
contain 20 claims, with a notable peak at 20-25 claims reflecting the USPTO’s base filing fee structure that
covers up to 20 claims. During prosecution, many claims are modified or canceled, resulting in different final
claim distributions. When excluding canceled claims, the majority of patents maintain 15-20 active claims, with
fewer applications exceeding 25 claims.

Figure 4 presents rejection patterns and technological distributions within PANORAMA. The left panel shows
that §103 (non-obviousness) dominates with 65,158 rejections, followed by §102 (novelty) with 39,325 rejections.
§112 (specification) and §101 (subject matter eligibility) account for 23,193 and 16,831 rejections, respectively.
The right panel reveals that over half of the patents fall into diverse technical fields ("Others" at 50.68%), while
major categories include G06F (Digital Data Processing, 11.67%), H01L (Semiconductor Devices, 10.76%), and
H04L (Digital Information Transmission, 7.54%).

Figure 5 examines citation patterns and rejection outcomes. The left panel demonstrates that most patent appli-
cations cite minimal prior art, with 5,909 applications citing 0-2 patents and the majority citing fewer than five
references. The right panel reveals a heavily skewed distribution of rejection rates, with an overwhelming con-
centration at 1.0, where 6,170 applications experienced complete rejection. This extreme skewness—contrasting
with only 305 applications at 0.0 rejection rate—indicates that the vast majority of patent applications face
complete initial rejection of all claims, rather than partial acceptance.

Table 4 presents the statistics of patent components in our dataset. Initial claims have a mean count of 17.81 per
patent application with considerable variance (SD = 6.92), ranging from applications with no claims to those
with as many as 118 claims. The mean textual length is 434.88 characters per claim. Final claims show similar
patterns with a slightly lower mean count (16.78) but greater variability in length, with some claims extending to
17,733 characters. This indicates a refinement process where claims tend to become more detailed and specific
during prosecution. The specification components display significant complexity with an average of 132.81
items per document and substantial variability (SD = 173.34). The mean content length of specification items is
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PANORAMA dataset.
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Figure 5: Distribution of cited patents count (left) and rejection rates (right) in the PANORAMA
dataset.

534.99 characters, with some reaching up to 176,266 characters, highlighting the detailed technical descriptions
contained in patent applications.

Table 5 provides statistics on the length of different patent document types. The substantial difference in
document lengths reflects their distinct purposes in the patent prosecution process. Patent abstracts are concise
(mean length = 849.65 characters), while Non-Final Office Actions (CTNF) are the most verbose (mean =
13,414.35 characters), containing detailed examiner feedback. Notices of Allowance (NOA) fall in between
(mean = 4,982.83 characters), focusing on the rationale for patent approval.

A.6 Licensing Information

The dataset is released under the Creative Commons Attribution-NonCommercial 4.0 International License.

B Curation Details of Dataset

This section describes how the PANORAMA dataset was curated using publicly accessible APIs provided by the
USPTO.

B.1 Data Collection and Initial Filtering

The PANORAMA dataset was systematically curated using publicly accessible APIs provided by the USPTO.
The detailed data collection and initial filtering procedures are outlined below:

1. Retrieval of Non-Final Rejection Documents: Non-Final Rejection documents were retrieved via
the USPTO OA Text Retrieval API (https://developer.uspto.gov/ds-api/oa_actions/v1/
records). Specifically, we targeted Non-Final Rejection documents issued between January 1, 2015,
and December 31, 2024, utilizing query criteria based on legacy document code identifiers and grant
date ranges.
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Component Metric Mean ± SD Min Max

Initial Claims Count 17.81 ± 6.92 0 118
Length (chars) 434.88 ± 307.87 49 12,323

Final Claims Count 16.78 ± 7.12 0 134
Length (chars) 505.33 ± 395.75 74 17,733

Specification Item Count 132.81 ± 173.34 6 8144
Content Length (chars) 534.99 ± 541.46 0 176,266

Table 4: Statistics of Patent Claims and Specification Components

Document Type Mean ± SD Min Max

Abstract 849.65 ± 909.18 64 75,767
CTNF 13,414.35 ± 10,874.00 4 133,119
NOA 4,982.83 ± 3,624.40 266 53,917

Table 5: Statistics of Patent Document Lengths (in characters)

2. Filtering for First Non-Final Rejection Documents: Retrieved Non-Final Rejection documents
were filtered to include only the earliest-issued document per the patent application, excluding any
subsequent documents for the same application.

3. Final Rejection and Allowance Status Verification: Applications were filtered based on examination
outcomes, to include only those that ultimately received a Notice of Allowance (NOA) without
encountering a Final Rejection (CTFR).

4. Document Consistency Check (Non-Final Rejection and Notice of Allowance): Applications with
inconsistencies, including modifications in abstracts or specifications between the initial Non-Final
Rejection document and the subsequent Notice of Allowance document, were excluded to maintain
data consistency and validity.

5. Detailed Document Collection via Patent File Wrapper API: For each valid application, additional
documentation was systematically collected using the Patent File Wrapper API (https://beta-api.
uspto.gov/api/v1/patent/applications/\{applicationNumber\}/documents). Key doc-
uments retrieved included application specifications, abstracts, initial claims (claims presented imme-
diately before the first Office Action), final claims (claims presented immediately before the Notice of
Allowance), and associated drawings. XML parsing was extensively used to extract structured content
from these documents.

6. Citation Data Extraction: Patents cited by examiners within the Non-Final Rejection documents
were comprehensively identified and collected. For each cited patent, relevant information—including
abstracts, claims, specifications, and drawings—was systematically extracted using the Enriched Cited
Reference Metadata API and the patent_client Python library.

7. Structured Data Compilation: All collected and extracted data were meticulously structured into
standardized JSON format, consolidating application metadata, claim details, examiner-cited patent
information, and textual content of associated documents.

In total, we initially retrieved 206,767 patent records, which were then subjected to our rigorous filtering criteria.
After applying all filtering steps, only 12,839 records (6.21%) were retained for further processing. The detailed
statistics of this filtering process are presented in Table 6.

B.2 Generation of Parsed Non-Final Rejection Documents

Following the initial data collection and filtering, we transformed the retained patent records into structured
Non-Final Rejection documents suitable for further validation and analysis. To automate this parsing procedure,
we employed the GPT-4o model, leveraging its capabilities to systematically extract claim rejection details from
raw Non-Final Rejection Documents texts. The detailed steps are described below:
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Details Count

Document was not the first CTNF for the application 64,646
application received Final Rejection (CTFR) 4
NOA document XML format missing 2
NOA XML parsing errors 41,586
Specification retrieval or parsing failure 18,476
Abstract retrieval or parsing failure 9,186
Drawing retrieval or parsing failure 593
Initial claims retrieval or parsing failure 10,609
Final claims retrieval or parsing failure 4,988
Cited patent missing claims information 43,838

Table 6: Detailed summary of data exclusion errors

1. Organization of Input Data: The retained records were stored as JSON files in a standardized naming
convention (rec_rXXXXX_{applicationNumber}.json) within a dedicated directory, facilitating
automated processing and traceability.

2. Automated Parsing Process: Each record file underwent the following automated parsing steps:

• Application-specific data such as the application number, initial claims, and the raw CTNF body
text (CTNFBodyText) were extracted.

• These data points, combined with the structured parsing prompt provided in Section B.2.1, were
input into the GPT-4o model via the OpenAI API.

• The model’s responses, structured as JSON, were retrieved and rigorously validated to ensure
format consistency and correctness.

3. Structured Output Generation: The validated, structured outputs from GPT-4o were saved as new
JSON files named pC_rXXXXX_{applicationNumber}.json. This structured storage ensured easy
access, further validation, and reproducibility in subsequent steps.

4. Robust Error Management: Throughout this automated parsing stage, rigorous error handling was
implemented. All encountered issues—including missing input files, invalid JSON outputs from
GPT-4o, or parsing inconsistencies—were systematically logged and reviewed, thereby maintaining
the integrity of the generated parsed Non-Final Rejection documents.

B.2.1 Parsing Prompt

The following prompt was used to instruct the GPT-4o model on extracting structured information from the
Non-Final Rejection documents:

IMPORTANT: You must ONLY return the requested JSON structure. Do not include ANY
additional text, explanations, or comments before or after the JSON.

Task Overview:
The task you need to perform is to parse the CTNF txt document into JSON. The

corresponding Claims(in array) are provided as a reference, but you are not
parsing them.

The final output should look like the following JSON structure.

OUTPUT FORMAT:
{
"claims": [
{

"claimNumber": <integer>,
"parentClaim": <integer>,
"isReject": <boolean>,
"reasons": [{
"sectionCode": <integer>,
"citedPatents": <array of strings>,
"reason": <string>
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}]
}

]
}

Parsing Instructions:
1. Initial Analysis:
- Read CTNF document and corresponding Claims carefully.
- Identify all claim numbers mentioned anywhere in CTNF.
- Look for Common range formats, such as:
* "Claims 1-19"
* "Claims 1, 2, and 4-7"
* "Claims 1-10 and 15"

- For claim ranges:
* Expand ranges to include all individual claim numbers.
- For example, "Claims 1, 2, and 4-7" should be processed as claims 1, 2, 4, 5,

6, 7.
* Even if the CTNF bundles multiple claims together, the JSON output should list

them as individual claims.

2. Extraction Guidelines for Each Field:
For claimNumber:
- Return claim number as an integer.
- Include ALL claims that appears in the corresponding Claims.
- Exclude CANCELED claims among the corresponding claims.

For parentClaim:
- Determine if the claim is independent or dependent by checking the corresponding

Claims.
* Dependent claims begin with expressions like "The crossover of claim 7...", "The

method of claim 13...", etc.
- If the claim is dependent, return the number of the referenced claim.
- If the claim is independent, return -1.
- Note: Claim 1 is always an independent claim.

For isReject:
- Look for sections titled "Claim Rejections" or similar in CTNF.
- Return true if the claim is rejected under any U.S.C. section.
- Return false if:
* The claim is only objected to.
* The claim is indicated as allowable.
* The claim is not mentioned in the CTNF document.
* The claim is allowed but depends on a rejected claim (e.g., "Claims 4 and 17-18

are objected to as being dependent upon a rejected base claim, but would be
allowable if rewritten in independent form including all of the limitations of
the base claim and any intervening claims.").

For reasons:
- Find all U.S.C. section codes and corresponding reasons under which the claim is

rejected.
- For each section code, add an object to the reasons array containing sectionCode,

citedPatents, and reason.
- If the claim is not rejected, return an empty array [].
- In most cases, there will be one reject reason for one section code, but if there

are multiple rejections for the same claim with different cited patents, there
may be multiple json children with the same section code.

Subfields of reasons:
For sectionCode:
- Return the numerical section code under which the claim was rejected.
- Common formats include "35 U.S.C. §102a1", "35 U.S.C. §103", "35 U.S.C. §101", "35

U.S.C. §112".
- Extract only the numerical parts (e.g., 102, 103).

For citedPatents:
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- Return array of all relevant patent citations for each claim.
- Identify citations in formats such as:
* US patent applications: "US 20150048242", "US 2015/0048242".
* US patents: "US 9495285", "9,495,285".
* Foreign patents: "EP 1234567 ", "JP 2015-123456".

- Citation locations:
* Usually found in the rejection heading (e.g., "rejected under 35 U.S.C. 103 as

being unpatentable over Remillard et al (US 20150048242)").
* May appear in combination formats (e.g., "Remillard et al (US 20150048242) in

view of HSU et al (US 9495285)").
* May be referenced later by author name only (e.g., "Remillard et al").

- For different rejection types:
* 102 rejections: Include the single cited reference.
* 103 rejections:
- Include all references.
- Maintain citation order (primary reference first).
- Include references after "in view of ", "and further in view of", etc.

- Special cases:
* If only the author name is mentioned, look for the full citation earlier in the

document.
* Standardize formatting variations to a simplified format.
* If no patent/publication number is found but the reference is clearly cited,

omit that citation.
- Return as array of strings in standardized format:
* Include the country code (e.g., "JP 2015-123456").
* US patent applications: "US" + space + 11-digit number (e.g., "US 20150048242")
* US patents: "US" + space + 7 or 8-digit number (e.g., "US 9495285")
* Return an empty array [] if no citations are found.

For reason:
- Extract detailed technical reasoning from the rejection explanation.
- IMPORTANT: Do not summarize. Keep the rationale sentences from the original

document intact.
- The reason must start with "Regarding Claim #" followed by the single

corresponding claimNumber.
- Include specific elements and their relationships mentioned in the rejection.
- Do not include the phrase "claim _ rejected under 35 U.S.C §_" in the reason field

.
- Even if a reason is written for multiple claims in the original document, the

reason should only pertain to the corresponding claimNumber.
- Add references to specific cited patents by replacing author citations with full

patent numbers:
* Original text: "Walberg et al. teaches an electrosurgical device..."
* Should become: "Walberg et al. (US 20150151601) teaches an electrosurgical

device..."
* Always include the full patent number in parentheses after the author name
* Do this for all author citations in the reason text

- Look for patterns such as:
* Component definitions with reference numbers (e.g., "first electrode (16)").
* Paragraph references (e.g., "paragraph 0013").
* Figure references (e.g., "Figure 11B").
* Technical relationships between components.
* Material specifications.
* Functional descriptions.

- When multiple components are described:
* Include their structural relationships (e.g., "disposed between ", "disposed on

").
* Include their functional relationships.
* Include reference numbers and paragraph citations.

- For claim dependencies:
* Include which parent claim is being referenced.
* Include any specific limitations being added.

- Return the reason as a string, maintaining technical detail while being concise.
- For claims in a range, also indicate the range reference.
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3. Example Scenarios:
Claim Range with Multiple Rejections:
CTNF Text:
"Claims 1-5 are rejected under 35 U.S.C. 112... Claims 1-5 are rejected under 35 U.S

.C. 103..."

Example JSON for Claim 1:
{

"claimNumber": 1,
"parentClaim": -1,
"isReject": true,
"reasons": [
{
"sectionCode": 112,
"citedPatents": [],
"reason": "Regarding Claim 1, the phrase or other laydown area required for

transfer cask operations renders the claim(s) indefinite because the
claim(s) include(s) elements not actually disclosed (those encompassed
by or other laydown area), thereby rendering the scope of the claim(s)
unascertainable."

},
{
"sectionCode": 103,
"citedPatents": ["US 20150048242", "US 9495285"],
"reason": "Regarding Claim 1, US 20150048242 discloses a method, the method

comprising: loading a container of spent fuel (waste canister) into a
cavity of a transfer cask (transporter cask) (pg. 5.57, paras
[0001]-[0002]); placing a shielding sleeve around the transfer cask (pg.
5.57, para [0002]); simultaneously lifting the transfer cask and the

shielding sleeve over a storage cask (dry well) (pg. 5.57, paras
[0001]-[0002], [0004]); and transferring the container of spent fuel
from the transfer cask to the storage cask (pg. 5.57, para [0004]-pg.
5.58, para [0000]). US 20150048242 does not specifically disclose the
method is for transferring spent fuel from wet storage to dry storage;
however, US 9495285 discloses transferring spent fuel from wet storage
to dry storage (Abstract, para [0022]). It would have been obvious to a
person skilled in the art to modify the method of Rasmussen in
accordance with the teachings of 340 such that the method is for
transferring spent fuel from wet storage to dry storage, since it would
allow the fuel to be placed in long term or off site storage (see 340
para [0002])."

}
]

}

Allowed Claims Range:
CTNF Text:
"Claims 1-19 are allowed..."
Example JSON for Claim 6:
{

"claimNumber": 6,
"parentClaim": 1,
"isReject": false,
"reasons": []

}

4. Special Instructions:
- For claims not mentioned in the CTNF document, use the following defaults:
* isReject: false
* reasons: []

- Maintain claim number order in the output array.
- If rejected for multiple reasons, they are arranged in the following order: 101,

112, 102, 103, etc.
- Be precise in extracting section codes and patent numbers.
- Return ONLY the JSON structure with NO additional text.
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Now, analyze the provided CTNF document and extract the requested information into
ONLY the JSON structure. Return nothing but the JSON.

We performed additional parsing to extract specific paragraphs or particular drawing elements of the cited patent
mentioned in the Non-Final Rejection document. (Although our experiment carried out parsing twice, the
procedure could be consolidated into a single parsing step.) The prompt is as follows:

IMPORTANT: You must ONLY return the requested JSON structure. Do not include any
additional text, explanations, or comments before or after the JSON.

Task:
Your job is to read the original CTNF document and enrich the citedPatents part of

the CTNF data parsed into JSON. (If the original CTNF document is not provided,
refer to the reason text to perform this task.)

1. For every claim in the JSON, check if ‘isReject‘ is ‘true‘ and any ‘reason‘ has a
‘sectionCode‘ of ‘102‘ or ‘103‘.

2. For those claims, look for paragraph references in the original CTNF document of
the form ‘[NNNN]‘ (4 digits), including ranges such as ‘[000N]-[00NN]‘.

- Convert each reference to an integer and, if a range is found, expand it. For
example, ‘[0011]-[0016]‘ -> ‘[11, 12, 13, 14, 15, 16]‘.

3. For those same claims, also look for figure references in the original CTNF
document of the form ‘(fig.XYZ)‘, ‘(Fig.12)‘, etc.

- Normalize them to strings without "fig" or "Fig.". For example, ‘(fig.3A)‘ ->
‘"3A"‘, ‘(Fig.12)‘ -> ‘"12"‘.

- If the same figure reference appears multiple times for the same patent, list
it only once (no duplicates).

IMPORTANT: Only include paragraph numbers in ’text’ and ’img’ if they specifically
apply to the same patent number mentioned in the reason text. If paragraph
references are associated with a different patent, do not include them. If the
same paragraph number or range is mentioned multiple times for the same patent,
list it only once (no duplicates).

4. For each item in the ‘"citedPatents"‘ array (currently a list of strings like ‘["
US 20070159740"]‘), transform it into an array of objects with the following
structure:

‘‘‘json
[
{
"patentNum": "<the existing patent number string>",
"text": [<unique paragraph numbers>],
"img": [<unique figure labels>]

}
]

Apply these "text" and "img" references to every cited patent in the same reason if
the references specifically belong to that patent.

5. If no paragraph or figure references are found for a particular patent within a
reason, the "text" or "img" field should be an empty array ([]).

6. Return ONLY the final transformed JSON, with no extra commentary. Keep the
existing JSON structure (claims, reasons, etc.) and replace "citedPatents":
["..."] with "citedPatents": [{"patentNum": "...", "text": [...], "img":
[...]}] as specified.

B.3 Analysis of Post Data Validation

After initial data collection and parsing, a rigorous validation process was applied to ensure dataset accuracy and
quality. This validation consisted of the following steps:
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Details Count

Invalid format parsing by GPT 1,763
Patents only in parsed CTNF 1,462
CTNF-record Claims count mismatch 1,055
Multiple CTNF files found 131

Table 7: Detailed summary of validation errors (duplicate instances may occur)

• Claims Consistency Check: Confirms that the total number of claims in each record and its corre-
sponding Non-Final Rejection file are identical.

• Cited Patents Consistency Check: Checks whether the set of cited patents in the Non-Final Rejection
matches those listed in the collected records. Suppose a patent document does not exist in the USPTO
database (commonly because it originates from other jurisdictions such as Europe, Japan, or Korea).
In that case, it may appear as missing or unavailable.

• Delete duplicated parsed Non-Final Rejection files: When multiple parsed Non-Final Rejection
files possess an identical application number, the file with the most substantial size is retained, while
all others are eliminated.

Table 7 summarizes the statistics for validation-related failures. And, the Table 8 summarizes the initial data
collection attempts to the final data collected.

Data Processing Stage Records Attempted Records Retained Retention Rate

Data Collection and Initial Filtering 206,767 12,839 6.21%

Post Data Validation 12,839 8,143 63.42%

Final Dataset 206,767 8,143 3.94%

Table 8: Data retention through curation steps

B.4 Details of Expert Validation

B.4.1 Validation System and Procedure

We designed a structured expert evaluation procedure to validate the performance and accuracy of our GPT-
4o-based parsing system for extracting claim rejection details from USPTO Non-Final Rejection documents.
Experienced USPTO patent researchers and agents were recruited through Upwork to conduct this evaluation
using a customized web-based platform explicitly developed for this study.

The evaluation involved 100 randomly selected patent applications from the PANORAMA dataset, evenly
distributed across five technical domains: Circuit-Signal, Device-Hardware, IT-Data Processing, Manufacturing-
Mechanics, and Chemistry-Bio. We selected 20 patent applications from each domain containing 10–26 claims
each, which reflects a range within one standard deviation of the dataset’s average claim count. These applications
were further grouped into evaluation bundles of five applications each, resulting in four bundles per domain and
20 evaluation bundles across all domains.

Upon selecting an evaluation bundle aligned with their expertise, experts accessed the detailed evaluation
interface shown in Figure 6. This interface was specifically designed to facilitate systematic and accurate
validation of GPT-4o’s parsed claim rejection data against original USPTO Non-Final Rejection documents.

The evaluation interface consists of two main panels:

Original Documents Panel (1). Panel (1) provides experts with the original Non-Final Rejection documents
authored by USPTO patent examiners. It is implemented as a tabbed view containing two separate tabs: the
default tab, "Non-Final Rejection," which shows the complete CTNF text, and the "Claims" tab, listing all the
claims from the patent application under evaluation. Experts primarily reference the "Non-Final Rejection" tab
content to verify the accuracy of parsed claims.

Parsed Claims Evaluation Panel (2). Panel (2) presents structured parsing results generated by the GPT-4o
model. Parsed claims are displayed in an accordion-style list format, where each claim can be individually
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Figure 6: Bundle Evaluation Interface. The left panel (B-1) displays the original Non-Final Rejection
and Claims documents in a tabbed view, with the default tab showing the rejection document. The
right panel (B-2) shows the GPT-parsed claim information, including rejection status, legal codes,
cited patents, and editable fields.

expanded for detailed review. Experts evaluate each claim systematically by comparing the parsed output against
the original rejection document in Panel (1).

Within this panel, the following key components are highlighted:

Claim Status Buttons (2-1). These buttons indicate the parsed rejection or acceptance status of each claim.
Selecting ‘Rejected’ reveals further detailed information about the rejection reasons.

Rejection Reasons Section (2-2). When a claim is marked as ‘Rejected,’ the interface displays specific legal
section codes (e.g., §101, §102, §103, §112) and corresponding detailed textual explanations parsed by GPT-
4o. A single claim may contain multiple rejection reasons; thus, this section supports displaying multiple
reasons clearly. If experts identify a missing reason, they can manually add it using the "Add Reason" button.
Additionally, cited patents related to the rejection reasons can be reviewed and modified directly through the
interface.

Confirmation Checkboxes (2-3). Experts are required to carefully verify each parsed element—claim status,
rejection reasons, section codes, and cited patents. If no discrepancies are found or after making necessary
corrections, experts confirm their review by checking these confirmation boxes. Once all checkboxes for a claim
are confirmed, the claim’s accordion header changes its background color to green (2-4), visually indicating that
the claim’s evaluation is complete.

Report Error Button (3). If experts encounter issues that cannot be corrected directly within the provided
editing interface, such as severe parsing errors or critical system issues, they utilize the "Report Error" button
positioned at the top-right corner of the interface. Upon clicking this button, experts specify the error type and
provide detailed descriptions, allowing the research team to separately review and address these issues.

Upon completion of the review for all claims within a document, experts proceed to the next document in the
bundle. After evaluating all five documents in the bundle, a final submission step records the experts’ corrections
and confirmations. All evaluated data, including corrections and confirmations, are systematically saved to the
server in JSON format and subsequently analyzed to assess discrepancies with GPT-4o’s original parsing output.

B.4.2 Result of Expert Validation

We validated the results of parsing 100 patent documents from seven experts. We compared the LLM-parsed
Non-Final Rejection documents to those corrected by the experts, analyzing the differences across four fields:
isReject, sectionCode, citedPatent, and reason. We first assessed the agreement among three experts correcting a
single Non-Final Rejection (Table 9). For all fields, Fleiss’ kappa values exceeded 0.7 for all fields, indicating
substantial agreement. However, the overall agreement was 67.45%, reflecting discrepancies in some fields.
These differences largely stem from the inherent ambiguity of Non-Final Rejection documents, which often lack
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Fleiss’ κ 3 agree (%) 2 agree (%) All different (%)

isReject 0.787 91.14 8.86 0.00
sectionCode 0.795 75.35 23.11 1.55
citedPatents 0.771 70.38 22.68 6.94
reasons_length 0.740 79.56 19.80 0.64
Composite (all fields) 0.751 67.45 25.45 7.10

Table 9: Consensus statistics across three experts

explicitly filled fields. Notably, it was rare for all three experts to disagree simultaneously, and there were no
cases of disagreement in the isReject field.

Cohen’s κ Exact match (%) Unmatched #

isReject 0.981 99.5 10
sectionCode 0.910 92.8 135
citedPatents 0.987 98.8 23
reasons_length 0.982 99.1 17
Composite (all fields) 0.922 92.5 141

Table 10: Similarity between model output and expert validation result.

Given the differences among the experts, we compared the majority consensus to the LLM-parsed data (Table10).
We found a very high agreement rate, with a Cohen’s Kappa of over 0.9, indicating that most of our data was
parsed accurately. However, some exceptions were identified, notably 135 cases where the sectionCode was
incorrect.

C Details of Benchmark Tasks

C.1 Data Availability

All benchmarks are publicly available:

• PAR4PC: https://huggingface.co/datasets/DxD-Lab/PANORAMA-PAR4PC-Bench

• PI4PC: https://huggingface.co/datasets/DxD-Lab/PANORAMA-PI4PC-Bench

• NOC4PC: https://huggingface.co/datasets/DxD-Lab/PANORAMA-NOC4PC-Bench

C.2 Prior Art Retrieval for Patent Claims (PAR4PC)

C.2.1 Task Description

Table 11 provides a statistical overview of the PAR4PC benchmark dataset, showing token length distributions
across training, validation, and test splits using the o200k_base tokenizer. The dataset consists of 59,953 total
samples with consistently long sequences averaging over 16,000 tokens, positioning it as a demanding benchmark
for evaluating long-context understanding capabilities.

The Task consists of individual JSON files, each representing a single question designed to evaluate the model’s
ability to identify relevant cited patents. Each JSON file contains structured information about the patent
application under examination (the ‘context’) and several candidate patents presented as options (A-H). The
structure includes the application’s title, abstract, and claims, as well as similar details for each candidate patent
option. Additionally, it provides the ground truth labels (‘gold’, ‘silver’, ‘negative’) indicating the relevance of
each option as a cited patent for a specific claim of the application under examination. Table 12 details the key
fields and their data types within a typical Task sample file.
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Dataset Mode Samples Mean ± Std Dev

Test Zero-Shot 2,896 16, 060.44± 3, 140.35
CoT 16, 111.44± 3, 140.35

Validation Zero-Shot 3,029 16, 267.18± 3, 170.92
CoT 16, 318.18± 3, 170.92

Train Zero-Shot 54,028 16, 027.33± 3, 696.42
CoT 16, 078.33± 3, 696.42

Table 11: Token Length Statistics for PAR4PC Benchmark Dataset using o200k_base Tokenizer

Description Example
Question Natural language question ask-

ing which patents from the given
options were cited against the
specified claim

Question: Based only on the pro-
vided context and options, which
patent(s) (A-H) were cited against
claim X?

Patent Application

title Title of the invention in the appli-
cation under examination

Cylinder Liner, Block Manufactur-
ing Method...

abstract Abstract of the invention in the
application under examination

A cylinder liner that is casted in
a block... includes: a cylindrical
liner body; a projection part...; and
a bore adjacent part...

claim List of all claims in the patent
application under examination

["1. A cylinder liner that is casted
in a block...", "2. The cylinder
liner according to claim 1...", ...]

Prior Art

key Represents an individual option
(’A’, ’B’, etc.)

A

title Title of the invention of the option
patent

ENCRYPTION AND AUTHEN-
TICATION OF DATA...

abstract Abstract of the option patent Techniques for encryption and
authentication of data...

claim List of claims of the option patent ["1. Method for encryption and
authentication...", "2. A method
according to claim 1...", ...]

Gold Answer List of ’Gold’ (correct) cited
patent option keys

["E", "F"]

Silver Answer List of ’Silver’ (partially correct)
cited patent option keys

["B"]

Negative Answer List of ’Negative’ (incorrect) cited
patent option keys

["A", "C", "D", "G", "H"]

Table 12: Input Structure for the PAR4PC Task
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C.2.2 Details of Task Construction

We selected patent application records that passed validity verification. Each application record has a unique
identifier (rec_num) and application number (app_num), which were used to connect related files. To ensure data
quality, we applied two primary filtering criteria. First, we selected only applications where the number of patents
cited by examiners ranged from 1 to 5. This filtering criterion was implemented to maintain data consistency by
excluding overly complex cases with numerous citations or cases without any citations, which would not provide
meaningful evaluation scenarios. Second, we restricted our task to applications containing only rejections under
35 U.S.C. §102 or §103. This focus on core patent law provisions helped eliminate complexity arising from
other technical rejection reasons and ensured that the task represented the most common and critical examination
scenarios.

For each application that passed the filtering process, we identified claims rejected under sections §102 or §103.
For each claim, we classified the patents cited by examiners into three categories: (1) Gold citations: core
citations directly used in the rejection of the specific claim, (2) Silver citations: citations used in the rejection of
other claims within the same application, and (3) Negative citations: citations not used in the examination of the
application. Negative citations were extracted from other applications with the same patent classification (class)
and similar filing dates, excluding those already classified as Gold or Silver.

Finally, we generated a task instance for each claim. Each instance includes the application number, claim
number, application context (title, abstract, claim text), eight options, and answer classifications (Gold, Silver,
Negative). This structure allows for evaluating how accurately models can predict an examiner’s citation
decisions during the patent examination process.

C.2.3 Data Processing and Evaluation

The task set was split into training, validation, and test sets to prevent data leakage by ensuring patent applications
did not appear across multiple splits. Specifically, patent applications were grouped based on their unique
identifiers, and these groups were randomly shuffled with a fixed random seed for reproducibility. Following
predefined ratios (90% train, 5% validation, 5% test), each group was allocated to one of the three splits.
Aggregated datasets for each split were saved in JSONL and Parquet formats.

LLM predictions were obtained using zero-shot or Chain-of-Thought (CoT) prompting strategies. Predictions
were compared against gold standard labels using Exact Match Accuracy and a Custom Score calculated as
follows:

Avg Score % =

(∑N
i=1 max(0, raw_scorei)∑N

i=1(2× |Gi|)

)
× 100 (1)

where:

• Avg Score % is the Average Custom Score Percentage over the dataset.

• N is the total number of valid questions evaluated.

• i is the index for an individual question.

• raw_scorei is the initial score calculated for question i before clipping, defined as:
raw_scorei = (2× |Pi ∩Gi|)− (1× |Pi \ (Gi ∪ Si)|)− (1× |Gi \ Pi|).

• max(0, raw_scorei) represents the score for question i after clipping any negative value to zero.

• Pi is the set of answer letters predicted by the model for question i.

• Gi is the set of correct ‘Gold’ answer letters for question i.

• Si is the set of ‘Silver’ answer letters for question i.

• |Gi| is the number of Gold answers for question i.

• (2× |Gi|) represents the maximum possible score for question i, used in the denominator sum.

C.2.4 Test Prompts

The evaluation utilized dynamically generated prompts based on the data and the selected prompting strategy
(zero-shot or cot). Each prompt includes a common context section, followed by mode-specific instructions
populated with actual data during runtime.

The common introductory part of the prompt, shared by both modes, is presented below:

You are a patent expert tasked with identifying cited patents for a specific claim
rejection based *only* on the provided context and options.
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**Context:**
* **Application Number:** {app_number}
* **Title:** {context.get("title", "N/A")}
* **Abstract:** {context.get("abstract", "N/A")}
* **Initial Claims:**

{context_claims_json}

**Target Claim for Analysis:** Claim {claim_number}

**Options (Potential Cited Patents):**
{options_formatted_string}
% The {options_formatted_string} placeholder is expanded as follows for each option

(A-H):
% A: Patent ID: {patent_id}
% Title: {title}
% Abstract: {abstract}
% Claims: {claims_str}
% ... (Repeated for B through H) ...

Following the common section, mode-specific instructions are appended.

Zero-Shot Prompt: This prompt directly asks the LLM to identify the cited patent(s) based on the provided
information and specifies the required JSON output format.

Based only on the provided context and options, which patent(s) (A-H) were cited?
Answer format (JSON only):
‘‘‘json
{{"answer": "A"}}
‘‘‘
If multiple patents are cited
‘‘‘json
{{"answer": ["A","C","F"]}}
‘‘‘

Chain-of-Thought (CoT) Prompt: This prompt guides the LLM through a structured reasoning process
before providing the final answer. It explicitly asks the model to identify the claim focus, match it against the
prior art options, and then select the cited patent(s), returning both the reasoning and the answer in the specified
JSON format.

Based only on the provided context and options, which patent(s) (A-H) were cited?
Think through the steps required to evaluate this, craft the supporting rationale

accordingly, and then deliver your answer based on that rationale.
Always write the "reason" **first** and then write the "answer".

Answer format (JSON only):
‘‘‘json
{{"reason":"", "answer": "A"}}
‘‘‘
If multiple patents are cited
‘‘‘json
{{"reason":"", "answer": ["A","C","F"]}}
‘‘‘

C.2.5 Detailed LLM Performance Analysis

Table 13 presents model performance on the PAR4PC dataset, showing both custom score and exact match
accuracy metrics with a breakdown by rejection types (§102 only and §103 only). The evaluation excludes the
28 cases with both §102 and §103 rejections, allowing for cleaner analysis of how models perform on distinct
patent rejection categories.

Table 14 presents a detailed analysis of performance differences across technology domains. Each model
exhibited strengths in different areas; for instance, GPT demonstrated higher performance in the Physics domain,
whereas Qwen achieved better results in the Electricity domain.
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Custom Score (Exact Match) Accuracy
Model Mode All §102 only §103 only All §102 only §103 only
baseline 5.63 3.76 6.94 0.54 1.45 0.74

GPT-4o ZS 47.34 82.41 33.52 48.69 79.8 26.63
CoT 56.95 86.37 45.11 51.04 73.6 34.81

Claude-3.7-Sonnet ZS 40.12 75.33 26.46 45.48 75.94 23.94
CoT 40.29 75.21 26.75 46.31 75.86 25.43

Gemini-2.0-Flash ZS 37.56 65.61 26.51 38.88 62.28 22.21
CoT 43.61 58.11 33.14 34.50 51.89 21.96

Llama-3.1
-8B-Instruct

ZS 13.45 16.09 11.38 0.00 0.00 0.00
CoT 37.99 47.15 31.37 0.00 0.00 0.00

Qwen2.5-7B
-Instruct

ZS 66.11 64.25 66.93 33.05 56.83 16.06
CoT 67.42 66.14 67.97 34.43 58.34 17.37

EXAONE-3.5
-7.8B-Instruct

ZS 0.00 0.00 0.00 5.42 7.63 3.70
CoT 22.52 29.46 17.50 0.00 0.00 0.00

Gemma-3-12B-Instruct ZS 56.47 54.61 57.37 29.49 48.62 15.76
CoT 77.30 75.27 78.42 30.73 44.43 20.54

Qwen2.5
-32B-Instruct

ZS 68.94 85.08 57.48 47.2 58.93 38.75
CoT 55.05 78.44 38.54 46.41 75.94 25.49

EXAONE-3.5
-32B-Instruct

ZS 51.46 61.3 44.26 31.66 39.56 26.09
CoT 44.93 66.47 29.61 36.74 62.20 18.57

Gemma-3-27B-Instruct ZS 50.19 71.02 35.48 42.30 70.33 22.45
CoT 55.36 75.44 41.21 44.85 70.49 26.69

QWQ-32B CoT 59.03 81.80 42.93 48.33 75.10 29.36

EXAONE-Deep-32B CoT 42.59 62.35 28.52 36.86 61.15 19.58

Table 13: Model Performance Summary with Rejection Type Breakdown (Count: §102=1193,
§103=1675). Cases with both §102 and §103 rejections (28 cases) were excluded from scoring.

Model Prompt A B C D E F G H Y Total
# samples 228 242 35 6 75 111 963 1,200 16 2,876

Baseline — 3.02 2.15 7.33 0.91 2.48 2.79 2.20 2.89 3.33 5.63
GPT-4o ZS 42.66 58.76 36.00 31.82 36.75 39.70 63.78 38.67 5.55 47.34
GPT-4o CoT 59.70 72.05 41.33 31.82 55.98 52.42 68.86 48.12 52.78 56.95
Claude-3.7-Sonnet ZS 36.70 51.06 27.33 31.82 31.20 36.67 54.25 32.00 8.33 40.12
Claude-3.7-Sonnet CoT 36.70 52.57 26.67 31.82 31.20 38.48 53.65 32.34 8.33 40.29
Qwen 2.5-7B-Instruct ZS 66.23 69.83 74.29 100.00 80.66 79.73 60.18 68.46 71.88 66.11
Qwen 2.5-7B-Instruct CoT 73.25 72.93 85.71 33.33 80.00 68.02 65.58 66.38 71.88 67.42
Gemma-3-12B-Instruct ZS 56.58 64.88 74.29 91.67 64.67 63.51 56.44 52.13 62.50 56.47
Gemma-3-12B-Instruct CoT 85.53 72.93 80.00 33.33 83.33 81.08 77.36 76.75 90.63 77.30

Table 14: Performance comparison across CPC sections. ( A—Human Necessities; B—Operations,
Transport; C—Chemistry, Metallurgy; D—Textiles, Paper; E—Fixed Constructions; F—Mechanical
Engineering; G—Physics; H—Electricity; Y—Other.)

C.3 Paragraph Identification for Patent Claims (PI4PC) Task

C.3.1 Task Description

Table 15 presents the token length statistics for the PI4PC benchmark dataset, comprising 71,549 total samples
distributed across training (64,210), validation (3,937), and test (3,402) splits. With average token lengths ranging
from approximately 12,900 to 13,700 tokens and notably higher standard deviations (around 6,000 tokens)
compared to PAR4PC, PI4PC exhibits greater variability in sequence lengths while maintaining substantial
context requirements.
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Dataset Mode Samples Mean ± Std Dev

Test Zero-Shot 3,402 12, 936.78± 6, 061.09
CoT 12, 964.78± 6, 061.09

Validation Zero-Shot 3,937 13, 658.95± 6, 238.58
CoT 13, 686.95± 6, 238.58

Train Zero-Shot 64,210 13, 275.66± 6, 040.43
CoT 13, 303.66± 6, 040.43

Table 15: Token Length Statistics for PI4PC Benchmark Dataset using o200k_base Tokenizer

Each PI4PC Task instance is structured as a JSON file, encapsulating the target patent application’s context,
details of the cited prior art (including the full specification), five paragraph options from the prior art, and
ground-truth labels identifying the Gold-standard paragraph. The detailed structure is provided in Table 16.

Description Example
Question Natural language question ask-

ing which single paragraph from
the cited prior art specification
are relevant for rejecting the
specified claim

Question: Based on the pro-
vided context (claim X and the
cited prior art specification),
which paragraph is the most rel-
evant?

Patent Application

title Title of the invention in the
target application

"Biometric monitoring system"

abstract Abstract of the invention in the
target application

"ABSTRACT A system for
monitoring biometric signals
for..."

claims List of claims in the target appli-
cation

["1. A biometric monitoring
system, comprising...", ...]

Prior Art

<KEY> Represents an individual para-
graph option (key: number,
value: text) from the specifica-
tion above

39

title Title of the cited prior art docu-
ment

"Physiological status..."

abstract Abstract of the cited prior art
document

"A physiological status..."

claims Claims of the cited prior art
document

["1. A physiological...", ...]

specification Full text specification of the
cited prior art document

"BACKGROUND [0001] As..."

Gold Answer Single correct (’Gold’) para-
graph key

[39]

Silver Answer Optional (’Silver’) partially
relevant paragraph key (0 or 1
element)

[10]

Negative Answer Irrelevant (’Negative’) para-
graph keys (3 or 4 elements)

[20, 48, 65]

Table 16: Input Structure for the PI4PC Task

C.3.2 Details of Task Construction

We began by identifying patent applications with clear rejection documentation, specifically focusing on Office
Actions that contained paragraph-specific citations to prior art. Each application in our task includes a unique
identifier and application number that allowed us to link the rejection documents with their corresponding
specification files and cited prior art documents. To ensure data quality and consistency, we filtered the
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applications to include only those with well-structured paragraph citations and complete specification texts for
both the application under examination and the cited prior art.

For each selected application, we extracted claims that were rejected under 35 U.S.C. §102 (novelty) or §103
(non-obviousness), along with the specific prior art documents cited by examiners. We then identified the exact
paragraphs within these cited documents that examiners referenced in their rejections. These paragraphs were
classified as "Gold" citations – the specific text portions that directly supported the rejection of the claim in
question.

To create a challenging evaluation scenario, we supplemented each Gold paragraph with several distractor
paragraphs from the same cited document. These distractors were carefully selected to include: (1) paragraphs
adjacent to the Gold paragraph, which might contain related but less relevant information; (2) paragraphs
containing similar terminology but discussing different aspects of the invention; and (3) randomly selected
paragraphs from elsewhere in the document to provide clear negative examples. This approach ensures that
models must demonstrate genuine understanding of both the claim’s technical content and the cited document’s
disclosure, rather than relying on superficial keyword matching.

Each task instance consists of the target patent application’s context (including title, abstract, and the specific
claim text), the cited prior art document’s full text divided into numbered paragraphs, and the correct answer
indicating which paragraph(s) the examiner actually cited as grounds for rejection. By structuring the task in this
manner, we create a realistic scenario that mirrors the precise analytical work performed by patent examiners
when they must identify specific disclosures within lengthy technical documents.

C.3.3 Data Processing and Evaluation

Similar to PAR4PC, the PI4PC dataset was partitioned into training, validation, and test subsets at the patent
application level to prevent data leakage, using a 90% (training), 5% (validation), and 5% (test) split. Language
model predictions were obtained using either zero-shot or Chain-of-Thought (CoT) prompting strategies.

Models were evaluated based on their ability to select the single correct Gold paragraph from the five provided
options. The primary evaluation metrics were:

• Exact Match Accuracy: Percentage of predictions exactly matching the Gold paragraph.

• Average Custom Score Percentage: Partial credit was granted when Silver paragraphs were correctly
identified:

– 2 points for selecting a Gold paragraph.
– 1 point for selecting a Silver paragraph.
– 0 points otherwise (Negative or invalid selections).

The metric was computed as:

Avg Score % =

(∑N
i=1 scorei
2×N

)
× 100 (2)

where scorei is the individual question score (0, 1, or 2), and N is the total number of evaluated
questions.

C.3.4 Test Prompts

Prompts were dynamically generated using a template file, incorporating details from the specific Task instance.
Both zero-shot and CoT strategies shared a common introductory section.

The common section provided context about the task, the target application, the specific claim under analysis,
details of the cited prior art document (including its full specification), and the list of paragraph options.

You are an expert patent examiner reviewing a patent application.
Your task is to identify the **single most relevant paragraph** from the provided

Prior Art Specification that is cited to reject Claim {claim_num} of the Target
Application ({app_num}).

**Target Application Context:**
* **Title:** {target_title}
* **Abstract:** {target_abstract}
* **Claim {claim_num}:** {target_claim_text}

**Prior Art Specification Context:**
* **Patent ID:** {prior_art_patent_id}
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* **Title:** {prior_art_title}
* **Abstract:** {prior_art_abstract}
* **Full Specification Text:**
{prior_art_spec_text}

* **Cited Paragraph Options (Excerpts from the Full Specification above):**
Review the following paragraphs, which are excerpts from the full specification

provided above. Choose the **one paragraph key (integer)** from the list below
that best supports the rejection of Claim {claim_num}.

Options:
{key_1}: {paragraph_text_1}
{key_2}: {paragraph_text_2}
{key_3}: {paragraph_text_3}
{key_4}: {paragraph_text_4}
{key_5}: {paragraph_text_5}

**CRITICAL INSTRUCTION:**
Based on your analysis of the **Full Specification Text** and the **Target

Application Claim {claim_num}**, you **MUST** select **EXACTLY ONE** integer
key from the **5 options** provided above.

Under no circumstances should you choose a key not present in the options or provide
multiple keys, ranges, reasoning, or explanations.

Following this common block, mode-specific instructions were added.

Zero-Shot Prompt: This prompt directly asks for the single most relevant paragraph key.

Answer format (JSON only)
Return ONLY this JSON object - DO NOT INCLUDE ANY REASON IN THE ANSWER.
‘‘‘json
{{"answer": ##}}
‘‘‘

Chain-of-Thought (CoT) Prompt: This prompt guides the model through a detailed analysis before
requesting the answer, including reasoning.

Think through the steps required to evaluate this, craft the supporting rationale
accordingly, and then deliver your answer based on that rationale.

Always write the "reason" **first** and then write the "answer".

Answer format (JSON only):
‘‘‘json
{{"reason":"...","answer": ##}}
‘‘‘

C.3.5 Detailed LLM Performance Analysis

Table 17 presents a comparative analysis of Large Language Model performance on the PI4PC benchmark task
across different USPTO rejection grounds. The benchmark focuses explicitly on rejections under 35 U.S.C. §102,
rejections under 35 U.S.C. §103, and cases where applications received concurrent rejections under both §102
and §103. GPT-4o demonstrates superior performance on §102 rejections with a 64.93% accuracy in zero-shot
settings, while Gemini 2.0 Flash achieves the highest performance (51.67%) on the challenging cases involving
both §102 and §103 rejections using CoT reasoning. Notably, all models show a significant performance drop
when handling applications with concurrent §102 and §103 rejections, suggesting that prior art analysis becomes
substantially more complex when both novelty and non-obviousness issues must be addressed simultaneously.

C.4 Novelty and Non-obviousness Classification for Patent Claims (NOC4PC) Task

The NOC4PC Task evaluates a language model’s capability to determine whether a specific patent claim is
allowable or should be rejected based on novelty and non-obviousness criteria, specifically under 35 U.S.C. §102
or §103. This task directly reflects critical decisions made by patent examiners during patent prosecution.

42



Custom Score (Exact Match) Accuracy
Model Mode All §102 only §103 only All §102 only §103 only
baseline 27.10 28.46 26.49 19.83 19.84 19.82

GPT-4o ZS 63.33 64.93 62.83 56.06 56.68 55.96
CoT 62.62 63.41 62.47 55.73 55.61 55.96

Claude-3.7-Sonnet ZS 57.33 60.00 56.20 51.59 53.72 50.69
CoT 60.55 62.78 59.59 54.09 55.70 53.39

Gemini-2.0-Flash ZS 61.96 63.86 61.19 55.61 57.31 54.90
CoT 61.72 62.83 61.30 54.67 55.52 54.32

Llama-3.1
-8B-Instruct

ZS 9.61 10.13 9.48 7.88 8.61 7.62
CoT 0.00 0.00 0.00 0.00 0.00 0.00

Qwen2.5-7B
-Instruct

ZS 29.25 32.51 27.76 23.96 26.37 22.86
CoT 48.41 50.72 47.30 39.71 40.00 39.52

EXAONE-3.5
-7.8B-Instruct

ZS 44.55 46.73 43.64 35.98 36.05 36.02
CoT 41.34 44.71 39.85 34.16 35.78 33.45

Gemma-3-12B-Instruct ZS 44.34 45.34 44.09 36.74 36.59 37.00
CoT 31.11 31.75 31.08 26.16 26.55 26.33

Qwen2.5
-32B-Instruct

ZS 60.55 61.79 60.06 53.29 53.81 53.08
CoT 59.94 61.97 59.13 52.44 53.90 51.84

EXAONE-3.5
-32B-Instruct

ZS 49.40 50.99 48.74 41.21 41.17 41.29
CoT 51.06 53.36 50.09 43.09 43.77 42.84

Gemma-3-27B-Instruct ZS 54.66 56.82 53.79 46.53 47.35 46.26
CoT 56.22 58.43 55.29 48.94 50.85 48.12

QWQ-32B CoT 58.98 60.11 58.71 52.66 53.26 52.61

EXAONE-Deep-32B CoT 35.80 36.17 35.74 30.99 30.48 31.33

Table 17: Model Performance Summary with Rejection Type Breakdown (Count: §102=1115,
§103=2257). Cases with both §102 and §103 rejections(30 cases) were excluded from scoring.

C.4.1 Task Description

Table 18 summarizes the token length distribution for the NOC4PC benchmark dataset, the largest in our
benchmark suite with 146,487 total samples (136,211 training, 7,392 validation, and 2,884 test samples).
NOC4PC features substantially shorter sequences than PAR4PC and PI4PC, with mean token lengths around
6,800 for test and validation sets, and approximately 6,900 for the training set.

Dataset Mode Samples Mean ± Std Dev

Test Zero-Shot 2,884 6, 820.89± 4, 598.93
CoT 6, 863.89± 4, 598.93

Validation Zero-Shot 7,392 6, 533.49± 3, 985.46
CoT 6, 575.49± 3, 985.46

Train Zero-Shot 136,211 6, 906.63± 4, 811.03
CoT 6, 949.63± 4, 811.03

Table 18: Token Length Statistics for NOC4PC Benchmark Dataset using o200k_base Tokenizer

The NOC4PC Task consists of structured JSON files, each representing an individual question designed to assess
the model’s capability to determine the rejection type and rationale for a specified claim using provided patent
application and cited prior art data. Each JSON input file contains detailed context about the patent application
under consideration, including the title, abstract, claims, and patent ID. Similarly, it includes comprehensive
details about a cited prior art document, such as its title, abstract, claims, specific cited paragraph identifiers, and
corresponding paragraph content.
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Additionally, each JSON file includes an explicit ‘Answer Code’ indicating the rejection type (e.g., §102 or
§103) and an ‘Answer Reason,’ representing the examiner’s rationale behind rejecting the specified claim based
on the cited prior art. Table 19 describes the key fields and provides concrete examples from a representative
Task sample file.

Description Example
Question Natural language question

asking for the rejection type
(code) and rationale for the
specified claim based on the
provided context and prior
art

Question: Based on the
patent application and the
cited prior art, what is the re-
jection code (e.g., 102, 103)
and the reason for rejecting
claim X?

Patent Application
title Title of the invention in the

target application
"Biometric monitoring sys-
tem"

abstract Abstract of the invention in
the target application

"ABSTRACT A system
for..."

claims List of claims in the target
application

["1. A biometric...", ...]

Prior Art

patent_id Patent/publication ID of a
cited prior art document

"US 20070159740"

title Title of the cited prior art
document

"Physiological status..."

abstract Abstract of the cited prior art
document

"A physiological status..."

claims Claims of the cited prior art
document

["1. A physiological...", ...]

paragraphs.key Identifier of a paragraph
cited from this prior art
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paragraphs.content Text content of the cited
paragraph

"Having thus described..."

Answer Code Examiner’s rejection deci-
sion code (e.g., 102, 103)

"102"

Answer Reason Examiner’s rationale for the
rejection

"Regarding claim 1,
Williams teaches..."

Table 19: Input Structure for the NOC4PC Task

C.4.2 Task Construction

We processed patent application records with complete documentation, each containing a unique identifier and
application number. From these records, we extracted essential contextual information including titles, abstracts,
and initial claims. Rigorous validation checks were implemented throughout the processing pipeline to filter out
records with missing critical information such as application numbers or claims.

For valid application records, we located and processed the corresponding Office Action documents. These
documents contain detailed information about the examiner’s evaluation of each claim, including rejection status,
legal basis for rejection (35 U.S.C. §102 or §103), and prior art references cited to support the rejection. This
information was carefully extracted while maintaining the relationship between claims and their respective
rejection reasons.

Aggregating and processing the prior art specifications cited by examiners formed a critical component of our
task construction. For each cited patent, we collected comprehensive information including patent numbers,
titles, abstracts, claims, and specific paragraphs referenced by examiners. This process required locating and
parsing specification files for each cited patent and extracting the exact paragraphs that examiners used to support
their rejection decisions. Robust error handling was implemented to manage cases where specification files were
unavailable or paragraphs could not be located.

Each task instance created for individual claims includes the application context, a comprehensive collection of
prior art specifications with relevant paragraphs, the examiner’s decision, and for rejected claims, the specific
legal basis and detailed reasoning. This structure mirrors the actual patent examination process, requiring models
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to analyze claim language against prior art, understand legal standards for patentability, and make determinations
aligned with examiners’ decisions.

C.4.3 Data Processing and Evaluation

To prevent data leakage, the Task dataset was partitioned into training, validation, and test sets at the patent
application level, ensuring all claims from the same patent application belonged exclusively to one split.
Specifically, unique application numbers were randomly shuffled and then divided into three subsets with ratios
of 93% for training, 5% for validation, and 2% for testing.

During evaluation, the language models’ predictions were assessed based on their classification accuracy against
the ground truth labels. Predictions with processing errors were identified and excluded from metric computations
to maintain the integrity of the evaluation.

The primary evaluation metrics were:

• Accuracy: Measured the percentage of correctly classified instances, providing an overall assessment
of the model’s ability to determine the correct patentability decision (i.e., Allowable, §102 rejection,
or §103 rejection).

• Custom Score: Calculated as the Macro F1-score (the unweighted mean of F1-scores for each
class) multiplied by 100, providing an intuitive percentage-like scale for comparison. This metric
is particularly important for our task due to class imbalance, as it gives equal importance to the
performance on each rejection type (Allowable, §102, and §103) regardless of their frequency in
the dataset. The Custom Score was used for each rejection code separately as well as for overall
performance evaluation.

• Confusion Matrix: Generated to visually analyze the distribution of model predictions against the
true labels, facilitating identification of common misclassification patterns, such as confusion between
§102 and §103 rejections.

For baseline analysis, multiple runs were evaluated and aggregated to calculate statistical measures (mean,
standard deviation, minimum, and maximum) of accuracy and Custom Score across all runs, providing a robust
assessment of model performance and stability.

While the current evaluation emphasizes classification accuracy and Custom Score, future analyses could extend
evaluation to include quantitative comparisons between model-generated rationales (from Chain-of-Thought
prompting) and examiner-provided rationales using standard NLP metrics such as ROUGE, BERTScore, or
other semantic similarity measures.

C.4.4 Test Prompts

Both prompts start with a common section defining the role, task, and presenting the target application and prior
art data. This common base structure is generated as follows (representing Python f-string construction):

You are an expert AI acting as a U.S. Patent Examiner.
Your task is to analyze **Target Claim {claim_num}** of the **Target Patent

Application** in view of the provided **Prior Art Specifications**.

Determine if **Target Claim {claim_num}** is allowable or should be rejected under
35 U.S.C. §102 (lack of novelty) or 35 U.S.C. §103 (obviousness).

**Target Patent Application Information:**
* Application Number: {app_num}
* Target Claim Number: {claim_num}
* Title: {target_title}
* Abstract: {target_abstract}
* Target Claim {claim_num} Text to Analyze: ‘‘‘

{target_claim_text} ‘‘‘

**Prior Art Specifications (Cited as Basis for Potential Rejection):**
The following prior art documents and specific paragraphs were cited as potentially

relevant for the rejection of the target claim. Analyze the target claim
against the information presented in these specific paragraphs **and the claims
** of the prior art.

--- Prior Art: {pa_patent_id} ---
Title: {title}
Abstract:
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{abstract}

Claims of {pa_patent_id}:
{formatted_pa_claims} /* Each claim indented */

Cited Paragraphs from {pa_patent_id}:
{formatted_pa_paragraphs} /* Each paragraph key and content indented */
--- End Prior Art: {pa_patent_id} ---
/* (Repeated for each prior art document) */
---

Zero-Shot Prompt: These simpler instructions are appended instead, requesting only the final code.

**Select Conclusion Code**
Choose one: "ALLOW", "102", or "103".

* ‘"ALLOW"‘: If your reasoning concluded the claim is novel and non-obvious over
the cited art.

* ‘"102"‘ (Rejected - Novelty): If your reasoning concluded the claim is
anticipated by a single cited reference.

* ‘"103"‘ (Rejected - Obviousness): If your reasoning concluded the claim is
obvious over the cited art.

**Answer Format (JSON only)**
Return ONLY this JSON object - DO NOT INCLUDE ANY REASON IN THE ANSWER.

‘‘‘json
{{"code": "102"}}
‘‘‘

Chain-of-Thought (CoT) Prompt: The following instructions guiding the reasoning process and specify-
ing the output format are appended.

**Select Conclusion Code**
Choose one: "ALLOW", "102", or "103".

* ‘"ALLOW"‘: If your reasoning concluded the claim is novel and non-obvious over
the cited art.

* ‘"102"‘ (Rejected - Novelty): If your reasoning concluded the claim is
anticipated by a single cited reference.

* ‘"103"‘ (Rejected - Obviousness): If your reasoning concluded the claim is
obvious over the cited art.

### OUTPUT (JSON only)
Think through the steps required to evaluate this, craft the supporting rationale

accordingly, and then deliver your answer based on that rationale.
Always write the "reason" first and then write the "answer".
Return exactly one JSON object:

‘‘‘json
{{
"reason": "...",
"code": "102" | "103" | "ALLOW"

}}
‘‘‘

C.4.5 Detailed LLM Performance Analysis

For semantic evaluation, we utilize three metrics: cosine similarity (CS), derived from embeddings generated
by Wang et al. [54], BERTScore (BS) [58], which compares token-wise contextual embeddings, BLEURT
[41], which is fine-tuned to reflect human judgment, and lexical- level metrics ROUGE [27]. Table 20 presents
performance metrics (custom score and accuracy) for various LLMs across different patent rejection categories
(§102, §103, and allowed cases). Table 21 provides a deeper analysis of semantic similarity metrics (CS,
ROUGE, BS, and BLEURT) for each model broken down by rejection type.
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Custom Score Accuracy

Model Mode Overall §102 §103 Allow Overall §102 §103 Allow

Baseline 32.33 16.8 16.68 16.65 33.46 33.71 33.39 33.3

GPT-4o ZS 34.69 13.21 28.45 5.72 46.60 24.70 74.47 9.38
CoT 32.19 11.67 12.88 27.99 33.18 21.22 23.95 72.36

Claude-3.7-Sonnet ZS 35.84 27.01 16.84 8.90 39.91 68.11 33.79 15.41
CoT 45.40 21.83 23.25 17.23 48.27 48.68 53.54 34.84

Gemini-2.0-Flash ZS 21.06 31.96 4.89 1.63 31.14 92.09 7.91 2.51
CoT 31.79 22.67 16.59 8.83 34.80 51.52 33.12 15.27

Llama-3.1
-8B-Instruct

ZS 15.71 49.79 1.16 0.00 29.26 99.16 1.17 0.00
CoT 19.56 29.67 19.81 0.08 35.68 80.22 24.71 0.17

Qwen2.5-7B
-Instruct

ZS 28.92 100.00 0.00 0.00 14.95 100.00 0.00 0.00
CoT 20.31 10.92 2.89 22.69 28.36 27.94 6.13 83.08

EXAONE-3.5
-7.8B-Instruct

ZS 15.00 100.00 0.70 0.00 28.95 100.00 0.70 0.00
CoT 24.99 12.87 14.11 10.04 35.02 34.65 39.30 25.13

Gemma-3
-12B-Instruct

ZS 32.54 23.63 22.66 1.63 42.34 54.92 51.48 2.51
CoT 17.67 22.89 6.50 1.42 32.39 84.41 14.93 2.18

Qwen2.5
-32B-Instruct

ZS 26.88 3.34 30.86 3.69 46.15 5.28 86.27 5.86
CoT 33.85 20.29 10.48 23.78 33.53 43.76 18.65 55.44

EXAONE-3.5
-32B-Instruct

ZS 23.05 15.47 21.59 0.00 32.87 30.22 47.90 0.00
CoT 28.47 25.42 18.15 1.00 37.03 61.64 37.41 1.53

Gemma-3
-27B-Instruct

ZS 24.00 24.61 14.53 0.88 31.24 58.51 27.87 1.34
CoT 22.45 32.05 6.20 1.63 32.45 92.57 10.25 2.51

QWQ-32B CoT 34.73 24.06 9.14 22.52 34.90 56.47 15.90 51.01

EXAONE-Deep-32B CoT 21.23 22.47 8.03 3.03 35.89 82.02 19.59 6.49

Table 20: NOC4PC Performance Metrics (N: §102=834, §103=1453, allow=597). Allow cases have
no comparison text data. Baseline represents the average of 20 random selection trials.

C.5 Chain-of-Thought Prompting

We conducted preliminary targeted experiments to investigate whether explicitly embedding step-by-step
instructions in chain-of-thought (CoT) prompts improves performance. Two prompt variants were compared.
We designed step-by-step custom instructions in a prompt based on the USPTO guidelines for examination
of applications1 with the Broadest Reasonable Interpretation (BRI) standard2, which are the guidelines for
interpreting claims. After roughly ten rounds of prompt engineering, we settled on the best-performing version
of this template. The second variant, our baseline, provided only high-level task instructions and allowed the
model to generate its own reasoning.

For each of the three tasks—PAR4PC, PI4PC, and NOC4PC—we prepared both prompt types and evaluated
them on GPT-4o, Claude-3.7-Sonnet, and Gemini-2.0-Flash with the temperature fixed at 0. The results are
summarized in Table 22. Overall, prompts allowing the LLM to generate its own chain of thought consistently
outperformed those with manually crafted USPTO-based instructions.

We speculate that the low score results from the current prompt being too simplistic to capture the complex and
subtle nature of the patent examination, as it was not created by patent examiners or experts. Therefore, in this
experiment, we adopted the method of having LLM generate reasoning directly, and found the need to explore a
prompting technique that includes experts to improve performance in the future.

C.5.1 Custom Guide Chain-of-Thought Prompt of PAR4PC

**Step-by-Step Instrcution**
*Apply the Broadest Reasonable Interpretation (BRI) standard.*

1https://www.uspto.gov/web/offices/pac/mpep/s2107.html
2https://www.uspto.gov/web/offices/pac/mpep/s2111.html
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Model Rejection Custom Score CS ROUGE BS BLEURT

GPT-4o

Overall

32.19 0.6042 0.2144 0.3598 -0.5403
Claude 3.7 Sonnet 45.40 0.6196 0.1880 0.3500 -0.6146
Gemini 2.0 Flash 31.79 0.6120 0.2626 0.3848 -0.5480
Llama-3.1-8B-Instr. 19.56 0.5620 0.2391 0.3494 -0.5043
Qwen2.5-7B-Instr. 20.31 0.6015 0.2407 0.3607 -0.5217
EXAONE-3.5-7.8B-Instr. 24.99 0.5649 0.1657 0.2931 -0.6240
Gemma-3-12B-Instr. 17.67 0.5965 0.2399 0.3768 -0.5376
Qwen2.5-32B-Instr. 33.85 0.5701 0.2386 0.3713 -0.4927
EXAONE-3.5-32B-Instr. 28.47 0.5838 0.1989 0.3380 -0.5302
Gemma-3-27B-Instr. 22.45 0.6051 0.2174 0.3652 -0.5314
QWQ-32B 34.73 0.5633 0.2037 0.3482 -0.5086
EXAONE-Deep-32B 21.23 0.5453 0.1833 0.3294 -0.5043

GPT-4o

§102

11.67 0.6266 0.2145 0.3670 -0.5559
Claude 3.7 Sonnet 21.83 0.6400 0.1927 0.3625 -0.6129
Gemini 2.0 Flash 22.67 0.6305 0.2764 0.4044 -0.5154
Llama-3.1-8B-Instr. 29.67 0.5778 0.2523 0.3689 -0.4668
Qwen2.5-7B-Instr. 10.92 0.6261 0.2493 0.3714 -0.5089
EXAONE-3.5-7.8B-Instr. 12.87 0.5817 0.1556 0.2983 -0.6511
Gemma-3-12B-Instr. 22.89 0.6179 0.2399 0.3768 -0.5376
Qwen2.5-32B-Instr. 20.29 0.5798 0.2398 0.3818 -0.4857
EXAONE-3.5-32B-Instr. 25.42 0.6036 0.2017 0.3464 -0.5324
Gemma-3-27B-Instr. 32.05 0.6245 0.2189 0.3769 -0.5267
QWQ-32B 24.06 0.5741 0.2088 0.3603 -0.4937
EXAONE-Deep-32B 22.47 0.5531 0.1887 0.3460 -0.4773

GPT-4o

§103

12.88 0.5914 0.2144 0.3557 -0.5313
Claude 3.7 Sonnet 23.25 0.6078 0.1853 0.3428 -0.6156
Gemini 2.0 Flash 16.59 0.6012 0.2546 0.3734 -0.5668
Llama-3.1-8B-Instr. 19.81 0.5529 0.2314 0.3382 -0.5234
Qwen2.5-7B-Instr. 2.89 0.5872 0.2358 0.3546 -0.5292
EXAONE-3.5-7.8B-Instr. 14.11 0.5552 0.1572 0.2901 -0.6085
Gemma-3-12B-Instr. 6.50 0.5842 0.2486 0.3962 -0.5106
Qwen2.5-32B-Instr. 10.48 0.5645 0.2379 0.3653 -0.4967
EXAONE-3.5-32B-Instr. 18.15 0.5725 0.1973 0.3331 -0.5290
Gemma-3-27B-Instr. 6.20 0.5939 0.2165 0.3585 -0.5341
QWQ-32B 9.14 0.5571 0.2008 0.3412 -0.5171
EXAONE-Deep-32B 8.03 0.5529 0.2314 0.3382 -0.5234

Table 21: NOC4PC Similarity Metrics for Zero-shot Mode. CS indicates cosin similarity, ROGUE
indicates the RougeL-F1 score, BS indicates the BertScore-F1, and BLEURT indicates the BLEURT
score.

Model PAR4PC PI4PC NOC4PC

CoT CoT CoT CoT CoT CoT
(Base) (Custom Guide) (Base) (Custom Guide) (Base) (Custom Guide)

GPT-4o 56.95 48.11 62.62 59.91 32.19 38.71
Claude-3.7-Sonnet 40.29 42.18 60.55 56.57 45.40 42.95
Gemini-2.0-flash 43.61 39.17 61.72 60.91 31.79 30.42

Table 22: Performance comparison of three LLMs across three tasks (PAR4PC, PI4PC, NOC4PC)
between two CoT prompts. CoT (base) is a prompt that asks the LLMs to generate their own chain
of thought, whereas CoT (custom guide) is a prompt that directs the LLMs to reason step by step
according to USPTO patent-examination guidelines.
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1. **BRI Claim Charting**
- Decompose Claim {claim_number} into numbered limitations [L1]-[Ln] and record

element : function/relationship.

2. **Core Inventive Concept & Problem**
- Summarise in ≤20 words the inventive concept + technical problem.

3. **Single-Reference Screening (§102)**
- For each option (A-H) rate coverage:
| Opt | Maps limits | Term/synonym | Field match | Score* |
|-----|------------|---------------|-------------|--------|
*Score: 0 = no key feature, 1 = partial, 2 = full anticipation.*

4. **Multi-Reference Analysis (§103)**
a. Pick options with Score ≥1.
b. Build coverage matrix to find smallest combo covering all limits.
c. For each viable combo, supply a motivation-to-combine (same field,

complementary function, predictable substitution, etc.).
d. Rank: full coverage -> clear motivation -> earliest primary art.

5. **Consistency & Inherency Check**
- Reject art that contradicts any limitation; accept inherent feature only if

necessarily present.

6. **Output (JSON only)**
Always write the "reason" **first** and then write the "answer".
- "reason" MUST include:
Step1 <claim focus>; Step2 <mapping & motivation> ; Step3 <§102 or §103>.

- Keep "reason" ≤200 words.
- "answer" = single letter **or** list of letters.

‘‘‘json
{{"reason":"Step1 ... ; Step2 ... ; Step3 ...", "answer":"A"}}]
‘‘‘
If multiple patents are cited":
‘‘‘json
{{"reason":"Step1 ... ; Step2 ... ; Step3 ...", "answer": ["A","C","F"]}}]
‘‘‘

C.5.2 Custom Guide Chain-of-Thought Prompt of PI4PC

**Step-by-Step Method**
*Use the Broadest-Reasonable-Interpretation (BRI) standard throughout.*

1. **BRI Claim Deconstruction**
- Break the claim {claim_num} into **numbered limitations** (e.g., [1A]-[1F]).
- Write each limitation in examiner-style "element : function / relationship"

form.
- Try to include as much of the claim as possible.

2. **Key Distinguishing Feature(s)**
- Identify which limitation(s) the applicant asserts as novel / non-obvious.
- List all the features that should be considered when evaluating novelty and

non-obviousness.

3. **Prior-Art Mapping Table (one table per option paragraph)**
- For each of the five option paragraphs, provide a detailed mapping to Claim {

claim_num} elements.
- Use the table format to score the degree of overlap between each option

paragraph and the claim limitations.
- IMPORTANT: **Do not skip any options** - evaluate all five paragraphs.
| Opt# | Maps to elements | Exact term / BRI synonym | Col-Line (or ¶) | Match

score* |
|------|---------------|-----------------------|---------------|-----------|

49



*Scoring: 0 = missing, 1 = mention, 2 = partial, 3 = full & explicit.*

4. **Select the Most Relevant Paragraph for Patentability Evaluation**
- Your goal is to identify exactly ONE paragraph most relevant to evaluate the

novelty/non-obviousness of the applicant’s claimed invention.
- Select exactly one paragraph based on its relevance to the novelty or non-

obviousness of the Key Distinguishing Features (KD-x) in Claim {claim_num}.
- Do not select multiple keys or provide general reasoning.
- Focus on technical relevance, improvements, and system integration when

selecting your paragraph.
Selection Criteria:
- Consider paragraphs that scored ≥1 points in Step 3.
- Technical Objectives: Does the paragraph directly support the technical

objectives of the Claim? Does it provide a solution to the problem presented
by the Claim?

- Prior Art Improvements: Does the paragraph present innovative improvements to
existing systems or technologies?

- System Integration: Does the paragraph explain how elements of the system
described in the Claim interact or integrate with each other?

- Motivation to Combine: Does the paragraph offer a motivational context for
combining features, particularly for a §103 rejection?

Output Requirements:
- Clearly indicate your final selection as the Primary Reference (PR).
- Provide a concise reason for your selection based strictly on the criteria

above.

5. **Consistency & Inherency Check**
- Verify the selected paragraph does not contradict any claim limitation.

6. **Output (JSON only)**
Always write the "reason" first and then write the "answer".
- ’reason’ MUST list Step1-Step6 in order, each separated by ’;’.
- Step1 <statutory/context> ;
- Step2 <limits> ;
- Step3 <key feature> ;
- Step4 <mapping & score> ;
- Step5 <rank/tie-break> ;
- Step6 <consistency/inherency & §102 or §103 result>.

- Keep "reason" ≤1000 words.
- "answer" = single paragraph key (int).

‘‘‘json
{{"reason":"Step1 ... ; Step2 ... ; Step3 ... ; Step4 ...; Step5 ...; Step6 ...","

answer": 17}}
‘‘‘

C.5.3 Custom Guide Chain-of-Thought Prompt of NOC4PC

**Analysis Task and Response Instructions:**

Perform your internal reasoning first, then draft the *Office-Action-style* text.
---

### INTERNAL REASONING (not shown to applicant)
1. Apply the Broadest-Reasonable-Interpretation (BRI) to Claim {claim_num}; chart

every limitation [L1]-[Ln].
1-a. *Statutory check* - confirm Claim{claim_num} fits a statutory class (process

, machine, manufacture, composition).
1-b. *Limitation numbering*- break the claim into [L1]-[Ln] and record in "

element : function / relationship" form.
1-c. *Key-feature flag* - mark limitations asserted (or apparent) as novel / non-

obvious.

50



2. Compare each limitation to the teachings (claims + cited paragraphs) of every
prior-art reference.

3. Decide:
- §102 anticipation if a single reference explicitly, implicitly, or inherently

discloses each and every limitation.
Under BRI, interpret broadly: functional equivalence or conventional

components (processors, databases, modules, memory, standard network
elements, known protocols, etc.) count as implicit disclosures.

- §103 obviousness if any of the following apply:
(a) A primary reference discloses at least 70% of the limitations explicitly

or implicitly, and remaining limitations constitute routine
modifications, predictable optimizations (e.g., efficiency, speed, cost
reduction, miniaturization), or standard practices known to a person of
ordinary skill in the field.

(b) A combination of references collectively covers all limitations and
demonstrates a clear, implicit or explicit KSR rationale, such as
addressing the same technical problem, improving performance, enhancing
usability, or following common industry practices.

(c) The limitations not explicitly disclosed are obvious through common
general knowledge or widely recognized industry standards or textbooks
in the field.

- ALLOW Only if:
No single reference or combination of references, even considering implicit

disclosures and general knowledge, discloses or renders obvious specific,
detailed implementation aspects (unique structures, algorithmic specifics,
or non-trivial process steps), AND

No reasonable motivation or rationale (performance improvement, standard
practice, or known solution) can be objectively articulated to bridge these
gaps.

---

### DRAFT OA LANGUAGE (will be revealed)
Write the *reason* paragraph exactly like an Office Action:

* Start: **"Regarding Claim {claim_num}, ..."**
* Use examiner diction:
- "Reference X (Col. Y, lines Z) discloses ..."
- "Therefore, Claim {claim_num} is rejected under 35 U.S.C. §102(a) as being

anticipated by Reference X."
- or "It would have been obvious to one of ordinary skill to modify X with Y (same

field, predictable results) ... => §103 rejection."
- or "The cited references do not teach or render obvious limitation [Lk] ...

Claim {claim_num} is allowable."

* If §103, list **all** references in the combination (e.g., "in view of Smith
’123").

* Cite at least one column-line or paragraph for each matched limitation.
* Keep length ≤200 words.

---

### OUTPUT (JSON only)
Always write the "reason" first and then write the "answer".
Return exactly one JSON object:

‘‘‘json
{{
"reason": "<OA-style paragraph above>",
"code": "102" | "103" | "ALLOW"

}}
‘‘‘
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C.6 Experimental Details

We describe the detailed settings for conducted experiments. For evaluation, closed-source models were accessed
through their respective vendor APIs, while all open-source checkpoints were downloaded from the HuggingFace
Hub. Inference was performed with vLLM on 4× NVIDIA A100 (40GB) GPUs, using a deterministic decoding
temperature of 0 for every experiment.

Supervised fine-tuning (SFT) was conducted on a single compute node equipped with 8× NVIDIA H100 (80GB)
GPUs. All tasks and models shared identical training hyper-parameters: learning rate of 1.0 × 10−6 with
cosine scheduling, global batch size of 16, 8 gradient accumulation steps (yielding 128 training samples per
optimization step), and a total of 2 training epochs, and DeepSpeed ZeRO-3 as the distributed training strategy.

D Ethical and Societal Considerations

D.1 Ethical Considerations

The PANORAMA dataset consists exclusively of publicly available patent examination documents obtained
from the USPTO. As all documents are publicly accessible, individual consent is not required. The dataset does
not contain any private or personally identifiable information (PII) or sensitive personal data.

D.2 Potential Societal Impacts

We anticipate that PANORAMA will offer a comprehensive view of patent examiners’ decision trails and the
rationales behind them. Nonetheless, we recognize two potential societal risks. First, because PANORAMA
enables LLMs to emulate aspects of patent examination, there is a concern that users might over-rely on AI
systems—or even attempt to replace human expertise altogether—in a process that demands nuanced legal
judgment and deep technical knowledge. How non-experts should responsibly employ AI in patent practice,
and how AI systems can best collaborate with trained examiners, remain open research questions. Second,
PANORAMA is confined to U.S. patent law and may not transfer cleanly to other jurisdictions. Models trained
on this dataset could also learn and perpetuate biases embedded in historical examination records. Careful
evaluation and mitigation strategies are therefore necessary to avoid reinforcing such biases or inadvertently
disadvantaging particular groups or industries.
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