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Abstract

Ligand-based drug design aims to identify novel drug candidates of similar shapes
with known active molecules. In this paper, we formulated an in silico shape-
conditioned molecule generation problem to generate 3D molecule structures
conditioned on the shape of a given molecule. To address this problem, we de-
veloped an equivariant shape-conditioned generative model ShapeMol. ShapeMol
consists of an equivariant shape encoder that maps molecular surface shapes into
latent embeddings, and an equivariant diffusion model that generates 3D molecules
based on these embeddings. Experimental results show that ShapeMol can generate
novel, diverse, drug-like molecules that retain 3D molecular shapes similar to the
given shape condition. These results demonstrate the potential of ShapeMol in
designing drug candidates of desired 3D shapes binding to protein target pockets.

1 Introduction

Generating novel drug candidates is a critical step in drug discovery to identify possible therapeutic
solutions. Recently, several models [[1H3] have been designed to generate 3D molecules conditioned
on the protein targets, aiming to facilitate structured-based drug design (SBDD) [4], given that
molecules exist in 3D space and the efficacy of drug molecules depends on their 3D structures fitting
into protein pockets. However, SBDD needs high-quality 3D structures of protein binding pockets,
which are often unavailable [5]. Different from SBDD, ligand-based drug design (LBDD) [6] utilizes
ligands known to interact with a protein target, and does not require knowledge of protein structures.
In LBDD, shape-based virtual screening tools such as ROCS [[7] have been widely used to identify
molecules with similar shapes to known ligands by enumerating molecules in chemical libraries.
However, virtual screen tools cannot probe the novel chemical space. Therefore, it is highly needed
to develop generative methods to generate novel molecules with desired 3D shapes.

In this paper, we present a novel generative model for 3D molecule generation conditioned on given
3D shapes. Our method, denoted as ShapeMol, employs an equivariant shape embedding module to
map 3D molecule surface shapes into shape latent embeddings. It then uses an equivariant diffusion
generative model to generate molecules conditioned on these embeddings, by iteratively denoising
atom positions and features. During molecule generation, ShapeMol can utilize additional shape guid-
ance by pushing the predicted atoms far from the condition shapes to those shapes. ShapeMol with
shape guidance achieves the highest average 3D shape similarity between the generated molecules and
condition molecules compared to the state-of-the-art baseline. A comprehensive review of existing
molecule generation methods is available in Supplementary Section[S1]
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2 Method

We represent a 3D molecule M as a set of atoms M = {ay,az,- - ,a)p}, where |M| is the number

of atoms in M; each atom a; has a 3D coordinate x; € R3 and a one-hot feature vector v; € RE
indicating the atom type and its aromaticity. We represent the 3D surface shape s of a molecule M as
a point cloud P constructed by sampling points over the molecular surface. We develop ShapeMol
to generate a new molecule M,;, conditioned on the 3D shape P of a given molecule M,.. ShapeMol
consists of an equivariant shape embedding module SE that maps P to latent embeddings H?®, and an
equivariant diffusion model DIFF that generates 3D molecules conditioned on H®. Figure [I| presents
the overall architecture of ShapeMol.
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to optimize H*® by recovering the signed
distances [12]] of sampled query points in 3D space to the molecule surface based on H*. The details
of SE is available in Supplementary Section[S2]

Shape-Conditioned Molecule Generation In ShapeMol, a shape-conditioned molecule diffusion
model, referred to as DIFF, is used to generate a 3D molecule structure (i.e., atom coordinates and
features) conditioned on a given 3D surface shape that is represented by the shape latent embedding
H3. Following the denoising diffusion probabilistic models [13]], DIFF includes a forward diffusion
process based on a Markov chain, denoted as DIFF-forward, which gradually adds noises step by
step to the training molecules. Following Guan et al. [3], at step ¢ € [1, T, a small Gaussian noise
and a small categorical noise are added to transform the continuous atom positions and discrete atom
features from {(x;_1,Vv;—1)} into {(x¢, v¢)}, respectively. At the final step T', {(xr, vy )} resemble
a simple distribution like a standard normal distribution and a uniform categorical distribution,
respectively. During training, DIFF is learned to reverse the forward diffusion process via another
Markov chain, referred to as the backward generative process and denoted as DIFF-backward, to
remove the noises in the noisy molecules. The details of DIFF-forward and DIFF-backward are

available in Supplementary Section and[S3.2] respectively.

Equivariant Shape-Conditioned Molecule Predictor In DIFF-backward, the predictor
fo(x¢, v, H®) predicts the atom positions and features (X ;, Vo) given the noisy data (x;, v;)
conditioned on HS. For brevity, in this subsection, we eliminate the subscript ¢ in the notations when
no ambiguity arises. fe(-) leverages two multi-layer graph neural networks: (1) an equivariant graph
neural network, denoted as EQ-GNN, that equivariantly predicts atom positions that change under
transformations, and (2) an invariant graph neural network, denoted as INV-GNN, that invariantly
predicts atom features that remain unchanged under transformations.

In EQ-GNN, the atom position xé“ € R3 of a; at the (I+1)-th layer is calculated in an equivariant
way as below,

Ax[TT =" "(x! — x| )MHA(d};, b ™! h™, VN-In(H?)),
JEN (a:),i#j
x! = xl 4 Mean(Ax 1) 4 VN-Lin(x}, Ax/ T H?), (1)
where N (a;) is the set of N-nearest neighbors of a; based on atomic distances; Ax™! € R >3
aggregates the neighborhood information of a;; MHA*(+) denotes the multi-head attention layer in



EQ-GNN with n;, heads; d,lij is the distance between i-th and j-th atom positions xé and xé. at the
l-th layer; Mean(Axi'H) converts Ax'*! into a 3D vector via meaning pooling to adjust the atom

position; VN-Lin(-) € R denotes the équivariant VN-based linear layer [10]. VN-Lin(-) adjusts the
atom positions to fit the shape condition represented by H®, by considering the current atom positions
x. and the neighborhood information Ax!T!. The learned atom position xF at the last layer L of

EQ-GNN is used as the prediction of X; o. '

In INV-GNN, inspired by the previous work [3] and VN-Layer [10], the atom feature embedding
hé“ € R of the i-th atom a; at the (I+1)-th layer is updated in an invariant way as follows,

Wit = h!+ Y MHA™(d;, b, hl, VN-In(H®)), B¢ =v,, @
JEN (ai),i#j

where MHAhg) € R denotes the multi-head attention layer in INV-GNN. The learned atom feature
embedding h;* at the last layer L encodes the neighborhood information of a; and the conditioned
molecular shape, and is used to predict the atom features v; o via an MLP layer. The proof of
equivariance in Eq.[T]and invariance in Eq. [2]is available in Supplementary Section[S3.5]and [S3.6

Model Training ShapeMol optimizes DIFF by minimizing the squared errors between the predicted
positions (Xo ;) and the ground-truth positions (x) of atoms in molecules as follows:

Lim) = wf )

where wj is a weight at step ¢, and is calculated by clipping the signal-to-noise ratio A; > 0 with a
threshold § > 0; & € [0,1] is a signal ratio at step t. As aF decreases monotonically as ¢ increases
from 1 to T, wf decreases as well when \; is smaller then §. Thus, w} imposes lower weights on
the loss when the noise level in x; is higher. This encourages the model training to focus more on
accurately recovering molecule structures when there are sufficient signals in the data, rather than
being potentially confused by major noises in the data. Following the literature [14], ShapeMol also
minimizes the KL divergence £} (M) between the ground-truth posterior p(v;_1|vy, Vo) and its ap-
proximate pg(v,_1|Vvy, Vo) for atom features. The overall ShapeMol loss function is a weighted sum
of atom position loss and atom feature loss: £;(M) = £}(M) +£L] (M), in which £ is a hyperparameter.
The derivation of the loss functions is available in Supplementary Section [S3.7}

vaey 1%0 = Xo[|?,  where w} =min(\,0), Ay =a&f/(1—a5), (3

Molecule Generation and Shape Guidance During inference, ShapeMol generates novel
molecules by gradually denoising (x7,vy) to (Xo, Vo) using the equivariant shape-conditioned
molecule predictor. Specifically, ShapeMol samples x7 and vy from A/(0,I) and C(1/K), respec-
tively. After that, ShapeMol samples x;_; from x; using pe (X;—1 |X¢,Xo,¢) and v;_ from v using
pe(Vi—1|Ve, Vo) until ¢ reaches 1.

During molecule generation, ShapeMol can also utilize additional shape guidance by pushing the
predicted atoms to the shape of the given molecule M,. Following Adams and Coley et al. [17],
the shape used for guidance is defined as a set of points Q sampled according to atom positions in
M,. Particularly, for each atom a; in M., 20 points are randomly sampled into Q from a Gaussian
distribution centered at x; with variance ¢. Given the predicted atom position X ; at step ¢, ShapeMol
applies the shape guidance by adjusting the predicted positions to M, as follows:

x(*;’t =(1—-0)Xoz +JZ z/n, when Zd(f{oyt,z)/n > 7, @)

zen(Xo,1;Q) zEn(Xo,t;Q)

where o > 0 is the weight used to balance the prediction X¢; and the adjustment; d(X, ;,z) is the
Euclidean distance between X ; and z; n(Xg; Q) is the set of n-nearest neighbors of X ; in Q
based on d(-); v > 0 is a distance threshold. By doing the above adjustment, the predicted atom
positions will be pushed to those of M,, if they are sufficiently far away. Note that the shape guidance
is applied exclusively for steps

t=T,T—1,---,5, where S > 1, (5)

not for all the steps, and thus it only adjusts predicted atom positions when there are a lot of noises and
the prediction needs more guidance. ShapeMol with the shape guidance is referred to as ShapeMol+g.



Table 1: Overall Comparison on Shape-Conditioned Molecule Generation

method #v% #s% #u% QED avgSim,(std) angimg(std) maxSims(std) maxSimg(std) div

VS 100.0 100.0 100.0 0.795 0.729 (0.039) 0.226 (0.038) 0.807 (0.042) 0.241 (0.087) 0.759
SQUID (A=0.3) 100.0 100.0 94.2 0.766 0.717 (0.083) 0.349 (0.088) 0.904 (0.070) 0.549 (0.243) 0.677
SQUID (A=1.0) 100.0 100.0 95.0 0.760 0.670 (0.069) 0.235 (0.045) 0.842 (0.061) 0.271 (0.096) 0.744
ShapeMol 99.6 98.8 100.0 0.748 0.689 (0.044) 0.239 (0.049) 0.803 (0.042) 0.243 (0.068) 0.712
ShapeMol+g 99.6 98.7 100.0 0.749 0.746 (0.036) 0.241 (0.050) 0.852 (0.034) 0.247 (0.068) 0.703

Columns represent: “#v%”: the percentage of valid molecules; “#s%": the percentage of valid and complete
molecules; “#u%”: the percentage of unique molecules; “QED”: the average drug-likeness of generated
molecules; “avgSim /avgSim,”: the average of shape or graph similarities between condition molecules and
generated molecules; “std": the standard deviation; “maxSims”: the maximum of shape similarities between
condition molecules and generated molecules; “maxSimg”: the graph similarities between condition molecules
and generated molecules with highest shape similarities; “div”: the diversity among generated molecules.

3 Experiments

Experimental Setup We used molecules in the MOSES dataset [[15]], with their 3D conformers
calculated by RDKit [16]. We used the same training and test split as in the previous work [[17].
We compared ShapeMol and ShapeMol+g with the state-of-the-art baseline SQUID and a virtual
screening method denoted as VS. The details about the dataset, baselines, and evaluation metrics
are available in Supplementary Section[S4] Detailed parameters in all the experiments, code, and
data are reported in Supplementary Section [S5] Additional experimental results are available in
Supplementary Section[S6} including a comparison between ShapeMol with the diffusion weighting
scheme w} (in Eq.3) and the version without the scheme, a parameter study of shape guidance on
distance threshold v and step threshold .S and an ablation study of ShapeMol with and without shape
condition.

Experimental Results As shown in Table[I] ShapeMol+g achieves the highest average shape simi-
larity 0.746+0.036, with 2.3% improvement from the best baseline VS (0.729+0.039), although at the
cost of a slightly higher graph similarity. This indicates that ShapeMol+g could generate molecules
that align more closely with the shape conditions than those in the dataset. Furthermore, ShapeMol+g
achieves the second-best performance in maximum shape similarity maxSimg at 0.852+0.034 among
all the methods. While it underperforms the best baseline (0.904+0.070 for SQUID with A\=0.3)
on this metric, ShapeMol+g achieves substantially lower maximum graph similarity maxSimg of
0.247+0.068 compared with the best baseline (0.549+0.243). Please note that unlike SQUID, which
neglects distorted bonding geometries in real molecules and limits itself to generating molecules
with fixed bond lengths and angles and based on a pre-defined fragment library, both ShapeMol and
ShapeMol+g are able to generate molecules without such limitations.

Figure [2| presents three generated molecules from three methods given the same condition molecule.
As shown in Figure 2] the molecule generated by ShapeMol has higher shape similarity with the
condition molecule than those from the baselines. Particularly, the molecule from ShapeMol has
the surface shape (represented as blue shade in Figure most similar to that of the condition
molecule. All three molecules have low graph similarities with the condition molecule and higher
QED scores than the condition molecule. This example shows the ability of ShapeMol to generate
novel molecules that are more similar in 3D shape to condition molecules than those from baselines.

4 Discussions and Conclusions

In this paper, we develop a novel generative model ShapeMol, which generates 3D molecules
conditioned on the 3D shape of given molecules. ShapeMol utilizes a pre-trained equivariant shape
encoder to generate equivariant embeddings for 3D shapes of given molecules. Conditioned on
the embeddings, ShapeMol learns an equivariant diffusion model to generate novel molecules. To
improve the shape similarities between the given molecule and the generated ones, we develop
ShapeMol+g, which incorporates shape guidance to push the generated atom positions to the shape
of the given molecule. We compare ShapeMol and ShapeMol+g against state-of-the-art baseline
methods. Our experimental results demonstrate that ShapeMol and ShapeMol+g could generate
molecules with higher shape similarities, and competitive qualities compared to the baseline methods.



(a) condition molecule M., QED = 0.462 (b) My from VS: Simg =0.759, Simg = 0.168,
QED =0.907
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(c) My from SQUID: Simg = 0.749, Simg = 0.243, (d) My from ShapeMol: Simg = 0.835, Sim, = 0.242,
QED =0.779 QED =0.818

Figure 2: Generated 3D Molecules and Their 2D Molecular Graphs from Different Methods.
Molecule shapes are in shades; generated molecules are superpositioned with the condition molecule.
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Shape-conditioned 3D Molecule Generation via
Equivariant Diffusion Models
(Supplementary Materials)

S1 Related Work

S1.1 Molecule Generation

A variety of deep generative models have been developed to generate molecules using various
molecule representations, incliuding generating SMILES string representations [1]], or 2D molecular
graph representations [2,3]. Recent efforts have been dedicated to the generation of 3D molecules.
These 3D molecule generative models can be divided into two categories: autoregressive models
and non-autoregressive models. Autoregressive models generate 3D molecules by sequentially
adding atoms into the 3D space [4}5]. While these models ensure the validity and connectivity
of generated molecules, any errors made in sequential predictions could accumulate in subsequent
predictions. Non-autoregressive models generate 3D molecules using flow-based methods [6] or
diffusion methods [7H9]]. In these models, atoms are generated or adjusted all together. For example,
Hoogeboom et al. [8] developed an equivariant diffusion model, in which an equivariant network is
employed to jointly predict both the positions and features of all atoms.

S1.2 Shape-Conditioned Molecule Generation

Following the idea of ligand-based drug design (LBDD) [10], previous work has been focused on
generating molecules with similar 3D shapes to those of efficacy, based on the observation that
structurally similar molecules tend to have similar properties. Papadopoulos et al. [11] developed a
reinforcement learning method to generate SMILES strings of molecules that are similar to known
antagonists of DRD2 receptors in 3D shapes and pharmacophores. Imrie et al. [12]] generated 2D
molecular graphs conditioned on 3D pharmacophores using a graph-based autoencoder. However,
there is limited work that generates 3D molecule structures conditioned on 3D shapes. Adams and
Coley [13]] developed a shape-conditioned generative framework SQUID for 3D molecule generation.
SQUID learns a variational autoencoder to generate fragments conditioned on given 3D shapes, and
decodes molecules by sequentially attaching fragments with fixed bond lengths and angles. Long
et al. [[14] developed a two-stage framework to generate molecules binding to protein targets by first
sketching the desired molecular shapes and then generating molecules corresponding to those shapes.
To generate molecules, they pre-trained an autoencoder, referred to as Shape2Mol, which encodes
the voxel grids of given 3D shapes and decodes the sequence of molecular fragments. While LBDD
plays a vital role in drug discovery, the problem of generating 3D molecule structures conditioned on
3D shapes is still under-addressed.

S2 Equivariant Shape Embedding (SE)

S2.1 Shape Encoder (SE-enc)

SE-enc generates equivariant shape embeddings H® from the 3D surface shape P of molecules,
such that H® is equivariant to both translation and rotation of 2. That is, any translation and
rotation applied to P is reflected in H® accordingly. To ensure translation equivariance, SE-enc
shifts the center of each P to zero to eliminate all translations. To ensure rotation equivariance,
SE-enc leverages Vector Neurons (VNs) [[15] and Dynamic Graph Convolutional Neural Networks
(DGCNNSs) [16] as follows:

{HI{7 Hg’ e 7HI‘>73|} = VN'DGCNN({ZD Zy, - 7Z|'P|})7

NeurIPS 2023 Generative Al and Biology Workshop.



H* =) H/IP,
where VN-DGCNN(+) is a VN-based DGCNN network to generate equivariant embedding H? €
R *3 for each point z; in P;and H® € R% >3 is the embedding of P generated via a mean-pooling

over the embeddings of all the points. Note that VN-DGCNN{(+) generates a matrix as the embedding
of each point (i.e., H?) to guarantee the equivariance.

S2.2 Shape Decoder (SE-dec)

To optimize H?®, following Deng et al. [15]], SE learns a decoder SE-dec to predict the signed distance
of a query point z, sampled from 3D space using Multilayer Perceptrons (MLPs) as follows:

64 = MLP(concat((z,, H®), ||z||*, VN-In(H®))), (Sh
where 0, is the predicted signed distance of z,, with positive and negative values indicating z,
is inside or outside the surface shape, respectively; (-, -) is the dot-product operator; ||z,]||? is the
Euclidean norm of the coordinates of z,; VN-In(-) is an invariant VN network [13] that converts the
equivariant shape embedding H® € R% *3 into an invariant shape embedding. Thus, SE-dec predicts
the signed distance between the query point and 3D surface by jointly considering the position of the
query point (||z,]|?), the molecular surface shape (VN-In(+)) and the interaction between the point
and surface (-, -). The predicted signed distance 6, is used to calculate the loss for the optimization
of H® (discussed below). As shown in the literature [[15], 0, remains invariant to the rotation of the
3D molecule surface shapes (i.e., P). We present the sampling process of z, in the Supplementary

Section [S2.5]

S2.3 SE Pre-training

ShapeMol pre-trains SE by minimizing the squared-errors loss between the predicted and the ground-
truth signed distances of query points as follows:

£2=% lloa=odl (2)

where Z is the set of sampled query points and o, is the ground-truth signed distance of query point
z4. By pretraining SE, ShapeMol learns H® that will be used as the condition in the following 3D
molecule generation.

S2.4 Point Cloud Construction

In ShapeMol, we represented molecular surface shapes using point clouds (P). P serves as input to
ShapeMol-enc, from which we derive shape latent embeddings. To generate P, we initially generated
a molecular surface mesh using the algorithm from the Open Drug Discovery Toolkit [[17]]. Following
this, we uniformly sampled points on the mesh surface with probability proportional to the face area,
using the algorithm from PyTorch3D [18]. This point cloud 7P is then centralized by setting the center
of its points to zero.

S2.5 Query Point Sampling

As described in Supplementary Section the signed distances of query points z, to molecule
surface shape P are used to optimize SE. In this section, we present how to sample these points z, in
3D space. Particularly, we first determined the bounding box around the molecular surface shape,
using the maximum and minimum (z, y, z)-axis coordinates for points in our point cloud P, denoted
as (Tminy Ymins Zmin) A0A (Tmax, Ymax, Zmax)- We extended this box slightly by defining its corners as
(Zmin — 1, Ymin — 1y Zmin — 1) and (Zmax + 1, Ymax + 1, Zmax + 1). For sampling | Z| query points, we
wanted an even distribution of points inside and outside the molecule surface shape. When a bounding
box is defined around the molecule surface shape, there could be a lot of empty spaces within the
box that the molecule does not occupy due to its complex and irregular shape. This could lead to
that fewer points within the molecule surface shape could be sampled within the box. Therefore, we
started by randomly sampling 3% points within our bounding box to ensure that there are sufficient
points within the surface. We then determined whether each point lies within the molecular surface,
using an algorithm from Trimesh[l_-]based on the molecule surface mesh. If there are n,, points found

"https://trimsh.org/



within the surface, we selected n = min(n,,, k/2) points from these points, and randomly choose
the remaining k£ — n points from those outside the surface. For each query point, we determined its
signed distance to the molecule surface by its closest distance to points in /P with a sign indicating
whether it is inside the surface.

S3 Shape-Conditioned Molecule Generation

S3.1 Forward Diffusion Process (DIFF-forward)

Following the previous work [9]], at step ¢ € [1, 7T, a small Gaussian noise and a small categorical
noise are added to the continuous atom positions and discrete atom features {(x; ;—1,V;¢—1)},
respectively. When no ambiguity arises, we will eliminate subscript ¢ in the notations and use
(x¢_1,Vvi_1) for brevity. The noise levels of the Gaussian and categorical noises are determined by
two predefined variance schedules (5f, 57) € (0, 1), where 8F and 3} are selected to be sufficiently
small to ensure the smoothness of DIFF-forward. The details about variance schedules are available
in Supplementary Section[S3.3] Formally, for atom positions, the probability of x; sampled given
X¢—1, denoted as q(x¢|x;_1 ), is defined as follows,

q(X¢|xi—1) = N (x| /1 = BFx¢ 1, B7T), (S3)

where NV (+) is a Gaussian distribution of x; with mean /1 — 3¥x;_1 and covariance 571. Following
Hoogeboom et al. Hoogeboom et al. [[19]], for atom features, the probability of v; across K classes
given v, _1 is defined as follows,

q(Ve|vie1) = C(ve|(1 = BY)vie1 + B{1/K), (S4)

where C is a categorical distribution of v; derived by noising v;_; with a uniform noise y1/K
across K classes.

Since the above distributions form Markov chains, the probability of any x; or v, can be derived
from X or vg:

q(xilxo) =N (x| v/aixo, (1-ai)l), (S5)
q(vilvo) = C(vilaivo + (1 - a})1/K), (S6)

t

where &} :HI_la“ ar=1—-p, u=xorv. (S7)

T T

Note that &} (u = x or v) is monotonically decreasing from 1 to 0 over t = [1,T]. Ast — 1, &} and
oy are close to 1, leading to that x; or v; approximates X, or v. Conversely, as t — T, &} and &
are close to 0, leading to that g(x7|Xg) resembles A/(0,I) and ¢(vr|vg) resembles C(1/K).

Using Bayes theorem, the ground-truth Normal posterior of atom positions p(x;_1|x¢,Xg) can be
calculated in a closed-form [20]] as below,

p(xt71|xtaxo) = N(Xt71|,u(xt7xo)7 BfI)y (S8)
/1 BE o (l—af_, 5% —&_ 1 oy
/j,(Xh XO) = 176;{ XO+ \/;tl(fd:; )Xt7 ﬁt = 117541;1 ﬂt . (S9)

Similarly, the ground-truth categorical posterior of atom features p(vi—_1|v¢, Vo) can be calcu-
lated [[19] as below,

p(Vi_1|ve, Vo) = C(Vi_1|c(Ve, Vo)), (S10)
c(ve, Vo) = €/, G, (S11)
&= [ayvi + 524 0 ay_ vo + =1, (S12)

where ¢, denotes the likelihood of k-th class across K classes in ¢; ® denotes the element-wise
product operation; ¢ is calculated using v, and v and normalized so as to represent probabilities.
The proof of the above equations is available in Supplementary Section[S3.4]

S3.2 Backward Generative Process (DIFF-backward)

DIFF learns to reverse DIFF-forward by denoising from (x;,v;) to (x;—1,vi—1) att € [1,7T],
conditioned on the shape latent embedding H®. Specifically, the probabilities of (x;_1, v;—_1) de-
noised from (X, v;) are estimated by the approximates of the ground-truth posteriors p(x;_1|X¢,Xq)
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Figure S1: Schedule

(Eq. and p(v_1|v, vo) (Eq.[S10). Given that (xg, Vo) is unknown in the generative process, a
predictor fe (%, vy, H®) is employed to predict at ¢ the atom position and feature (X, V) as below,

(io,t7‘~707t) = f@(xt7vt7Hs)7 (Sl3)

where X ¢ and v ; are the predictions of Xy and vy at ¢; © is the learnable parameter. Following
Ho et al. [20], with X, ¢, the probability of x,_; denoised from x,, denoted as p(x;_1|x;), can be
estimated by the approximated posterior pe ((X;—1|X¢, Xo,+) as below,

p(X¢—1]%t) ~ pe (Xt—1|X¢, Xo,t)
= N (xe-1|ne (x¢,%0,0), B1),
where g (x¢,X¢ ) is an estimate of ;(x;,X() by replacing x with its estimate X ; in Eq.

Similarly, with v, the probability of v,_; denoised from v,, denoted as p(v,_1|v,), can be
estimated by the approximated posterior pg(Vi—1|V¢, Vo) as below,

(S14)

P(Vi—1|Ve) = pe(Vi—1|Ve, Vo) = C(Vi—i|ce (Ve, Vo)), (S15)

where ce (v, Vo) is an estimate of c(vy, V) by replacing v with its estimate v, , in Eq.

S3.3 Variance Scheduling in DIFF-forward

Following Guan et al. [9], we used a sigmoid S schedule for the variance schedule ; of atom
coordinates as below,

Bf = sigmoid(wq (2¢/T — 1)) (wa — w3) + ws, (516)

in which w;(i=1,2, or 3) are hyperparameters; 7" is the maximum step. We set w; = 6, wo = l.e — 7
and w3 = 0.01. For atom types, we used a cosine /3 schedule [21]] for 3} as below,

—V f(t) t/T+8 T2
ay = =, f (1) = cos( 5)5
f(0) . 1+s 2 S17)
v:1_ v:1_ t ;
st e

in which s is a hyperparameter and set as 0.01.

As shown in Supplementary Section [S3.1] the values of 5} and ] should be sufficiently small to
ensure the smoothness of forward diffusion process. In the meanwhile, their corresponding &, values
should decrease from 1 to 0 over ¢ = [1,7]. Figure shows the values of 3; and &; for atom
coordinates and atom types with our hyperparameters. Please note that the value of 5 is less than 0.1
for 990 out of 1,000 steps. This guarantees the smoothness of the forward diffusion process.
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S3.4 Derivation of Forward Diffusion Process

In ShapeMol, a Gaussian noise and a categorical noise are added to continuous atom position and
discrete atom features, respectively. Here, we briefly describe the derivation of posterior equations
(i.e., Eq.[S8] and [ST0) for atom positions and atom types in our work. We refer readers to Ho
et al. [20] and Kong et al. [22] for a detailed description of diffusion process for continuous variables

and Hoogeboom et al. [[19] for the description of diffusion process for discrete variables.

For continuous atom positions, as shown in Kong et al. [22], according to Bayes theorem, given
q(x¢|x;_1) defined in Eq.[S3|and ¢(x;|x() defined in Eq.[S5} the posterior ¢(x;_1|x;, %) is derived

as below (superscript x is omitted for brevity),

(X¢]x¢—1,%0)q(x¢—1(%0)
q(x¢xo)
_ N (x¢| V1 = Bixe—1, B DN (X¢—1|/@—1X0, (1 — @;—1)T)
N (x| v/auxo, (1 — a)I)
= (2mB) "2 (2m(1 — 1)) 2 (27(1 — @) ?
% — vV xe1? e = Va,_%o|? n [[x: — V/axo|?

Q(Xt—1|Xt,X0) = 1

x exp(—
p( 23, 201 —a,_y) 201 — ay)
~ 3 1 1054 a(l—a-1)_
= (2 2 J— 1= —
(2r) Fespl(— g e — Y=y - YRR B )
~ 1—ay_
where §; = &ﬂt.
l—Oét

Therefore, the posterior of atom positions is derived as below,

| Gi-16: Xo + Vel - dtil)XtaBtI)

1—ay

(I(Xt—1|Xt, Xo) = N(Xt—l

(S18)

(S19)

For discrete atom features, as shown in Hoogeboom et al. [19] and Guan et al. [9]], according to Bayes
theorem, the posterior g(v;_1|v;, Vo) is derived as below (supperscript v is omitted for brevity),

q(vi|vi—1,vo0)q(Vi-1|vo)
Vi1 q(vilvio1,v0)q(vi-1|vo)

Q(Vt—1|vt7V0> = E

For ¢(v¢|v¢—1,Vp), we have

q(ve|vie1,vo) = C(vi|(1 = Bi) Vi1 + B/ K)

 [1—-p:+B/K, whenvy=v;_q,
- | B/K, when vy # v;_q,

=C(vi1|(1 = Be)ve + Bi/ K).
Therefore, we have

q(Ve|vi—1,v0)q(vi—1|vo)

1 1
=C(vi—1|(1 = Be)ve + 5t?)c(vt71|dt71vo +(1- 071571)E)
11—« 1— oy
= [apve + Yo [a—1vo + Ttl].

Therefore, with ¢(v¢|vi_1,Vo)q(Vi—1|Vo) = €, the posterior is as below,

C
q(Vi1|Vi, Vo) = C(Vimale(Ve, Vo)) = g —-

Sk G

11

(S20)

(S21)

(S22)

(S23)



S3.5 Proof of Equivariance in Atom Coordinate Prediction

In this section, we prove that our design in Eq. [I]in the main manuscript updates atom coordinates
in an equivariant way. A function f(x) is equivariant with respect to rotation, if given any rotation
matrix R € R3%3, it satisfies,

fBx) =Rf(x). (524)
In Eq. |1} the embedding Axi.+1 € R™»*3_ which aggregates the neighborhood information of aj;, is
updated by atom coordinates x from previous layer and embeddings from multi-head attention layer

MHA*(-) as below,
AxIT =) "(x! — x| )MHA*(d;,
JEN(ai),i#]
x! ! = x! + Mean(Ax/ ™)+ VN-Lin(x!, Ax/ ™! H?).

hi™', nit, VN-In(H®)),

The embeddings from MHAX( ) and atom feature embeddings h! will be proved to be invariant in
Supplementary Section later Therefore, MHA™(-) and h!™" remain the same with rotation R..
Then, we can prove that AX- ! is updated in an equivariant way as below,

Z(Rx — Rx! )MHAx(dﬁj,
JEN(a:),i#]
=R (x! - x\)MHA*(d};, h!
JEN (as),i#j
=RAx.™

l-‘rl 1+1 s
7hj ,VN-IH(H ))

H—l I+1 s
ah] ,VN—IH(H ))

Given that mean pooling is a linear operation that respects rotation equivariance, Mean(Axl+1) is

equivariant to rotations. The vector-neuron-based linear layer VN-Lin(-) with leaky-ReLu activation
function also produces rotational equivariant embeddings according to Deng et al. [15]]. Therefore,

we prove that atom coordinates XH'1 are updated in an equivariant way as below,

Rx!4Mean(RAx. ")+ VN-Lin(Rx!, RAx. ™! RH?®))
= Rx!+RMean(Ax. ™) +RVN-Lin(x}, Ax/ ™! H?)
= R(x!+Mean(Ax:™)+ VN-Lin(x}, Ax. T H?))
= 1{)(l.""1

(S25)

S3.6 Proof of Invariance in Atom Feature Prediction

In this section, we prove that our design in Eq. [2]in the main manuscript updates atom features in an
invariant way. A function f(x) is invariant with respect to rotation, if it satisfies,

F(Rx) = f(x). (S26)

Recall that in Eq. |2} atom feature embeddings hé“ is updated according to atomic distances d' >

embeddings h; from previous layer and invariant shape embeddings VN-In(H?) from the vector-
neuron based invariant layer adapted by [23]] as follows,

hi™' =h!+ ) MHA™d};,
JEN (a:),i#j

Atomic distances are invariant to transformations. Atom feature embeddings are initialized with atom
feature vectors, which are also invariant to transformations. The VN-In(.) layer maps the equivariant
shape embedding H® € R% *3 into the invariant shape embedding h® € R% as below,

h!, b, VN-In(H®)),h{ = v;.

I:IS
o TEET)-
([
where H® = i Efgl H: and H? is the c-th channel of H®; h® denotes the c-th channel of h®; (-)
is the inner-product operation which the results will not be changed by any rotation vector. Given

h = MLP((H:
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that all the variables in the right-hand side of Eq. [2] are invariant to rotations, we prove that the atom
feature embeddings are updated in an invariant way. Therefore, the invariant atom feature embeddings
lead to invariant atom feature predictions. Similarly, we can prove that the embeddings from MHA*
layer (Eq.[I)) are invariant to rotations.

S3.7 ShapeMol Loss Function Derivation

In this section, we demonstrate that a step weight w} based on the signal-to-noise ratio A\; should be
included into the atom position loss (Eq.[3). In the diffusion process for continuous variables, the
optimization problem is defined as below [20],

arg m(gn K L(q(x¢—1|%¢,X0) |pe (Xe—1]Xt, X0,t))

C_kt,1(1 — Oét)

— : TP
= arg min M —ar)(1-a )HXOt Xo|
05— e, — el
=argmin — ||€p s — €
& (C) 2(1 —Oiétfl)Oét 0.t ot
where €9 = \/LXU is the ground-truth noise variable sampled from N(0,1) and is used to
sample x; from N (x¢|y/asXo, (1 — @;)I) in Eq. \/\1/;;( % ig the predicted noise variable.

Ho et al. [20] further simplified the above objective as below and demonstrated that the simplified
one can achieve better performance:

. ~ 2 . @t ~ 2

— = Xpt — X S27
argmel)n”eoi €ol| argngn 1 _at|| 0,6 — Xol|%, (827)
where \; =
across dlfferent steps we demonstrate that a step weight should be included into the atom position
loss according to Eq.[S27] However, the value of \; could be very large when @; is close to 1 as ¢
approaches 1. Therefore, we clip the value of A\; with threshold § in Eq.

S4 Experimental Setup

S4.1 Data

Following SQUID [13]], we used molecules in the MOSES dataset [[24]], with their 3D conformers
calculated by RDK:it [25]]. We used the same training and test split as in SQUID. Please note that
SQUID further modifies the generated conformers into artificial ones, by adjusting acyclic bond
distances to their empirical means and fixing acyclic bond angles using heuristic rules. Unlike
SQUID, we did not make any additional adjustments to the calculated 3D conformers, as ShapeMol
is designed with sufficient flexibility to accept any 3D conformers as input and generate 3D molecules
without restrictions on fixed bond lengths or angles. Limited by the predefined fragment library,
SQUID also removes molecules with fragments not present in its fragment library. In contrast, we
kept all the molecules, as ShapeMol is not based on fragments. Our final training dataset contains
1,593,653 molecules, out of which a random set of 1,000 molecules was selected for validation. Both
the SE and DIFF models are trained using this training set. 1,000 test molecules (i.e., conditions) as
used in SQUID are used to test ShapeMol.

S4.2 Baselines

We compared ShapeMol and ShapeMol+g with the state-of-the-art baseline SQUID and a virtual
screening method over the training dataset, denoted as VS. SQUID consists of a fragment-based
generative model based on variational autoencoder that sequentially decodes fragments from molecule
latent embeddings and shape embeddings, and a rotatable bond scoring framework that adjusts the
angles of rotatable bonds between fragments to maximize the 3D shape similarity with the condition
molecule. VS aims to sift through the training set to identify molecules with high shape similarities
with the condition molecule. For SQUID, we assessed two interpolation levels, A = 0.3 and 1.0
(prior), following the original SQUID paper [13]. For SQUID, ShapeMol and ShapeMol+g, we
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generated 50 molecules for each testing molecule (i.e., condition) as the candidates for evaluation.
For VS, we randomly sampled 500 training molecules for each testing molecule, and considered the
top-50 molecules with the highest shape similarities as candidates for evaluation. Note that we did
not consider Shape2Mol [[14]] as our baseline. The code they provided is closely tied to Bytedance
infrastructure El This infrastructure is not publicly available, which makes it difficult to run their code
on other infrastructures. Moreover, the training of Shape2Mol requires the use of 32 Tesla V100
GPUs for 2 weeks as reported in their paper. Both of these factors make it infeasible for us to train
and test Shape2Mol on our dataset with our infrastructure and hardware resources.

S4.3 Evaluation Metrics

We calculated the shape similarity Simg(s;,s,) via the overlap volumes between two aligned
molecules as in the literature [[13]. Each molecule candidate M, for evaluation is aligned with the
condition molecule M,, by the ShaEP tool [26]. For the molecular graph similarity Simg (M, M, ), we
used the Tanimoto similarity over Morgan fingerprints between M, and M, calculated by RDKit [25].

S5 Parameters for Reproducibility

We implemented both SE and DIFF using Python-3.7.16, PyTorch-1.11.0, PyTorch-scatter-2.0.9,
Numpy-1.21.5, Scikit-learn-1.0.2. We trained the models using a Tesla V100 GPU with 32GB
memory and a CPU with 80GB memory on Red Hat Enterprise 7.7. We released the code, data, and
the trained model at Google Drive [}

S5.1 Parameters of SE

In SE, we tuned the dimension of all the hidden layers including VN-DGCNN layers (Eq. [S2.1),
MLP layers (Eq. and VN-In layer (Eq. , and the dimension d,, of generated shape latent
embeddings H® with the grid-search algorithm in the parameter space presented in Table[ST] We
determined the optimal hyper-parameters according to the mean squared errors of the predictions
of signed distances for 1,000 validation molecules that are selected as described in Supplementary
Section The optimal dimension of all the hidden layers is 128, and the optimal dimension d,, of
shape latent embedding H* is 32. The optimal number of points |P| in the point cloud P is 512. We
sampled 1,024 query points in Z for each molecule shape. We constructed graphs from point clouds,
which are employed to learn H® with VN-DGCNN layer (Eq.[S2.1), using the k-nearest neighbors
based on Euclidean distance with £ = 20. We set the number of VN-DGCNN layers as 4. We set the
number of MLP layers in the decoder (Eq. [ST)) as 4. We set the number of VN-In layers as 1.

We optimized the SE model via Adam [27]] with its parameters (0.950, 0.999), learning rate 0.001,
and batch size 16. We evaluated the validation loss every 2,000 training steps. We scheduled to decay
the learning rate with a factor of 0.6 and a minimum learning rate of 1e-6 if the validation loss does
not decrease in 5 consecutive evaluations. The optimal SE model has 27.3K learnable parameters.
We trained the SE model with ~172,600 training steps. The training took 80 hours with our GPUs.
The trained SE model achieved the minimum validation loss at 162,000 steps.

Table S1: Hyper-Parameter Space for SE Optimization

Hyper-parameters Space
hidden layer dimension {64, 128}
dimension d,, of H® {32, 64}
# points in P {512, 1024}
# query points in Z 1024
# nearest neighbors 20
# VN-DGCNN layers (Eq(S2.1) 4
# MLP layers in Eq 4

Zhttps://github.com/longlongman/DESERT/tree/830562¢ 1320089e9bb3d77956ab70e6063 1 6ac78
*https://drive.google.com/drive/folders/146¢pjuwenKGTd6Zh4sYBy - Wv6BMEfGued?usp=
sharing
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Table S2: Hyper-Parameter Space for DIFF Optimization

Hyper-parameters Space
hidden layer dimension 128
weight of atom type loss & 100
threshold of step weight ¢ (Eq. 10
# atom features K 15
# EQ-GNN/INV-GNN layers 8
# heads nj, in MHA* /MHA" 16
# nearest neighbors NV (Eq. and 8
# diffusion steps 1T' 1,000

S5.2 Parameters of DIFF

Table[S2] presents the parameters used to train DIFF. In DIFF, we set the dimension of all the hidden
layers including MHA* and VN-Lin layer (Eq. , MHA" and VN-In layer (Eq. [2) and MLP layer
as 128. We set the number of layers L in EQ-GNN and INV-GNN as 8. Each layer is a multi-head
attention layer (MHA® or MHA™) with 16 heads. We set the number of VN-Lin and VN-In layer as
1, and the number of MLP layer as 2.

We constructed graphs from atoms in molecules, which are employed to predict atom coordinates
and features (Eq.[T]and [2), using the N-nearest neighbors based on Euclidean distance with N = 8.
We used K = 15 atom features in total, indicating the atom types and its aromaticity. These atom
features include 10 non-aromatic atoms (i.e., “H”, “C”, “N”, “O”, “F”, “P”, “S”, “CI”, “Br”, “T”), and
5 aromatic atoms (i.e., “C”, “N”, “O”, “P”, “S”). We set the number of diffusion steps 7" as 1,000. We
set the weight & of atom type loss as 100 to balance the values of atom type loss and atom coordinate
loss. We set the threshold § (Eq.[3) as 10. The parameters 55 and 3} of variance scheduling in the
forward diffusion process of DIFF are discussed in Supplementary Section[S3.3] Following SQUID,
we did not perform extensive hyperparameter tunning for DIFF given that the used hyperparameters
have enabled good performance.

We optimized the DIFF model via Adam [27] with its parameters (0.950, 0.999), learning rate 0.001,
and batch size 32. We evaluated the validation loss every 2,000 training steps. We scheduled to decay
the learning rate with a factor of 0.6 and a minimum learning rate of le-5 if the validation loss does
not decrease in 10 consecutive evaluations. The DIFF model has 2.7M learnable parameters. We
trained the DIFF model with ~900,000 training steps. The training took 60 hours with our GPUs.
The trained DIFF achieved the minimum validation loss at 746,000 steps.

During inference, given a condition molecule, we determined the number of atoms for the molecule
to be generated, according to the shape size of the condition molecule. We assumed that molecules
with similar shape sizes should have similar numbers of atoms. Therefore, we identified the training
molecules with similar shape sizes to the condition molecule. From these molecules, we built an
atom number distribution and sampled the number of atoms in the molecule to be generated from it.
Particularly, to calculate the shape size of each molecule, we first converted it into an atomic density
grid of side length 22 A with 0.5 A resolution and then counted the non-empty voxels in this grid.
For a condition molecule with shape size n,, we selected training molecules with shape sizes in the
range [ns — 200, ns 4+ 200] to build the atom number distribution. Following Adams and Coley [13]],
we set the variance ¢ of atom-centered Gaussians as 0.049, which is used to build a set of points
for shape guidance in Section “Molecule Generation and Shape Guidance” in the main manuscript.
The optimal distance threshold «y is 0.2, and the optimal stop step S for shape guidance is 300. With
shape guidance, each time we updated the atom position (Eq.[4)), we randomly sampled the weight o
from [0.2, 0.8]. For each condition molecule, it took around 40 seconds on average to generate 50
molecule candidates with our GPUs.

S6 Additional Experimental Results
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Table S3: Comparison of Diffusion Weighting Schemes

JS divergence
bond C-C

wy  99.6 98.8 100.0 0.748 0.095 0.321
uniform 99.2 89.4 100.0 0.660 0.115 0.393

wy  99.6 98.7 100.0 0.749 0.093 0.317
uniform 99.1 90.1 100.0 0.671 0.112 0.384

method weights #v% #s% #u% QED

ShapeMol

ShapeMol+g

Columns represent: “weights": different weighting schemes; “#v%™:
the percentage of valid molecules; “#s%”: the percentage of valid
and complete molecules; “#u%™: the percentage of unique molecules;
“QED”: the average drug-likeness of generated molecules; “JS dis-
tance of bond/C-C”: the Jensen-Shannon (JS) divergence of bond length
among all the bond types (“bond")/carbon-carbon single bonds (“C-C")
between real molecules and generated molecules;

S6.1 Comparison of Diffusion Weighting Schemes

While previous work [28 9] applied uniform weights on different diffusion steps, ShapeMol uses
different weights (i.e., w} in Eq.[3). We conducted an ablation study to demonstrate the effectiveness
of this new weighting scheme. Particularly, we trained two DIFF modules with the varying step
weights w} (with § = 10 in Eq. [3) and uniform weights, respectively, while fixing all the other
hyper-parameters in ShapeMol and ShapeMol+g. Table[S3|presents their performance comparison.

The results in Table|S3[show that the different weights on different steps substantially improve the
quality of the generated molecules. Specifically, ShapeMol with different weights ensures more
valid and complete molecules and higher drug-likeness than that with uniform weights (98.8% vs
89.4% for valid and complete molecules; 0.748 vs 0.660 for QED). ShapeMol with different weights
also produces molecules with bond length distributions closer to those of real molecules (i.e., lower
Jensen-Shannon divergence), for example, the Jensen-Shannon (JS) divergence of bond lengths
between real and generated molecules decreases from 0.115 to 0.095 when different weights are
applied. The same trend can be observed for ShapeMol+g, for which the different weights also
improve the generated molecule qualities. Since wy increases as the noise level in the data decreases
(See discussions earlier in “Model Training"), the results in Table demonstrate the effectiveness of
the new weighting scheme in promoting new molecules generated more similarly to real ones when
the noise level in data is small.

S6.2 Parameter Study in Shape Guidance

We conducted a parameter study to evaluate the impact of the distance threshold v (Eq. @) and
the step threshold S in the shape guidance. Particularly, using the same trained DIFF module,
we sampled molecules with different values of « and S' and present the results in Table As
shown in Table[S4] the average shape similarities avgSim, and maximum shape similarities maxSimg
consistently decrease as -y and S increase. For example, when S = 50, avgSim, and maxSimg
decreases from 0.794 to 0.763 and 0.890 to 0.861, respectively, as « increases from 0.2 to 0.6.
Similarly, when v = 0.2, avgSim, and maxSimg decreases from 0.794 to 0.746 and 0.890 to 0.852,
respectively, as S increases from 50 to 300. As presented in “ShapeMol with Shape Guidance", larger
~ and S indicate stronger shape guidance in ShapeMol+g. These results demonstrate that stronger
shape guidance in ShapeMol+g could effectively induce higher shape similarities between the given
molecule and generated molecules.

It is also noticed that as shown in Table [S4] incorporating shape guidance enables a trade-off between
the quality of the generated molecules (QED), and the shape similarities (avgSim and maxSimy)
between the given molecule and the generated ones. For example, when v = 0.2, QED increases
from 0.630 to 0.749 and avgSim, decreases from 0.794 to 0.746 as .S increases from 50 to 300. These
results indicate the effects of v and S in guiding molecule generation conditioned on given shapes.
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Table S4: Parameter Study of Shape Guidance and Comparison between ShapeMol
with and without Shape Condition

with shape condition H® without shape condition H®

QED avgSim, avgSim, maxSims maxSim; QED avgSim, avgSim, maxSims maxSimg
- - 0748 0.689 0.239 0.803 0.243  0.752  0.584  0.239 0.751 0.241

02 50 0.630 0.794 0236 0.890 0244 0474 0.697 0.233 0.859 0.241
0.2 100 0.666  0.786  0.238 0.883 0.245  0.541 0.691  0.238 0.851 0.242
0.2 300 0.749 0.746 0241 0.852 0247 0.732  0.650 0.248 0.809 0.246

04 50 0.678 0.779  0.240 0.875 0245 0562 0.676  0.242 0.834 0.243
04 100 0.700 0.772  0.241 0.870 0247 0.614 0.670 0.245 0.828 0.246
04 300 0.752 0.738 0.242 0.845 0.247  0.737  0.636  0.248 0.796 0.250

0.6 50 0.706 0.763  0.242 0.861 0246  0.617 0.656 0.246 0.813 0.246
0.6 100 0.720 0.758 0.242 0.857 0247  0.655 0.651 0.247 0.808 0.247
0.6 300 0.753 0.731  0.242 0.838 0247 0741  0.626  0.251 0.791 0.258

Columns represent: “”/*“S”: distance threshold/step threshold in shape guidance; “QED”: the average
drug-likeness of generated molecules; “avgSim_/avgSim,”: the average of shape or graph similarities between
the condition molecules and generated molecules; “std": the standard deviation; “maxSims”: the maximum
of shape similarities between the condition molecules and generated molecules; “maxSimg”: the graph

similarities between the condition molecules and the molecules with the maximum shape similarities;

S6.3 Ablation Study of Shape Condition

We conducted an ablation study to demonstrate the effectiveness of shape condition H® by comparing
the performance of ShapeMol with and without this shape condition. Particularly, to evaluate the
performance of ShapeMol without H®, we removed the shape embeddings H® from the predictor
fe(xt, vy, H®) and trained an unconditional diffusion model for molecule generation. As in Supple-
mentary Section we sampled molecules using the unconditional diffusion model with different
values of v and S and present the results in Table [S4] As shown in Table [S4] ShapeMol with H®
consistently outperforms that without it, in terms of both avgSim_ and maxSimg. For example, when
v = 0.2 and S = 300, incorporating shape condition into ShapeMol boosts avgSim, from 0.650
to 0.746 and maxSimg from 0.809 to 0.852. Moreover, the increase in QED from 0.732 to 0.749
also indicates that shape condition could mitigate distortion in the generated molecule structures
due to shape guidance. This might be because shape condition can move atom positions in the
same direction as shape guidance and thus reduce the discrepancy between X ; and x§ ; (in Eq. .
These results demonstrate that incorporating the shape condition in ShapeMol and ShapeMol+g can
effectively improve the shape similarities between the given molecule and generated molecules and
maintain the drug-likeness of generated molecules under shape guidance.
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