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Abstract— Recent works have suggested that language-based
foundation models contain commonsense knowledge and are
capable of performing basic reasoning. This has significant
promise in robotics for task-level planning. As an example,
the recent EgoPlan-Bench benchmark studies egocentric, em-
bodied planning, measured through multiple-choice questions
on captioned videos. In this work, we thoroughly examine
the benchmark using open-source 7/13B-parameter models and
investigate the impact of different sources of training data, as
well as prompting strategies that are widely used outside of the
robotics domain. Our experiments show that (1) in-domain and
out-of-domain performance is, unsurprisingly, connected with
training and evaluation dataset overlap, and (2) surprisingly,
prompting strategies that have been effective in other domains,
fail to significantly increase performance here.

I. INTRODUCTION

Foundation models are large models that have been trained
on a wide distribution of data, and thereby can provide a
“foundation” for different use cases, ranging from dialogue
agents to robot controllers [1]. By learning from large-scale
data, these models can exhibit varied and even nuanced com-
monsense knowledge, which was infeasible with traditional
symbolic AI. A seminal work in this area is GPT-3, a large
language model (LLM) that not only demonstrated such
knowledge but could also perform few-shot learning without
further parameter adaptation, simply through text prompting
[2]. Given LLM’s abilities to adapt to prompts, there is now
a growing research field on improving these [3].

The use of LLMs and vision-language models (VLMs) has
also spread to robotics research [4]. One of the most obvious
use cases is to replace symbolic task planners with planners
that operate using natural language [5], [6]. Although there
have been several works that use foundation models for
low-level control [7], [8], [9], [10], foundation models have
been shown to be particularly powerful for task planning
when given access to lower-level control policies for motion
control [5], [6], [11]. Impressively, Hu et al. [6] demonstrated
the GPT-4V VLM [12] could perform closed-loop task
planning for a real robot through prompting techniques alone.

However, the use of large, closed-source models that are
either accessible only through an API, or not accessible at
all, presents an issue for wide-scale deployment in robotics.
Such models cannot be inspected (for interpretability and/or
safety), are not private, require an internet connection, might
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require payment, and require large amounts of compute
resources, even just for inference. Upstream changes are
beyond the control of the end-user, and can cause perfor-
mance degradations [13], [14]. Therefore, we believe it is
important to study open-source models that can at least
be deployed on consumer-grade GPUs. Furthermore, such
studies should ideally use reproducible benchmarks, allowing
for more rigor.

In this paper, we use the recently-released EgoPlan-Bench
[15] to study the task planning capabilities of open-source
VLMs. As in the original work [15], we base our study on the
7B-parameter variant of VideoLLaMA [16], a VLM which
can operate over video frames. EgoPlan-Bench converts the
egocentric video data from the EPIC-KITCHENS dataset
[17] into a multiple-choice question-answer form to evaluate
a VLM’s ability to integrate past information, the current
context, and commonsense knowledge, in order to solve
open-loop1 planning problems. EgoPlan-Bench also includes
out-of-domain evaluation on a subset of the Ego4D dataset
[18] that is processed the same way. As the task involves
embodied scene reasoning, we investigate if fine-tuning
VideoLLaMA with additional physical object-grounding [19]
and robot planning [20] datasets can further improve per-
formance. We also investigate three prompting methods
commonly used in broader foundation model research: chain-
of-thought (CoT) [21], self-verification (SV) [22], and self-
consistency (SC) [23].

We find that fine-tuning on these additional datasets does
not improve performance on EgoPlan-Bench, which we at-
tribute to the dissimilarities between these datasets’ features
and the evaluation domains (Subsection V-C). Despite their
success in other domains, surprisingly we found that the
prompting methods reduced performance with fine-tuned
models—though the base models were left largely unaf-
fected. This indicates that caution is needed to preserve the
reasoning abilities of models tuned for robot planning, if they
reason at all (Section VI).

II. MODEL
VideoLLaMA [16] is a video VLM that augments the

Vicuna LLM [24] with pre-trained visual (BLIP-2 [25])
and audio (ImageBind [26]) encoders (Figure 1). To ex-
tend the visual encoder to video, VideoLLaMA embeds
multiple keyframes separately, which are then combined
with positional encodings, then processed by a video Q-
Former [25], [16] to obtain video embeddings. This is then

1We call this setting open-loop, as question-answer pairs are evaluated
independently, instead of consecutively in a trajectory.
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Fig. 1: Vision and language components of VideoLLaMA;
we exclude the audio component as it is not used in EgoPlan-
Bench. Results in EgoPlan-Bench [15] come from fine-
tuning all components apart from the visual encoder; in our
experiments, we additionally explored fine-tuning the latter.

adapted as input for the LLM through a linear transformation.
Finally, the LLM uses the combination of the transformed
video embedding and the language instruction embeddings
to produce text as output. As in EgoPlan-Bench [15], we use
this pre-trained model as a basis for our experiments.

III. DATASETS

In this section, we summarise the datasets used and
provide some quantitative characteristics in Table I. VideoL-
LaMA is trained on the LLaVA-Instruct-150K [27], CC-SBU
[28], [29] and InternVideo [30] datasets. In addition to the
EgoPlan-IT dataset introduced in EgoPlan-Bench [15], we
also experiment with the RoboVQA [20] and PhysObjects
[19] datasets.

TABLE I: Dataset characteristics.

Dataset Training QA Pairs Answer Vocabulary Size
LLaVA-Instruct-150K 150, 000 50, 232

CC-SBU 3, 439 2, 811
InternVideo 11, 189 16, 823
EgoPlan-IT 50, 285 291
RoboVQA 798, 429 1, 880

PhysObjects 456, 600 42

LLaVA-Instruct-150K: This dataset was introduced with
the LLaVA model [27] for visual instruction fine-tuning of
VLMs. It was constructed by using the GPT-4 LLM [31]
to generate instruction-following data based on captions and
descriptions of objects’ spatial relationships from the COCO
dataset [32]. The vision-language instruction-following sam-
ples are divided into conversational formats, detailed descrip-
tion formats, and complex reasoning instructions.
CC-SBU: This dataset was introduced with the MiniGPT
model series [28], [29] to provide curated data designed for
aligning vision and language-based representations.
InternVideo: This dataset was introduced with the Intern-
Video model [30], with a focus on spatiotemporal reasoning,
event localization, and causal relationship inference from
videos. It was constructed by using a combination of Chat-
GPT [33] and VideoChat [34] to annotate data from the
WebVid10M video dataset [35].

EgoPlan-IT: This dataset accompanies EgoPlan-Bench [15],
and consists of action-centric captioning of the EPIC-
KITCHENS [17] and Ego4D [18] video datasets, where the
latter is only used for evaluation. The original captions are
augmented by using EgoVLP [36] to segment the videos
and GPT-4 to decompose goals into a series of actions. The
main samples are formatted as question and multiple-choice
answer pairs. Additional samples are formatted for action
recognition and contrastive losses.
RoboVQA: This dataset consists of 238 hours of egocentric
video data collected from multiple humans and tele-operated
robots from 3 different office environments [20]. Crowd-
sourcing was used to temporally segment the videos, and
provide instructions on how to complete the current sub-task.
PhysObjects: This dataset consists of object-centric,
visually-grounded data based on physical properties such
as mass, fragility, deformability, material, transparency, etc.
[19]. 417K annotations were automatically generated from
the EgoObjects dataset [37] using included metadata and
object detection methods. A further 39.6K annotations were
crowd-sourced for scenarios that could not be automatically
annotated (e.g., continuous physical properties). The authors
showed that a VLM fine-tuned on such dataset could improve
a planning pipeline for a real robot, as evaluated by a human.

IV. METHODS

The two main ways of adapting foundation models for
downstream tasks are a) fine-tuning, and b) prompting.

A. Fine-tuning

Firstly, we investigated fine-tuning parameters within
VideoLLaMA to adapt it for EgoPlan-Bench. We used the
original authors’ pipeline and fine-tuning hyperparameters
[15]; all parameters within the video Q-Former and linear
transformation are updated, whilst the LLM is fine-tuned
using low-rank adaptation (LoRA) [38]. We also performed
an additional experiment where we fine-tuned all of the
visual encoder weights. The original EgoPlan-Bench exper-
iments fine-tuned VideoLLaMA on a combination of the
LLaVA-Instruct-150K, CC-SBU, InternVideo, and EgoPlan-
IT datasets[15]. In our experiments, we add the RoboVQA
and PhysObjects datasets (separately, and jointly).

B. Prompting methods

The evaluation for EgoPlan-Bench is as follows: an image
from the current time step is provided, alongside preceding
video keyframes, and a text prompt that gives the task
for the VLM. The prompt includes a high-level task goal,
explains the visual inputs, and then asks what the next
action should be. The model is then evaluated 4 times, each
with a different candidate action appended at the end of the
prompt; the model’s answer is taken as the action with the
highest probability. In addition to this “base” prompt, we
experimented with more sophisticated prompting methods:
Chain-of-thought: CoT encourages LLMs to perform rea-
soning before outputting their final answer, which was shown
to improve performance in more complex decision-making
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Fig. 2: Overview of the EgoPlan-Bench evaluation protocol,
and our proposed SV augmentation.

tasks [21]. To implement CoT, we appended “Think step by
step” [21], [39] to the end of the original EgoPlan-Bench
prompts.
Self-verification: SV asks LLMs to review their own an-
swers, as a form of introspection [22]. Later works con-
sidered using this introspection to ask LLMs to refine their
answers, if warranted by the original SV response [40], [41].

We augmented the standard EgoPlan-Bench evaluation
protocol with a two-step SV process based on “true-false
item verification” (TFIV) [22]. First, the original EgoPlan-
Bench prompt and the model’s answer are reformulated as
a statement that the model should verify. If the reasoning
is false, the history of the conversation is fed back to the
model, along with an instruction to rectify the prediction, as
illustrated in Figure 2.
Self-consistency: SC is based on the idea that sampling
LLMs for answers to reasoning problems (involving open-
ended reasoning) can result in different answers, with the
most likely answer sampled the most consistently. Thus, SC
aims to improve reasoning performance by sampling multiple
answers and using majority voting to pick the final answer.

We followed the original protocol [23], in which a one-
shot example2 in the form “{original prompt} {reasoning}
The answer is {option}” is prepended to the prompt, and all
candidate answers are given at the end of the prompt. We
then generated 20 completions and parsed the outputs for an
exact match for the correct answer.

V. RESULTS

All of our results on EgoPlan-Bench can be found in Table
II. As an overall trend, performance did not seem to be

2Picking one sample from the training set and manually writing the
reasoning [23].

correlated with sample frequency, i.e., the success rate with
frequent or infrequent nouns/verbs was roughly the same.

A. Fine-tuning

Fine-tuning on RoboVQA did not significantly impact the
scores on EPIC-KITCHENS (in-domain evaluation), but led
to a slight regression on Ego4D (out-of-domain evaluation).
Fine-tuning on PhysObjects did not significantly impact
scores on either domain. Co-fine-tuning resulted in similar
changes as to training purely on RoboVQA. To investigate
further, we analyzed the similarities between the datasets we
used, detailed in Subsection V-C.

We observed some improvement in performance from
allowing the visual encoder component to be fine-tuned,
though, as before, adding additional datasets did not help
further. However, this improvement was only for in-domain
evaluation, and the model did not exhibit any increased
ability to perform visually-grounded planning out-of-domain.
Allowing VLMs to adapt their low-level visual representa-
tions can help slightly for adaptation to a particular domain,
but would not necessarily aid generalization.

Due to resource limitations, we were unable to fine-tune
the 13B variant of VideoLLaMA3, but included the results
from evaluating the model with its original parameters. No-
tably, despite almost double the parameters, its performance
was almost identical to the 7B variant—and significantly
lower than that of all models trained with EgoPlan-IT. With
the caveat that these are not extremely large models, in this
case, scale did not improve performance.

B. Prompting methods

Across all experiments, CoT does not significantly im-
pact scores. The most notable difference—a decrease in
performance—occurs for the 7B model trained with the
original EgoPlan-Bench settings (LLaVA-Instruct + CC-SBU
+ InternVideo + EgoPlan-IT). In conjunction with other
results, we believe the VLM overfits to EgoPlan-IT’s prompt
format, to the detriment of its instruction-following ability.

While SV has little impact on the original VideoLLaMA
models, it can decrease the scores of models trained on
EgoPlan-IT by more than 10% on EPIC-KITCHENS, and
1% on Ego4D. Once again, we believe that this indicates
overfitting to EgoPlan-IT. Although the models produce more
true negatives than false negatives in the TFIV phase of the
SV process, even if the model introspects that it was wrong,
it often produces the same answer again. Therefore, these
models fail to reason logically about their own outputs.

SC significantly degraded performance, but was also the
only setting where we had to parse open-ended generation
of answers. On the one hand, the original VideoLLaMA
models did better at producing reasoning chains, but failed to
include a candidate answer, whereas the models trained with
EgoPlan-IT tended to generate just the candidate answers—
though not consistently or correctly. Generating and extract-
ing precise, structured information from LLMs remains an
open challenge.

3The original authors did not include this variant in their results [15].



TABLE II: EgoPlan-Bench scores of VideoLLaMA models, some with fine-tuning on EgoPlan-IT, some with fine-tuning
on additional datasets, and with additional prompt methods. The chance rate is 25%. † VideoLLaMA with no additional
training. ‡ We fixed an error in image processing of the Ego4D benchmark, resulting in slightly improved scores over the
original work [15].

Fine-tuning Datasets Evaluation

# Params Fine-tuned ViT
LLaVA-Instruct

EgoPlan-IT RoboVQA PhysObjects
EPIC-KITCHENS Ego4D‡

+ CC-SBU Prompt Method Prompt Method
+ InternVideo Base CoT SV SC Base CoT SV SC

7B† ✖ ✔ ✖ ✖ ✖ 0.278 0.282 0.280 0.007 0.300 0.306 0.300 0.004
13B† ✖ ✔ ✖ ✖ ✖ 0.262 0.259 0.262 0.004 0.302 0.302 0.302 0.008
7B ✖ ✔ ✔ ✖ ✖ 0.543 0.523 0.439 0.310 0.445 0.438 0.393 0.286
7B ✖ ✔ ✔ ✔ ✖ 0.547 0.550 0.488 0.321 0.430 0.430 0.421 0.318
7B ✖ ✔ ✔ ✖ ✔ 0.543 0.542 0.495 0.306 0.436 0.434 0.427 0.299
7B ✖ ✔ ✔ ✔ ✔ 0.523 0.526 0.457 0.313 0.433 0.428 0.421 0.328
7B ✔ ✔ ✔ ✖ ✖ 0.587 0.583 0.439 0.361 0.448 0.442 0.442 0.320
7B ✔ ✔ ✔ ✔ ✔ 0.559 0.547 0.507 0.307 0.438 0.433 0.440 0.318

Fig. 3: Wasserstein distances (min-max normalized) between features (based on images, nouns, and verbs) of each dataset,
calculated using 1000 random samples per dataset for the images, and the entire vocabularies for the nouns and verbs. The
“VideoLLaMA” field refers to the combination of the LLaVA-Instruct-150K, CC-SBU, and InternVideo datasets.

C. Dataset analysis

Given the fine-tuning results, we performed an analysis
into the (dis)similarities between the different datasets used,
based on both the vision and language modalities (Figure 3).
To compare the visual features of each dataset, we randomly
sampled 1000 images/keyframes per dataset, extracted vision
embeddings using the pre-trained CLIP ViT-B/32 model [42],
and calculated pairwise Euclidean distances. We then used
the pairwise distances to calculate the Wasserstein-1 distance
(Appendix VI-A) between all datasets, using the GenSim
library [43], [44]. For ease of comparison, we min-max
normalized the distances in Figure 3. We performed the
same process with text features for each dataset. Firstly,
we extracted the nouns and verbs using the “WordNet”
lemmatizer from the NLTK library [45], and then extracted
word embeddings using the “fasttext-wiki-news-subwords-
300” model [46], [47] via the GenSim library. As before, we
calculated the Wasserstein-1 distances between all datasets
using Euclidean pairwise distances.

When comparing image embeddings, the “VideoLLaMA”
dataset (LLaVA-Instruct + CC-SBU + InternVideo) is the
most dissimilar to all other datasets. While it contains
images and videos from diverse sources, the other datasets
all emphasize an egocentric perspective. As EgoPlan-IT is

derived from the EPIC-KITCHENS dataset, which the in-
domain evaluation set is also based on, their similarity is
to be expected. EgoPlan-IT is also closer to Ego4D than
RoboVQA and PhysObjects.

When comparing word embeddings, the simplistic nature
of PhysObjects’ QA-format stands out. Compared to both
RoboVQA and PhysObjects, EgoPlan-IT language domain
is still the closest to that of both evaluation datasets.

In summary, the lack of improvement from co-fine-tuning
with additional datasets appears to be tied to the dissimilar-
ities in the visual features and text prompts, and a smaller
percentage of EgoPlan-IT in the training data distribution.

VI. DISCUSSION

Our experiments and dataset analysis indicate that per-
formance on EgoPlan-Bench is largely dictated by the pro-
portion of EgoPlan-IT data, as including apparently related
datasets fails to improve either in-domain or out-of-domain
performance. Despite their use in other domains, commonly
used prompting methods were not beneficial for EgoPlan-
Bench. The models seemed unable to reason properly about
their outputs—a finding echoed in other research [40], [48].
However, our results are limited to relatively small founda-
tion models, and may not apply so clearly to larger or future
VLMs.



APPENDIX

A. Wasserstein distance

The Wasserstein distance is a measure of the similarity
between two distributions. Letting X = (x1, x2, . . . , xn) ∈
Rd×n and Y = (y1, y2, . . . , ym) ∈ Rd×m be d-dimensional
vectors, the Wasserstein-p distance is formally defined as:

Wp(a, b) =

 min
γ∈Rn×m

∑
i,j

γij ||xi − yj ||p

 1
p

s. t. γ1m = a; γT1n = b; γ ≥ 0

(1)

where 1c is an identity matrix of dimension c. For the
datasets comparisons, we used the Wasserstein-1 metric, also
referred to as the Earth Mover’s Distance (EMD) and com-
monly used to measure the distance between distributions
over words in natural language[49], [44], [50].
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