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Abstract

At the heart of the pyramid evaluation method001
for text summarization lie human written sum-002
mary content units (SCUs). These SCUs are003
concise sentences that decompose a summary004
into small facts. Such SCUs can be used to005
judge the quality of a candidate summary, pos-006
sibly partially automated via natural language007
inference (NLI) systems. Interestingly, with008
the aim to fully automate the pyramid evalua-009
tion, Zhang and Bansal (2021) show that SCUs010
can be approximated from parsed semantic role011
triplets (STUs). However, several questions cur-012
rently lack answers, in particular i) Are there013
other ways of approximating SCUs that can014
offer advantages? ii) Under which conditions015
are SCUs (or their approximations) offering016
the most value? In this work, we examine two017
novel strategies to approximate SCUs: gener-018
ating SCU approximations from AMR mean-019
ing representations (SMUs) and from large lan-020
guage generation models (SGUs), respectively.021
We find that while STUs and SMUs are compet-022
itive, the best approximation quality is achieved023
by SGUs. We also show through a simple024
sentence-decomposition baseline (SSUs) that025
SCUs (and their approximations) offer the most026
value when ranking short summaries, but may027
not help as much when ranking systems or028
longer summaries.029

1 Introduction030

Judging the quality of a summary is a challenging031

task. Besides being short and faithful to its source032

document, a summary should particularly excel in033

relevance, that is, a summary should select only034

the most relevant or salient facts from a source doc-035

ument. An attractive method for assessing such no-036

tion of relevance is the Pyramid-method (Nenkova037

and Passonneau, 2004) that is based on so-called038

Summary Content Units (SCUs) which decompose039

a reference summary into concise human-written040

English sentences. With SCUs available from one041

or different reference summaries, we can then more042

objectively assess the degree to which a candidate 043

summary contains the relevant information. With 044

the aim to fully automate the Pyramid method, 045

Zhang and Bansal (2021) suggest that the required 046

human effort can be partially and even fully allevi- 047

ated, by i) automatically generating SCUs and ii) 048

validating the relevance of a summary with an NLI 049

system that checks how many SCUs are entailed 050

by a candidate summary. 051

Since strong NLI systems are available off-the- 052

shelf and are known to be useful in NLG eval- 053

uation1, clearly the generation of SCUs is the 054

most challenging and least-understood part of an 055

automated pyramid. Indeed, while Zhang and 056

Bansal (2021) show that SCUs can be approxi- 057

mated by phrasing semantic role parsed triplets, 058

we lack availability and understanding of possible 059

alternatives as well as their potential impact on 060

downstream-task summary evaluation in different 061

scenarios. 062

In this work, we proposed two novel approaches 063

to approximate SCUs: SMUs that are based on ab- 064

stract meaning representation (AMR) and SGUs 065

that leverage SoTA large language models (LLMs). 066

We carry out experiments to systematically evaluate 067

the intrinsic quality of SCUs and their approxima- 068

tions. On the downstream task evaluation, we find 069

that although SCUs remain the most effective met- 070

ric to rank different systems or summaries across 071

three meta-evaluation datasets, surprisingly, an ef- 072

ficient sentence splitting baseline already yields 073

competitive results when compared to SCUs. In 074

fact, the sentence splitting baseline outperforms the 075

best SCU approximation method on a few datasets 076

when ranking systems or long summaries. 077

In summary, our work provides important in- 078

sights into the application of automation of the 079

pyramid method in different scenarios for evaluat- 080

ing summaries. We make the code publicly avail- 081

able at [URL Upon Acceptance]. 082

1E.g., see Chen and Eger (2022), or Steen et al. (2023).

1



2 Related work083

Evaluating the quality of a summary is a challeng-084

ing task. Over the past two decades, researchers085

have proposed a wide range of human-in-the-loop086

or automatic metrics to assess summaries in differ-087

ent dimensions, including linguistic quality, co-088

herence, faithfulness, and content quality. For089

more in-depth surveys on this topic, please refer to090

Howcroft et al. (2020) and Gehrmann et al. (2022).091

In this work, we focus on evaluating the con-092

tent quality of a summary that assesses whether093

the summary effectively captures the salient infor-094

mation of interest from the input document(s). In095

the reference-based metrics, content quality is as-096

sessed by comparing system-generated summaries097

to human-written reference summaries. The pyra-098

mid method (Nenkova and Passonneau, 2004) is099

regarded as a reliable and objective approach to100

evaluating the content quality of a summary. Be-101

low we briefly describe the pyramid method and102

highlight some previous efforts to automate this103

method.104

Pyramid Method. The original pyramid method105

(Nenkova and Passonneau, 2004) comprises two106

steps: SCUs creation and system evaluation. In the107

first step, human annotators exhaustively identify108

Summary Content Units (SCUs) from the reference109

summaries. Each SCU is a concise sentence and110

describes a single fact. The weight of an SCU is de-111

termined by the number of references in which it oc-112

curs. In the second step, the presence of each SCU113

in a system summary is manually checked. The114

system summary’s pyramid score is calculated as115

the normalized sum of the weights of the SCUs that116

are present. Later, Shapira et al. (2019) introduce117

a revised version of the original pyramid method118

where they eliminate the merging and weighting119

of SCUs, thereby enabling SCUs with the same120

meaning to coexist.121

Automation of the Pyramid Method. Given the122

high cost and the expertise required for implement-123

ing the pyramid method, in recent years there are124

a few attempts to automate this approach. Peyrard125

et al. (2017) propose an automatically learned met-126

ric to directly predict human pyramid scores based127

on a set of features. Zhang and Bansal (2021) pro-128

pose a system called Lite3Pyramid that uses a se-129

mantic role labeller to extract semantic triplet units130

(STUs) to approximate SCUs. They further use a131

trained natural language inference (NLI) model to132

replace the manual work of assessing SCUs’ pres- 133

ence in system summaries. In our work, we explore 134

two new methods to approximate SCUs. We fur- 135

ther investigate the effectiveness of the automated 136

pyramid method in different scenarios. 137

3 SCU approximation I: SMU from AMR 138

Abstract Meaning Representation (AMR) (Ba- 139

narescu et al., 2013) is a widely-used semantic for- 140

malism employed to encode the meaning of natural 141

language text in the form of rooted, directed, edge- 142

labeled, and leaf-labeled graphs. The AMR graph 143

structure facilitates machine-readable explicit rep- 144

resentations of textual meaning. 145

Motivated by Zhang and Bansal (2021)’s obser- 146

vation that STUs based on semantic roles cannot 147

well present single facts in long reference summary 148

sentences that contain a lot of modifiers, adver- 149

bial phrases, or complements, we hypothesize that 150

AMR has the potential to capture such factual in- 151

formation more effectively. This is because, in 152

addition to capturing semantic roles, AMR mod- 153

els finer nuances of semantics, including negations, 154

inverse semantic relations, and coreference. 155

To generate semantic meaning units (SMUs) 156

from a reference summary, we first leverage a pre- 157

trained Text2AMR model2 to represent each sen- 158

tence in the summary as an AMR graph. We then 159

design a few heuristics to split each AMR graph 160

into several sub-graphs and apply an AMR2Text 161

model3 on each sub-graph to generate SMUs. 162

Please refer to Appendix A.1 for more details on 163

splitting an AMR graph into multiple sub-graphs. 164

4 SCU approximation II: SGU from LLM 165

Recently, it became widely known that pre-trained 166

large language models (LLMs) are able to gener- 167

ate high-quality output according to prompts given 168

by humans, optionally exploiting shown examples 169

through in-context learning (Brown et al., 2020). 170

Therefore, we try to approximate SCUs using GPT 171

models from OpenAI, calling the resulting units 172

as Semantic GPT Units (SGUs). Specifically, we 173

use GPT-3.5-Turbo which is built on InstructGPT 174

(Ouyang et al., 2022) and GPT-4 (OpenAI, 2023) to 175

generate SGUs (SGUs_3.5 and SGUs_4) for each 176

reference summary using the same prompt and a 177

2parse_xfm_bart_large (https://github.com/bjascob/amrlib-
models)

3generate_t5wtense (https://github.com/bjascob/amrlib-
models)
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one-shot example. Please refer to Appendix A.2178

for more details.179

5 Experiments180

5.1 Dataset and NLI models181

Data. We run the experiments on four exist-182

ing English meta-evaluation datasets: (1) TAC08183

(NIST, 2008), (2) TAC09 (NIST, 2009), (3) REAL-184

Summ (Bhandari et al., 2020) and (4) PyrXSum185

(Zhang and Bansal, 2021) and evaluated the re-186

sults on the last three datasets, using TAC08 for187

development purposes. Each dataset contains one188

or multiple reference summaries, the correspond-189

ing human-written SCUs, the generated summaries190

from different systems, and the human evaluation191

result for each summary/system based on the pyra-192

mid method. Table 1 shows some statistics of the193

reference summaries across different datasets. In194

general, PyrXSum contains short and abstractive195

summaries, while RealSumm and TAC09 contain196

long and extractive summaries. More details on the197

datasets can be found in appendix A.4.198

NLI Models. We use the NLI model from Zhang199

and Bansal (2021) that was fine-tuned on TAC08’s200

SCU presence gold annotations based on a NLI201

model from Nie et al. (2020).202

5.2 Baselines203

STUs are the semantic role triples based on se-204

mantic role labelling (Zhang and Bansal, 2021).205

Sentence splitting is a baseline that may shed206

light on the overall usefulness of SCUs in summary207

evaluation. We split every reference summary into208

sentences and treat them as SCU approximations.209

N-grams consist of phrases randomly extracted210

from a reference summary. For each sentence from211

the summary, we naïvely generate all possible com-212

binations of 3, 4, and 5 consecutive words. We213

then randomly select a subset from these combina-214

tions, which accounts for 5% of the total number215

of n-grams produced.216

5.3 Intrinsic Evaluation217

As proposed by Zhang and Bansal (2021), we eval-218

uate approximation quality with an easiness score.219

The score is built by iterating over each SCU-SxU220

pair and average over the maximum ROUGE-1-F1221

score found for each SCU. Naturally this score is222

recall-biased, and therefore, we also present the223

RealSumm PyrXSum TAC09
Avg. # sent. 4.73 2.02 27.22
Avg. # words 63.71 20.56 386.82
Avg. # words/sent 13.47 10.18 14.21
# ref summary 1 1 4
Avg. # SCUs 10.56 4.78 31.63

Table 1: Statistics of the reference summaries from
different datasets.

RealSumm PyrXSum TAC09
Metrics R P R P R P
sentence split .54 .67 .41 .54 .50 .54
ngrams .41 .52 .38 .52 .46 .39
STUs .66 .68 .54 .65 .61 .53
SMUs .56 .58 .53 .58 .52 .48
SGUs_3.5 .58 .67 .58 .63 .36 .48
SGUs_4 .61 .69 .61 .66 .52 .61

Table 2: Intrinsic Evaluation Results. R is the recall ori-
ented simulation easiness score by (Zhang and Bansal,
2021), while P is our precision-oriented score that is
computed in the reverse direction.

score calculated in the reverse direction, to assess 224

whether our approximated SCUs are of high preci- 225

sion. 226

The results are shown in Table 2. We find 227

that best approximation quality for RealSumm is 228

achieved by STUs, while for PyrXSum, SGU_4 229

performs best. Considering the longer texts of 230

TAC09, STUs excel in recall, while SGU_4 excels 231

in precision. 232

5.4 Extrinsic Evaluation 233

Our downstream evaluation consists of two parts: 234

summary quality evaluation at the system and sum- 235

mary levels, respectively. System-level correlation 236

assessment evaluates the ability of the metric to 237

compare different summary systems individually. 238

In contrast, summary-level evaluation determines 239

the metric’s ability to compare summaries created 240

by different systems for a common set of docu- 241

ments. Following (Zhang and Bansal, 2021), we 242

use Pearson r and Spearman ρ to evaluate the corre- 243

lations between metrics with gold human labelling 244

scores. Pearson measures linear correlation and 245

Spearman measures ranking correlation. See more 246

details on how to compute these two types of cor- 247

relation in appendix A.3. 248

The results are shown in Table 3. We can 249

observe that SGUs overall offer the most useful 250

SCU approximation, with the exception for TAC09 251
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System-Level Summary-Level
RealSumm PyrXSum TAC09 RealSumm PyrXSum TAC09

Metrics r ρ r ρ r ρ r ρ r ρ r ρ

SCUs .95 .95 .98 .98 .99 .97 .59 .58 .70 .69 .76 .70
SCU Approximations
- sentence split .93 .95 .97 .97 .97 .94 .48 .46 .37 .36 .73 .66
- ngrams .90 .92 .94 .82 .96 .92 .36 .35 .38 .38 .65 .61
- STUs .92 .94 .95 .95 .98 .95 .51 .50 .46 .44 .73 .67
- SMUs .94 .94 .96 .94 .98 .96 .50 .48 .46 .44 .70 .64
- SGUs_3.5 .93 .95 .97 .93 .96 .88 .49 .46 .56 .55 .54 .49
- SGUs_4 .92 .94 .97 .95 .98 .96 .54 .52 .58 .56 .71 .66

Table 3: Results of different metrics on three datasets. Best numbers among all SCU approximations are bolded.

(summary-level), where STUs remain the best ap-252

proximation method, slightly outperforiming our253

simple sentence splitting baseline. However, SGUs254

still lack the usefulness of true SCUs, which seem255

to remain the most useful way to evaluate sum-256

mary quality (if resources permit). Interestingly,257

however, to discriminate the quality of systems,258

it is enough to use any approximation, even the259

sentence split baseline is sufficient to accurately260

discriminate systems.261

5.5 Human Evaluation262

For a representative sample of human results of our263

experiment, three authors evaluated the quality of264

SCUs, STUs, SMUs and SGUs_4 for 10 reference265

summaries randomly sampled from REALSumm266

and PyrXSum. Cohen’s κ scores among three anno-267

tators range from 0.37 to 0.87. More details about268

human evaluation can be found in Appendix A.5.269

Figure 1: Human evaluation results. Numbers on the
y-axis represent the aggregated scores of all three anno-
tators for the 10 examples, with higher scores indicating
better performance across all three dimensions.

The findings presented in Figure 1 illustrate that270

the quality of SMUs is comparable to the STUs.271

SMUs are a little bit more well-formed but hul-272

lucinate more compared to STUs. Furthermore, 273

it’s important to note that SGUs are nearly on par 274

with SCUs in terms of overall quality. However, 275

despite their close performance, SGUs exhibit cer- 276

tain shortcomings. They lack a certain degree of 277

Well-formedness, and Descriptiveness. Thus, while 278

SGUs and SCUs might appear similar in perfor- 279

mance, a closer inspection reveals a slightly better 280

performance of the SCUs. 281

5.6 Discussion 282

In our research, we found out that there are more 283

effective ways of approximating SCUs than only 284

with STUs. There are several aspects worth discus- 285

sion. Firstly, it appears that the automatic intrinsic 286

evaluation metric, based on ROUGE-1-F1, exhibits 287

a weak correlation with human evaluation. This 288

raises concerns about the effectiveness of using this 289

metric in previous studies to evaluate the quality of 290

SCU approximations. Secondly, it seems that we 291

may not need the costly SCUs and their approxima- 292

tions to compare summarization systems or rank 293

long summaries (TAC09). Surprisingly, a simple 294

sentence splitting baseline already achieves com- 295

petitive results compared to SCUs. Finally, SCUs 296

and their approximations offer the most value to 297

rank short summaries (PyrXSum and RealSumm). 298

6 Conclusions 299

This work primarily focuses on automating the 300

pyramid method. We propose two new methods to 301

approximate SCUs and systematically evaluate the 302

intrinsic quality of SCUs and their approximations. 303

Our experiments on extrinsic evaluation suggests 304

that there might be no need for costly SCUs and 305

their approximations when comparing summariza- 306

tion systems. 307
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Limitations308

Limitations309

First, we would have liked to achieve better per-310

formance with SMUs generated from AMR, since,311

in theory, AMR graph splitting seems ideal to de-312

compose a textual meaning into parts, and AMR313

generation systems promise to phrase any such sub-314

graph in natural language. Inspecting all three parts315

of the pipeline (parsing, splitting, and generating),316

we find that most issues are likely due to our manu-317

ally designed splitting strategy. While the rules are318

simple and their creation has profited from com-319

munication with AMR-knowledgeable researchers,320

the main problem is that there are countless possi-321

bilities of how to split an AMR, and the importance322

of rules may strongly depend on the further graph323

context. Therefore, we believe it is likely that fu-324

ture work can strongly improve the AMR approach325

by better learning how to better split meaning rep-326

resentation graphs.327

Second, we used an NLI system that was fine-328

tuned on gold SCUs extracted from the develop-329

ment data (TAC08), since this NLI system was330

found to work best by Zhang and Bansal (2021).331

While in principle this does not affect the evalua-332

tion of SxUs, which was the focus of this paper, it333

is not unlikely that by training the NLI system on334

each SxU type separately, the results of SxUs may335

further improve and so the results for human SCUs336

can be considered as slightly optimistic. In general,337

the interaction of automatic NLI and SCUs in an338

automated pyramid needs to be better understood.339

Other recent findings (Chen and Eger, 2022; Steen340

et al., 2023) suggest that NLI models may play341

an underestimated role in NLG evaluation. As a342

check, we repeated evaluation with an NLI system343

without SCU fine-tuning, and observe significant344

performance drops across the board, indicating that345

i) SCU results are likely not too over-optimistic346

in comparison to SxUs; and ii) the effective adap-347

tation strategy of the NLI system indeed may be348

the second cornerstone of an accurate automatic349

pyramid and therefore should be better explored in350

future work.351
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A Appendix458

A.1 Obtaining AMR Sub-graphs459

Given an AMR graph, we first extract all predicates460

to discern their semantic meaning as we view them461

to form the core of a sentence’s meaning. Subse-462

quently, the argument connections within the pred-463

icates were examined. If a predicate is connected464

to at least one core role (CR), indicated by ARGn465

edge label, we extract a sub-graph for every CR of466

this predicate containing the CR and the underly- 467

ing connections. Below we show an example of 468

extracting sub-graphs (Figure 3 and Figure 4) from 469

an AMR graph (Figure 2) and the corresponding 470

SMUs. 471

Input sentence: Godfrey Elfwick recruited via 472

Twitter to appear on World Have Your Say. 473

SMUs from sub-graphs: Godfrey Elfwick was 474

recruited. # Godfrey Elfwick will appear on World 475

Have Your Say. 476

Figure 2: The AMR graph for the sentence “Godfrey
Elfwick recruited via Twitter to appear on World Have
Your Say”

Figure 3: Sub-graph 1

Figure 4: Sub-graph 2
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A.2 Obtaining SGUs from the GPT Models477

Below we show an example of the prompt we use478

to obtain SGUs from the GPT-3.5-Turbo and GPT-479

4 models through OpenAI APIs4. We randomly480

choose a summary and the corresponding human-481

written SCUs from the TAC08 dataset as the one-482

shot example. We did not alter the standard param-483

eters except for temperature which we set to 0 to484

ensure reproducability.485

Instruction You split the provided input in small486

sentences separated by an #. The split sentences487

represent subsentences of the original sentences.488

Example Input Irish PM Ahern said the main489

goal of the US-brokered Good Friday pact of 1998,490

a joint Catholic-Protestant administration in North-491

ern Ireland, could be revived only with a complete492

end of IRA weapons use. The landmark peace493

deal led to a virtual end of violence in that area.494

Sinn Fein leader Gerry Adams has appealed to IRA495

members to end their armed struggle in favor of496

democratic politics. Hopes are rising in Northern497

Ireland that the IRA will disarm. British PM Blair498

and Ahern will chair a review of the Northern Ire-499

land situation in London.500

Example Output Good Friday pact was agreed501

in 1998 # Good Friday pact was a peace pact #502

Good Friday pact set up a joint Catholic-Protestant503

administration in Northern Ireland # Good Friday504

pact was mediated by the US # Irish Republican505

Army increased activity # Irish PM Ahern called to506

end violence # Sinn Fein Adams called to end vio-507

lence # Hope in Northern Ireland that the IRA will508

disarm # British PM Blair and Ahern will chair a509

review of the Northern Ireland situation in London510

Testing Reference Summary Netherlands mid-511

fielder Wesley Sneijder has joined French Ligue 1512

side Nice on a free transfer.513

Output From GPT-3.5-Turbo Netherlands mid-514

fielder Wesley Sneijder has joined Nice # Sneijder515

was a free transfer # Nice is a French Ligue 1 side516

Output From GPT-4 Netherlands midfielder Wes-517

ley Sneijder # Sneijder joined French Ligue 1 side518

Nice # Joined on a free transfer519

A.3 Extrinsic Evaluation Details520

System-level correlation assesses the metric’s abil-521

ity to compare different summarization systems.522

This is denoted as K and measures the correlation523

4https://openai.com/blog/openai-api

between human scores (h), the metric (m), and the 524

generated summaries (s) for N examples across 525

S systems in the meta-evaluation dataset. The 526

system-level correlation is then defined as:

527
528

Summary-level correlation assesses the metric’s 529

ability to compare summaries produced by different 530

systems for a common document(s). The summary- 531

level correlation is then defined as: 532

533

A.4 Dataset Details 534

The TAC08 dataset includes 96 examples and out- 535

puts from 58 systems, while TAC09 contains 88 ex- 536

amples and outputs from 55 systems. Both datasets 537

contain multiple reference summaries for each ex- 538

ample, as well as the corresponding SCU annota- 539

tions. 540

The REALSumm dataset contains 100 test ex- 541

amples from the CNN/DM dataset (Hermann et al., 542

2015) and 25 system outputs. The SCUs are la- 543

beled by the authors and SCU-presence labels are 544

collected using Amazon Mechanical Turk (AMT). 545

PyrXSum (Zhang and Bansal, 2021) includes 546

100 test examples from the XSum dataset (Narayan 547

et al., 2018), which contains short and abstractive 548

summaries. Similar to REALSumm, the SCUs are 549

manually labeled by the authors and SCU-presence 550

labels are collected for summaries generated by 10 551

systems through AMT. 552

553

A.5 Human annotated evaluation 554

The text units of each example were analyzed re- 555

garding Well-formedness, Descriptiveness and Hal- 556

lucination. For each dimension, we classified it 557
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into one of three categories based on the evalua-558

tor’s satisfaction with the system’s output. These559

categories ranged from “1 - Unhappy with system560

output”, “2 - implying dissatisfaction or a less than561

satisfactory result”, to “3 - Okay with system out-562

put (3)”. Below we denote ASCU for approximated563

summary content unit (e.g., SGUs_4, SMUs, STUs564

or SCUs) and provide a detail definition for each565

evaluation category:566

• Well-formedness (surface quality)567

– 1: Many ASCUs are are not concise En-568

glish sentences569

– 2: Some ASCUs are not concise English570

sentences571

– 3: Almost all or all ASCUs are concise572

English sentences573

• Descriptiveness (meaning quality I)574

– 1: Many meaning facts of the summary575

have not been captured well by the AS-576

CUs577

– 2: Some meaning facts of the summary578

have not been captured by the ASCUs579

– 3: Almost every or every meaning fact580

of the summary has been captured by a581

ASCU582

• Hallucination (meaning quality II)583

– 1: Many ASCUs describe meaning that584

is not grounded in the summary585

– 2: There is some amount of ASCUs that586

describes meaning that is not grounded587

in the summary588

– 3: Almost no or no ASCU describes589

meaning that is not grounded in the sum-590

mary591

In the following we show two examples of the592

reference summaries and the corresponding AS-593

CUs from PyrXSum and RealSumm, respectively:594

• Reference summary: West Ham say they are595

“disappointed” with a ruling that the terms of596

their rental of the Olympic Stadium from next597

season should be made public.598

• SCUs: West Ham are “disappointed” with a599

ruling # The ruling is that their rental terms600

should be made public # West Ham will rent601

the Olympic Stadium from next season602

• SMUs: West Ham say they are disappointed 603

by the ruling that their terms of rental for the 604

Olympic Stadium next season should be pub- 605

lic # The ruling that the terms of West Ham’s 606

Olympic Stadium rental next season should 607

be public was disappointing # West Ham rent 608

the Olympic Stadium # West Ham will rent 609

the Olympic Stadium next season 610

• SGUs_4: West Ham is disappointed with 611

a ruling # Terms of their Olympic Stadium 612

rental should be made public # Olympic Sta- 613

dium rental starts next season 614

• STUs: West Ham say they are “disappointed” 615

with a ruling that the terms of their rental of 616

the Olympic Stadium from next season should 617

be made public # They are “disappointed” 618

with a ruling that the terms of their rental of 619

the Olympic Stadium from next season should 620

be made public # should made public 621
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