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Abstract

Mixture-of-Experts models have low compu-001
tational cost despite having a large number of002
parameters. However, the problem of unbal-003
anced expert selection during routing leads to004
inefficient use of parameters. Thus, an auxiliary005
loss is used to make the expert selection uni-006
form, but it has been found that this interferes007
with the performance of the language model.008
In this paper, we propose a supervised learning009
approach to Mixture-of-Experts routing using010
token frequencies as the supervised signal. This011
method aims to align the expert selection with012
the knowledge they have acquired. As a case013
study, we focus on domain adaptation for law.014
The proposed method without the auxiliary loss015
achieved performance comparable to a baseline016
with the auxiliary loss.017

1 Introduction018

Mixture-of-Experts (MoE) is an ensemble tech-019

nique that combines the outputs of multiple mod-020

ules known as experts (Jacobs et al., 1991; Jor-021

dan and Jacobs, 1993). The ensemble uses the022

output of a module called a router to weight the023

experts’ contributions. MoE has been applied to024

deep learning (Eigen et al., 2013) and language025

modeling (Shazeer et al., 2017). Moreover, the026

sparse selection of experts offers the advantage of027

reduced computational costs relative to the number028

of parameters (Shazeer et al., 2017).029

However, a major issue with expert selection in030

MoE using routers is the biased distribution of se-031

lections. Recent studies in language models have032

attempted to mitigate this bias by introducing a033

load-balancing loss (LB loss), which is added to034

the language model loss to promote more uniform035

routing (Shazeer et al., 2017; Lepikhin et al., 2021;036

Fedus et al., 2022). Nevertheless, the LB loss can037

interfere with the performance of language mod-038

els (Wang et al., 2024).039

In light of these issues, we propose SvMoE 040

(Supervised Mixture-of-Experts), a method that in- 041

volves training the router through supervised learn- 042

ing. Our method matches the selected experts with 043

the knowledge they have acquired. We assume that 044

the token frequencies in the training data corre- 045

spond to the experts that specialize in these tokens. 046

First, we divide the training data by clustering us- 047

ing TF-IDF. Then the router is trained using nor- 048

malized token frequencies as a supervised signal. 049

Specifically, our approach involves: (1) clustering 050

the training data with TF-IDF (2) training each ex- 051

pert on the divided data, (3) merging them into an 052

MoE model, (4) training the router with token fre- 053

quencies, and (5) training the entire MoE model, 054

thereby achieving appropriate training without us- 055

ing the LB loss. 056

As a case study, we focus on domain adap- 057

tation in Japanese law. We perform continual 058

training using Japanese legal documents on a pre- 059

trained model and evaluate it on a bar exam bench- 060

mark (Choi et al., 2024). The router trained by our 061

proposed method was able to make selections cor- 062

responding to token frequencies, and our method, 063

without the LB loss, achieved performance almost 064

equivalent to a baseline method with the LB loss. 065

2 Related Work 066

2.1 Mixture-of-Experts 067

MoE has been extensively used in Transformer- 068

based language models (Lepikhin et al., 2021; Fe- 069

dus et al., 2022; Du et al., 2021; Team et al., 2022; 070

Shen et al., 2024; Jiang et al., 2024; DeepSeek-AI 071

et al., 2024). These models predominantly employ 072

a structure where the feedforward network (FFN) 073

layers of Transformer blocks are arranged in par- 074

allel. They are trained for a language modeling 075

objective. 076

Although MoE offers efficiency despite its num- 077

ber of parameters, it is known that during train- 078
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ing, only specific experts are predominantly acti-079

vated (Shazeer et al., 2017). This activation bias un-080

dermines the specialization of each expert and ham-081

pers the efficient use of parameters. This prompts082

the adoption of the LB loss to promote more uni-083

form routing (Shazeer et al., 2017; Lepikhin et al.,084

2021; Fedus et al., 2022). The LB loss is incorpo-085

rated into the training process alongside the stan-086

dard language model loss.087

However, Wang et al. (2024) have shown that the088

LB loss can adversely affect the performance of lan-089

guage models. This study highlights the need for090

hyperparameter tuning due to trade-offs between091

language model performance and the LB loss, and092

achieves improvements in routing without using the093

LB loss. Specifically, they propose adding a dynam-094

ically learned bias term to the router’s output to en-095

sure load balancing without interfering with the gra-096

dients of the language model loss. This approach097

is also used in subsequent research (DeepSeek-AI098

et al., 2024). In line with this perspective, our study099

aims to enhance MoE model performance without100

relying on the LB loss.101

2.2 MoEs for Continual Training102

Some studies, such as Komatsuzaki et al.’s (2023),103

focus on building MoE models from pre-trained104

dense models, while others, as discussed in Sec-105

tion 2.1, build them from scratch.106

Branch-Train-Merge (BTM) (Li et al., 2022)107

improves performance by merging individually108

trained expert models. Instead of parallelizing FFN109

layers, it parallelizes entire Transformer models,110

merging at the token logit level. Moreover, C-111

BTM (Gururangan et al., 2023) enables parallelized112

training across large datasets by using clustered113

training corpora along with the BTM approach.114

Branch-Train-MiX (BTX) (Sukhbaatar et al., 2024)115

employs domain-partitioned data to fine-tune pre-116

trained Transformers. These models are then inte-117

grated by parallelizing their FFN layers to create118

an MoE model. To train the entire MoE model for119

routing, the LB loss is employed.120

In this study, we use BTX as a baseline to explore121

routing learning without relying on the LB loss.122

3 Supervised MoE123

We propose SvMoE, a supervised Mixture-of-124

Experts method that trains the router using token125

frequencies from documents as supervised signals,126

which accounts for the negative impacts of the LB127

loss. We use TF-IDF to cluster the entire dataset 128

into subdomains, where each expert is tailored 129

to specialize in a particular subdomain. Instead 130

of forced routing based on token frequency, the 131

training of the router integrates the training data 132

information and context information during infer- 133

ence. SvMoE consists of five stages: clustering the 134

dataset, training the experts, merging the experts, 135

supervised learning of the router, and fine-tuning 136

the entire MoE model. 137

3.1 Creation of Training Data for the Router 138

In SvMoE, each expert is trained to specialize in a 139

subdomain. Here, we create the supervised signals 140

needed for routing that aligns with the data used 141

to train each expert. First, we define the number 142

of subdomains as N . We assume that the dataset 143

for a particular domain D0 is pre-categorized into 144

M categories where M > N . For each category, 145

TF-IDF is computed by regarding a category as a 146

document. 147

Using TF-IDF as features, we perform 148

clustering to obtain N subdomain datasets 149

dn (1 ≤ n ≤ N, di ∩ dj = ∅ (∀i ̸= j)). We set 150

D =
⋃N

n=1 dn as the whole dataset for training. 151

Next, we extract the token frequencies that serve
as the supervised signal for training the router. We
count the tokens in each of the subdomain datasets,
resulting in an N ×|V | matrix, where V represents
the vocabulary. The token frequency vector for
each token t ∈ V is expressed as

TFt = (tft,1, tft,2, . . . , tft,N ) ∈ RN ,

such that
∑N

n=1 tft,n = 1 (∀t ∈ V ). 152

3.2 Model Construction 153

Training the Experts N experts {E1, . . . , EN} 154

are trained using the dataset D prepared in Section 155

3.1. We use a pre-trained Transformer model and 156

apply continual training to it separately on each 157

subdomain for the purpose of language modeling, 158

thereby obtaining a group of experts specialized in 159

each subdomain. 160

Merging the Experts We merge the obtained 161

experts to create the MoE model. Following the 162

BTX approach, we set up the FFN layers of the 163

expert group in parallel for each Transformer block, 164

resulting in an MoE layer with N experts. For 165

other layers, such as attention, we merge them by 166

averaging, while we initialize the router of the MoE 167

layers randomly. 168
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Model LB loss PPL CMR1 SRL

Dense - 1.156±0.462 - -

BTX ✓ 1.187±0.407 4.063±2.237 1.805±0.198
× 1.169±0.401 2.847±2.025 1.705±0.261

SvMoE ✓ 1.245±0.443 2.538±2.097 0.465±0.316
× 1.199±0.434 2.533±2.092 0.466±0.319

Table 1: Evaluation results on the test set. The best
and second-best values are highlighted in bold and
underlined, respectively. The proposed model is shown
in the bottom row (SvMoE without the LB loss).

Supervised Learning of the Router We train
the merged MoE model’s router using the token
frequency signals obtained in Section 3.1. At this
stage, only the router’s parameters are updated, and
the rest remains frozen. Given that the model has L
blocks, each block has its own router, resulting in
L routers. We define the objective loss LSvMoE as
follows when a training batch b = t1t2 . . . t|b| (ti ∈
V ) is given as input:

LSvMoE =
∑
t∈b

L∑
l=1

ℓCE(softmax(RLl),TFt),

where RLl ∈ RN represents the logits of the router169

in the l-th block, softmax(·) is the softmax func-170

tion, and ℓCE(·, ·) is the cross-entropy loss. By171

training the router’s parameters using LSvMoE, the172

model is encouraged to assign tokens frequently173

appearing in training data to the corresponding ex-174

pert.175

Fine-tuning the MoE Model We train the entire176

MoE model, with the trained router, for the purpose177

of language modeling. The LB loss is not used.178

4 Model Construction Experiment179

4.1 Setup180

We describe the data processing, training setup,181

and evaluation. For our experiments, we set N = 8182

and use llm-jp/llm-jp-3-1.8b1 for both the model183

and the tokenizer. This tokenizer is also used for184

calculating TF-IDF and token frequencies.185

Dataset We conduct experiments using Japanese186

legal texts. The dataset D0 is derived from the legal187

texts obtained from e-Gov, with legal categories188

(M = 50). Using the tokenizer, we compute TF-189

IDF and perform equal-size spectral clustering2 to190

divide the dataset into eight subdomains, resulting191

1A Japanese pre-trained model with 1.8B parameters.
2anamabo/Equal-Size-Spectral-Clustering

in the dataset D. We split the dataset into training, 192

validation, and test sets in an 8:1:1 ratio. 193

Model First, we train llm-jp-3-1.8b for language 194

modeling on each of the eight legal subdomains 195

to obtain eight expert models. These experts are 196

merged into an MoE model following the proce- 197

dure described in Section 3.2. The resulting model 198

(SvMoE) undergoes the training of the router and 199

subsequent fine-tuning. For comparison, we also 200

evaluate a model where the LB loss is added during 201

the fine-tuning stage. 202

Additionally, we prepare a baseline model 203

(BTX) by merging the eight experts and perform- 204

ing entire fine-tuning. For this BTX baseline, we 205

evaluate both models with and without the LB loss 206

during fine-tuning. 207

Furthermore, we include another baseline with 208

a dense Transformer model (Dense), which is not 209

based on MoE. This model is trained on the entire 210

dataset without subdomain distinction. 211

Evaluation We compare the baseline models to 212

our proposed model using the dataset D. To assess 213

the degree to which knowledge gained from contin- 214

ual pre-training is retained, we evaluate the models 215

separately on training, validation, and test sets. The 216

following three metrics are used: 217

• PPL: The average perplexity of the model 218

across given texts. 219

• CMRk (Conditional Mean Rank)3: Given that 220

the n-th expert’s rank determined by the router 221

logits (rRL
n ) equals k, the average of the n-th 222

expert’s rank determined by token frequen- 223

cies (rTF
n ). i.e., E[rTF

n | rRL
n = k]. A value 224

closer to k implies that routing follows token 225

frequencies. 226

• SRL: The average entropy of the router logits. 227

A smaller value indicates greater confidence 228

by the router. 229

4.2 Quantitative Results 230

Table 1 presents the evaluation results on the test 231

set of the dataset D. 232

First, regarding perplexity, Dense performs best, 233

followed by BTX and SvMoE. In both BTX and 234

SvMoE, the models without the LB loss yielded 235

better outcomes. This aligns with previous findings 236

(Wang et al., 2024), where the LB loss adversely 237

affected model performance. 238

3We report values for k = 1. Results for k = 2 can be
found in Appendix B.
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十二┊\n┊クロロ┊メチル┊メチル┊エー┊
テル┊を┊含有┊する┊製剤┊その他┊の┊
物┊。┊ただし、┊クロロ┊メチル┊メチル
┊エー┊テル┊の┊含有量┊が┊重量┊の┊一
┊パーセント┊以下┊の┊ものを┊除く┊。
┊\n┊十三┊\n┊五┊酸化┊バナ┊ジ┊ウム┊を
┊含有┊する┊製剤┊その他┊の┊物┊。┊た
だし、┊五┊酸化┊バナ┊ジ┊ウム┊の┊含
有量┊が┊重量┊の┊一┊パーセント┊以下
┊の┊ものを┊除く┊。┊\n┊十三┊の┊二┊\n
┊コ┊バルト┊又┊はその┊無┊機┊化合物┊
を┊含有┊する┊製剤┊その他┊の┊物┊。┊
ただし、┊コ┊バルト┊又┊はその┊無┊機
┊化合物┊の┊含有量┊が┊重量┊の┊一┊パ
ーセント┊以下┊の┊ものを┊除く┊。┊\n┊
十四┊\n┊コール┊タール┊を┊含有┊する┊
製剤┊その他┊の┊物┊。┊ただし、┊コー
ル┊タール┊の┊含有量┊が┊重量┊の┊五┊
パーセント┊以下┊の┊ものを┊除く┊。┊

(a) SvMoE

十二┊\n┊クロロ┊メチル┊メチル┊エー┊
テル┊を┊含有┊する┊製剤┊その他┊の┊
物┊。┊ただし、┊クロロ┊メチル┊メチル
┊エー┊テル┊の┊含有量┊が┊重量┊の┊一
┊パーセント┊以下┊の┊ものを┊除く┊。
┊\n┊十三┊\n┊五┊酸化┊バナ┊ジ┊ウム┊を
┊含有┊する┊製剤┊その他┊の┊物┊。┊た
だし、┊五┊酸化┊バナ┊ジ┊ウム┊の┊含
有量┊が┊重量┊の┊一┊パーセント┊以下
┊の┊ものを┊除く┊。┊\n┊十三┊の┊二┊\n
┊コ┊バルト┊又┊はその┊無┊機┊化合物┊
を┊含有┊する┊製剤┊その他┊の┊物┊。┊
ただし、┊コ┊バルト┊又┊はその┊無┊機
┊化合物┊の┊含有量┊が┊重量┊の┊一┊パ
ーセント┊以下┊の┊ものを┊除く┊。┊\n┊
十四┊\n┊コール┊タール┊を┊含有┊する┊
製剤┊その他┊の┊物┊。┊ただし、┊コー
ル┊タール┊の┊含有量┊が┊重量┊の┊五┊
パーセント┊以下┊の┊ものを┊除く┊。┊

(b) BTX
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有量┊が┊重量┊の┊一┊パーセント┊以下
┊の┊ものを┊除く┊。┊\n┊十三┊の┊二┊\n
┊コ┊バルト┊又┊はその┊無┊機┊化合物┊
を┊含有┊する┊製剤┊その他┊の┊物┊。┊
ただし、┊コ┊バルト┊又┊はその┊無┊機
┊化合物┊の┊含有量┊が┊重量┊の┊一┊パ
ーセント┊以下┊の┊ものを┊除く┊。┊\n┊
十四┊\n┊コール┊タール┊を┊含有┊する┊
製剤┊その他┊の┊物┊。┊ただし、┊コー
ル┊タール┊の┊含有量┊が┊重量┊の┊五┊
パーセント┊以下┊の┊ものを┊除く┊。┊

(c) TF
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(d) Legend for colors.

Figure 1: Comparison of the selected experts. In Figure
1a,1b, l = 16 is reported. Excerpt from the Specific
Chemical Substances Hazard Prevention Regulations.
Figure 1c shows the selection by the token frequencies.

For CMR1, SvMoE outperformed BTX, indi-239

cating that training with token frequencies enables240

routing that aligns with the dataset on which the241

expert is trained. Similarly, for the entropy of the242

router logits SRL, SvMoE showed superior results,243

suggesting that our training confidently activates244

the corresponding experts. Figure 3 in Appendix245

B also shows that SvMoE can select experts corre-246

sponding to the input token information.247

In summary, while the proposed method facili-248

tates token frequency-based routing, as intended,249

it does not translate to improved perplexity. This250

may be due to the method’s emphasis on frequency251

information rather than syntactic cues, which are252

often used for expert selection in MoE (Jiang et al.,253

2024; Fan et al., 2024). Furthermore, it is known254

that lower perplexity does not necessarily equate to255

human-like performance (Kuribayashi et al., 2021).256

4.3 Qualitative Results257

Figure 1 illustrates an example of expert selection.258

The input sentence is taken from the test set of d4.259

In SvMoE, the experts E5 and E6, whose260

datasets have higher token frequencies for the input261

tokens, are frequently chosen. Conversely, in BTX,262

although E4 is somewhat predominant, experts are263

selected more evenly overall. For instance, “クロ264

ロ” (Chloro) has high token frequencies for d4 and265

d5, and appears infrequently in d1. In SvMoE, E4266

and E6 are used for predicting “クロロ” and the267

subsequent word, respectively, whereas in BTX,268

E3 and E1 are employed.269

Qualitatively, SvMoE makes selections based270

more on token frequency information than BTX,271

confirming its alignment with token frequencies in272

expert selection.273

Model LB loss accuracy (%)
Dense - 48.33

BTX ✓ 51.67
× 47.22

SvMoE ✓ 48.33
× 51.11

Table 2: Results for the Japanese bar exam.

5 Evaluation on a Downstream Task 274

We compare the proposed method with baselines 275

in a downstream task. We focus on a Japanese bar 276

exam benchmark constructed by Choi et al. (2024). 277

Setup Given that the bar exam includes complex 278

formats such as selecting correct combinations, we 279

use a light task format that involves determining the 280

correctness of individual sentences, referred to as a 281

binary judgment task. We evaluate the five models 282

constructed in Section 4 in a few-shot setting. Five 283

questions from the 2019 bar exam are chosen as 284

the few-shot examples, and 180 questions from the 285

2023 bar exam are evaluated. 286

Results Table 2 shows the results for the binary 287

judgment task. The BTX baseline with the LB loss 288

achieved the highest score, and the score dropped 289

by more than four points without the LB loss. Con- 290

versely, SvMoE achieved a high score even without 291

the LB loss, nearly matching the BTX baseline 292

with the LB loss. When the LB loss is applied 293

to SvMoE, the score drops by about three points 294

compared to when it is not used. This suggests that 295

SvMoE can replace the need for the LB loss. 296

Although SvMoE did not outperform the base- 297

line in terms of perplexity evaluation in Section 298

4.2, it demonstrated comparable performance in 299

the downstream task. Given the influence of the 300

LB loss on the model performance, as shown in 301

Table 2, the proposed method is advantageous. The 302

fact that it does not require hyperparameter tuning 303

suggests its usefulness. 304

6 Conclusion 305

We proposed the SvMoE framework, which trains 306

the router without relying on the LB loss, thereby 307

avoiding its negative impact on model performance. 308

We constructed an MoE model using the proposed 309

method and confirmed that it enables routing based 310

on the characteristics of the dataset on which each 311

expert is trained. Additionally, in a downstream 312

task, our approach achieved performance compara- 313

ble to that of baselines with the LB loss. 314
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Limitations315

We focused on the continual learning for adapta-316

tion in the legal domain as a case study. In other317

words, it has not been verified in general MoE, in-318

cluding pre-training. However, we believe that the319

proposed method, which consists of the clustering320

using TF-IDF and the supervised learning based on321

token frequencies, has general applicability.322

We only conducted the experiment in Japanese323

because we believe that the proposed method is not324

affected by the language. In addition, the explo-325

ration of model size is also future work.326

The router architecture may require improve-327

ments. In this paper, following previous research,328

we used linear transformations to select experts.329

However, the router had relatively few parameters330

compared to other components, which may have331

been insufficient for effective learning.332

Furthermore, we did not thoroughly examine333

which layers should be targeted for load balancing.334

As seen in Figure 1, the routing behavior varies335

greatly across layers. Therefore, it may be benefi-336

cial to limit the layers subjected to load balancing337

or to adjust the coefficients for each layer.338
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ID Train Val. Test Total
1 23.0M 3.2M 1.9M 28.1M
2 18.0M 2.0M 2.6M 22.6M
3 24.0M 3.5M 2.4M 29.9M
4 32.1M 3.8M 4.7M 40.5M
5 31.3M 4.3M 4.1M 39.7M
6 73.4M 5.9M 8.1M 87.4M
7 21.0M 2.9M 2.5M 26.4M
8 39.5M 2.0M 5.3M 46.9M

Table 3: The number of tokens per subdomain.

Model LB loss CMR2

Dense - -

BTX ✓ 4.742±2.206
× 4.058±2.152

SvMoE ✓ 3.503±2.374
× 3.518±2.365

Table 4: CMR1 results for the test set.

A Details of the Clustering453

As mentioned in the main text, we perform clus-454

tering on categories obtained from e-Gov4 using455

TF-IDF as features. Due to the uneven distribution456

of the data, the categories ‘National Tax,’ ‘Finance457

and Insurance,’ and ‘Local Finance’ are fixed as458

individual subdomains. In other words, we cluster459

the remaining 47 categories into 5 clusters. Table 3460

shows the number of tokens per subdomain and the461

results of the clustering are shown in Table 5.462

B Details of the Model Construction463

Setup For a training batch b, the LB loss LLB is464

formulated as:465

LLB = N

N∑
i=1

DiPi,466

Di =
1

|b|
∑
t∈b

1{argmax G(xt) = i},467

Pi =
1

|b|
∑
t∈b

G(xt),468

where xt is the hidden state for token t and G(·) is469

the router function including the top-k process. Di470

and Pi represent the proportion of tokens assigned471

to Ei and the proportion of the routing probability472

for Ei, respectively. Using this LLB and the lan-473

guage model loss LLM, the objective loss used in474

the entire training of MoE models L is defined as:475

L = LLM + αLLB,476

where α is a hyperparameter which determines the477

LB loss’s weight.478

4https://laws.e-gov.go.jp/bulkdownload
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Figure 2: Loss curves for the proposed method and
baselines.

For all models with an MoE architecture, we set 479

the coefficient for the LB loss α to 0.01, following 480

the BTX setup. The number of experts selected per 481

inference is fixed at 2. 482

Results The loss curve during model training is 483

shown in Figure 2. In the initial stages of training, 484

the pre-trained router in SvMoE displayed lower 485

loss than BTX, which was initialized randomly. 486

However, the final training loss showed the best 487

results for BTX without the LB loss. As indicated 488

in Section 5, loss does not necessarily directly cor- 489

relate with model performance. 490

Next, CMR2 for the test set is reported in Fig- 491

ure 4. The trend was the same as CMR1 mentioned 492

in Section 4.2. 493

The evaluation results on the training and vali- 494

dation sets are presented in Table 6, which follow 495

the same methodology used for the test set results 496

in Table 1. Overall, a tendency similar to the test 497

set results was observed, but better outcomes were 498

shown for the training set compared to the others. 499

Additionally, Figure 3 displays the results of 500

counting the frequency of expert selections on the 501

test set. As shown in Table 3, there is a imbal- 502

ance in the number of input data, and SvMoE pre- 503

dominantly selects experts corresponding to this 504

presence. On the other hand, BTX selects experts 505

relatively evenly, especially when the LB loss is 506

used, irrespective of the input data distribution. It is 507

also observed that near the input and output layers, 508

a bias in selections arises under all conditions. 509

7
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ID Category Names
1 ‘Criminal’, ‘National Diet’, ‘Mining’, ‘Enterprise’, ‘Commerce’, ‘Land’, ‘Culture’, ‘Judiciary’, ‘Civil’, ‘Foreign

Affairs’
2 ‘Fisheries’, ‘Government Bonds’, ‘Local Autonomy’, ‘General Industry Provisions’, ‘Disaster Response’
3 ‘Constitution’, ‘General Finance Provisions’, ‘Postal Services’, ‘Administrative Procedures’, ‘Urban Planning’,

‘Roads’, ‘Social Welfare’, ‘Social Insurance’, ‘Forestry’, ‘Freight Transport’
4 ‘National Property’, ‘Administrative Organization’, ‘National Public Employees’, ‘National Land Development’,

‘Labor’, ‘Statistics’, ‘Education’, ‘Maritime’, ‘Agriculture’, ‘Defense’
5 ‘Tourism’, ‘Police’, ‘Firefighting’, ‘Industry’, ‘Telecommunications’, ‘Environmental Protection’, ‘Foreign Ex-

change and Trade’, ‘Health’, ‘Land Transport’, ‘Rivers’, ‘Aviation’, ‘Building and Housing’
6 ‘National Tax’
7 ‘Finance and Insurance’
8 ‘Local Finance’

Table 5: Categories of legal classifications assigned to each subdomain. The original category names are in Japanse.

Split Model LB loss PPL CMR1 CMR2 SRL

Train

Dense - 1.042±0.087 - - -

BTX ✓ 1.089±0.159 4.043±2.254 4.755±2.205 1.802±0.201
× 1.069±0.145 2.802±2.035 4.087±2.150 1.691±0.269

SvMoE ✓ 1.141±0.196 2.473±2.078 3.543±2.369 0.449±0.316
× 1.099±0.202 2.477±2.079 3.563±2.360 0.450±0.318

Valid.

Dense - 1.154±0.331 - - -

BTX ✓ 1.188±0.320 4.145±2.214 4.749±2.201 1.803±0.199
× 1.169±0.316 3.057±2.086 4.086±2.152 1.716±0.256

SvMoE ✓ 1.243±0.348 2.687±2.164 3.558±2.397 0.477±0.327
× 1.201±0.340 2.681±2.161 3.569±2.385 0.476±0.329

Table 6: The evaluation results on the data used for training. The best and second-best values within each set are
highlighted in bold and underlined, respectively.
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2.56e+04 3.04e+07 3.65e+05 7.00e+05 1.88e+04 9.87e+03 9.30e+04 3.16e+07

2.79e+06 1.47e+06 1.78e+06 1.02e+07 1.09e+07 2.30e+07 5.76e+06 7.37e+06

6.97e+06 2.04e+06 8.10e+06 8.66e+06 7.79e+06 1.62e+07 3.58e+06 9.99e+06

5.39e+06 1.78e+06 6.94e+06 9.30e+06 1.01e+07 1.22e+07 6.37e+06 1.12e+07

7.58e+06 3.94e+06 6.84e+06 1.25e+07 3.73e+06 1.67e+07 3.68e+06 8.34e+06

6.96e+06 2.58e+06 4.12e+06 8.39e+06 9.01e+06 1.47e+07 6.33e+06 1.12e+07

8.05e+06 2.17e+06 7.73e+06 7.93e+06 1.21e+07 1.47e+07 1.72e+06 8.96e+06

6.50e+06 3.23e+06 6.25e+06 1.08e+07 8.95e+06 1.29e+07 4.63e+06 1.00e+07

5.69e+06 1.89e+06 4.59e+06 8.98e+06 1.08e+07 1.37e+07 7.67e+06 1.00e+07

5.98e+06 3.18e+06 7.54e+06 6.99e+06 1.07e+07 1.65e+07 4.36e+06 8.06e+06

5.77e+06 3.28e+06 1.11e+07 1.04e+07 5.66e+05 1.82e+07 4.51e+06 9.44e+06

6.51e+06 2.31e+06 5.48e+06 5.17e+06 1.35e+07 1.73e+07 3.05e+06 9.92e+06

5.11e+06 4.64e+06 7.84e+06 7.41e+06 9.32e+06 1.59e+07 3.73e+06 9.37e+06

8.36e+06 1.96e+06 4.26e+06 7.82e+06 9.95e+06 1.52e+07 6.99e+06 8.78e+06

7.90e+06 2.03e+06 4.10e+06 9.43e+06 9.05e+06 2.34e+07 1.08e+06 6.33e+06

9.11e+06 4.04e+05 1.22e+07 2.16e+06 6.73e+06 2.19e+07 2.12e+06 8.66e+06

3.97e+06 4.70e+06 5.39e+06 8.27e+06 1.05e+07 2.01e+07 1.45e+06 8.86e+06

1.39e+07 3.62e+05 1.78e+06 9.40e+06 8.82e+06 1.37e+07 5.48e+06 9.86e+06

1.16e+06 1.82e+06 1.16e+07 7.57e+06 7.73e+06 1.36e+07 8.47e+06 1.13e+07

1.10e+06 7.39e+05 9.79e+06 1.55e+06 1.96e+07 2.69e+07 2.77e+05 3.31e+06

1.35e+06 2.81e+05 1.66e+06 1.25e+07 1.09e+06 1.58e+07 1.03e+06 2.96e+07

9.63e+06 7.50e+05 5.84e+05 1.03e+07 9.75e+06 3.07e+07 4.85e+05 1.18e+06

4.18e+06 2.63e+05 3.03e+06 4.47e+06 1.96e+07 3.14e+07 1.84e+05 1.32e+05

5.06e+04 1.95e+04 2.50e+04 3.30e+04 3.14e+07 3.16e+07 2.13e+04 1.25e+05
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(a) BTX (without the LB loss)
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6.04e+04 6.55e+06 1.21e+05 7.17e+04 2.49e+07 1.91e+03 1.25e+04 3.16e+07

3.92e+06 2.03e+06 9.94e+06 8.79e+06 9.36e+06 5.56e+06 1.67e+07 7.02e+06

6.05e+06 1.60e+07 5.01e+06 1.70e+07 4.00e+06 6.55e+06 5.33e+06 3.33e+06

8.60e+06 1.05e+07 7.16e+06 8.24e+06 6.80e+06 6.11e+06 8.40e+06 7.50e+06

7.46e+06 1.22e+07 7.68e+06 8.64e+06 6.40e+06 6.66e+06 8.74e+06 5.55e+06

7.19e+06 9.42e+06 7.92e+06 1.08e+07 5.43e+06 7.34e+06 1.00e+07 5.19e+06

7.25e+06 8.31e+06 1.43e+07 6.23e+06 3.44e+06 7.47e+06 8.76e+06 7.55e+06

8.78e+06 1.01e+07 6.94e+06 1.04e+07 7.62e+06 6.70e+06 6.90e+06 5.90e+06

6.99e+06 8.42e+06 5.63e+06 1.21e+07 6.66e+06 6.82e+06 8.17e+06 8.54e+06

7.91e+06 8.95e+06 7.89e+06 6.92e+06 8.80e+06 7.96e+06 7.91e+06 6.95e+06

5.51e+06 5.41e+06 6.34e+06 9.42e+06 8.02e+06 1.03e+07 9.21e+06 9.09e+06

1.06e+07 5.11e+06 3.61e+06 1.25e+07 9.69e+06 9.58e+06 6.21e+06 6.05e+06

6.18e+06 8.60e+06 8.27e+06 6.90e+06 1.09e+07 8.21e+06 8.76e+06 5.51e+06

8.61e+06 9.12e+06 5.24e+06 6.55e+06 9.94e+06 9.04e+06 7.93e+06 6.87e+06

6.84e+06 8.23e+06 9.49e+06 1.32e+07 7.99e+06 9.78e+06 3.60e+06 4.19e+06

6.48e+06 2.59e+06 1.36e+07 1.62e+06 1.40e+07 7.11e+06 8.65e+06 9.26e+06

5.58e+06 3.88e+06 5.94e+06 8.18e+06 8.19e+06 8.79e+06 1.37e+07 8.98e+06

1.23e+07 1.16e+07 9.56e+06 2.75e+06 6.43e+06 5.61e+06 4.52e+06 1.05e+07

8.42e+06 6.11e+06 3.51e+06 1.07e+07 1.05e+07 5.84e+06 9.32e+06 8.94e+06

5.85e+06 1.18e+07 3.34e+06 2.07e+06 4.58e+06 1.32e+07 8.21e+06 1.42e+07

2.43e+06 3.54e+06 3.43e+06 3.25e+06 2.76e+07 1.70e+07 2.71e+06 3.33e+06

8.53e+06 7.13e+06 4.80e+06 1.96e+06 3.26e+06 2.53e+07 4.76e+06 7.58e+06

8.33e+05 9.13e+06 3.05e+06 3.16e+07 1.51e+05 1.91e+04 1.67e+07 1.76e+06

3.10e+07 2.31e+05 3.16e+07 5.39e+02 5.00e+02 2.66e+02 3.02e+05 1.25e+05
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(b) BTX (with the LB loss)
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4.62e+02 3.16e+07 1.71e+02 1.41e+04 5.79e+02 3.16e+07 1.37e+04 1.84e+02

2.00e+04 3.13e+07 1.95e+03 1.63e+05 1.32e+05 3.15e+07 2.42e+03 1.33e+05

1.30e+06 2.46e+07 2.16e+05 2.56e+06 2.85e+06 2.74e+07 1.17e+06 3.26e+06

2.87e+06 1.88e+07 1.41e+06 4.18e+06 5.23e+06 2.36e+07 2.57e+06 4.65e+06

2.43e+06 2.14e+07 7.76e+05 3.03e+06 3.71e+06 2.62e+07 1.32e+06 4.43e+06

2.48e+06 1.99e+07 1.42e+06 3.22e+06 3.51e+06 2.63e+07 1.56e+06 4.84e+06

2.99e+06 8.51e+06 1.66e+06 5.71e+06 4.87e+06 2.41e+07 2.92e+06 1.26e+07

2.54e+06 8.96e+06 4.39e+05 5.41e+06 4.04e+06 2.62e+07 1.74e+06 1.40e+07

3.07e+06 6.48e+06 1.42e+06 6.60e+06 7.05e+06 2.28e+07 2.64e+06 1.32e+07

2.31e+06 6.73e+06 5.05e+05 4.71e+06 5.39e+06 2.67e+07 1.39e+06 1.56e+07

2.01e+06 4.51e+06 4.37e+05 4.44e+06 4.92e+06 2.76e+07 1.64e+06 1.77e+07

1.34e+06 5.50e+06 8.24e+04 2.34e+06 3.02e+06 2.97e+07 3.50e+05 2.10e+07

1.35e+06 4.13e+06 1.13e+05 2.34e+06 3.02e+06 2.94e+07 8.13e+05 2.22e+07

1.42e+06 2.20e+06 1.55e+05 2.50e+06 3.52e+06 2.94e+07 4.16e+05 2.37e+07

3.64e+05 6.21e+05 9.86e+04 7.23e+05 1.16e+06 3.11e+07 1.77e+05 2.91e+07

9.35e+05 2.24e+05 2.07e+05 1.54e+06 2.27e+06 3.02e+07 2.76e+05 2.76e+07

9.35e+05 1.93e+05 3.93e+05 2.10e+06 3.07e+06 2.96e+07 5.30e+05 2.64e+07

2.45e+06 2.74e+05 2.59e+05 3.19e+06 3.87e+06 2.81e+07 6.53e+05 2.45e+07

2.36e+06 1.62e+05 5.10e+05 3.94e+06 4.40e+06 2.79e+07 8.42e+05 2.32e+07

9.39e+05 1.17e+05 2.74e+05 3.37e+06 3.32e+06 2.93e+07 5.83e+05 2.54e+07

1.01e+06 2.12e+05 5.14e+05 3.91e+06 2.87e+06 2.95e+07 1.56e+06 2.37e+07

7.80e+05 5.64e+05 1.12e+06 5.01e+06 4.42e+06 2.86e+07 1.74e+06 2.10e+07

1.03e+06 1.27e+06 6.45e+06 9.43e+06 3.95e+06 2.43e+07 4.81e+06 1.20e+07

1.98e+05 1.47e+05 6.06e+05 5.20e+06 2.89e+05 3.11e+07 1.16e+06 2.46e+07
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(c) SvMoE (without the LB loss)
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3.52e+02 3.16e+07 1.24e+02 1.45e+04 1.41e+04 3.16e+07 4.65e+02 2.10e+02

1.51e+04 3.13e+07 1.89e+03 2.67e+05 1.28e+05 3.15e+07 2.43e+03 1.29e+05

1.40e+06 2.41e+07 6.87e+05 2.93e+06 2.93e+06 2.65e+07 1.29e+06 3.42e+06

2.89e+06 1.88e+07 1.72e+06 4.10e+06 4.98e+06 2.36e+07 2.32e+06 4.87e+06

2.07e+06 2.23e+07 6.46e+05 2.38e+06 2.91e+06 2.67e+07 2.08e+06 4.22e+06

2.14e+06 2.12e+07 1.05e+06 3.01e+06 3.07e+06 2.67e+07 1.31e+06 4.80e+06

3.14e+06 9.61e+06 1.43e+06 5.38e+06 4.96e+06 2.46e+07 2.19e+06 1.20e+07

2.77e+06 9.85e+06 3.58e+05 5.57e+06 4.63e+06 2.56e+07 1.89e+06 1.26e+07

3.19e+06 7.15e+06 2.51e+05 6.96e+06 6.39e+06 2.36e+07 2.52e+06 1.32e+07

2.47e+06 6.36e+06 2.46e+05 4.90e+06 5.68e+06 2.65e+07 1.24e+06 1.59e+07

1.88e+06 4.48e+06 1.45e+05 3.88e+06 4.12e+06 2.83e+07 1.40e+06 1.91e+07

1.71e+06 5.99e+06 1.27e+05 2.35e+06 2.73e+06 2.98e+07 3.31e+05 2.03e+07

1.45e+06 3.80e+06 1.06e+05 2.33e+06 3.45e+06 2.92e+07 4.78e+05 2.25e+07

1.22e+06 1.92e+06 1.19e+05 1.46e+06 2.79e+06 3.01e+07 1.98e+05 2.55e+07

4.98e+05 5.36e+05 1.45e+05 1.44e+06 1.36e+06 3.08e+07 1.01e+05 2.84e+07

7.57e+05 1.19e+05 1.59e+05 1.29e+06 2.41e+06 3.04e+07 2.50e+05 2.79e+07

8.81e+05 1.31e+05 1.20e+05 2.36e+06 2.78e+06 2.96e+07 8.67e+05 2.66e+07

1.56e+06 2.15e+05 3.96e+05 2.94e+06 3.95e+06 2.87e+07 5.29e+05 2.50e+07

1.52e+06 1.72e+05 7.54e+05 2.98e+06 4.95e+06 2.83e+07 1.08e+06 2.36e+07

1.08e+06 2.21e+05 5.36e+05 4.23e+06 3.25e+06 2.92e+07 7.45e+05 2.40e+07

1.26e+06 5.28e+05 6.11e+05 6.09e+06 4.20e+06 2.79e+07 1.59e+06 2.11e+07

2.00e+06 4.04e+05 1.13e+06 4.93e+06 3.66e+06 2.79e+07 1.16e+06 2.21e+07

1.43e+06 3.93e+05 1.21e+06 6.87e+06 2.57e+06 2.76e+07 1.77e+06 2.14e+07

3.42e+06 1.23e+05 1.24e+05 4.41e+06 1.30e+06 3.06e+07 2.90e+06 2.04e+07
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Figure 3: Frequencies of expert selection per layer for each model.
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