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Abstract

The alignment problem, namely how to endow language models with human prefer-
ences, is a key AI challenge, for which various Reinforcement Learning with Human
Feedback (RLHF) methods have been developed. Most RLHF approaches treat the
optimization of the language model and the reward model as separate problems.
We propose Stackelberg Alignment RLHF, which formalizes RLHF as a two-player
Stackelberg game between the language model and the reward model. The leader in
our game is the language model, which aligns its behavior with human preferences
by optimizing the reward model, a representation of those preferences. Meanwhile,
the follower learns this representative reward model based on human feedback. We
present a nested gradient-based heuristic that searches for a Stackelberg equilibrium
of our game, and show that the ensuing language model outperforms other RLHF
methods on a diverse set of synthetic tasks.

1 Introduction

Reinforcement learning with human feedback (RLHF) has attracted a great deal of attention recently
as researchers aim to align ever more capable language models with human preferences, e.g., (Bai
et al., 2022). The RLHF process usually involves two models: a reward model (RM), which represents
human preferences over continuations given a prompt, and a language model (LM), which generates
continuations from prompts so as to optimize this reward model (Ouyang et al., 2022).

In Vanilla RLHF (Christiano et al., 2017; Stiennon et al., 2020; von Werra et al., 2020; Bai et al.,
2022; Ouyang et al., 2022), the reward model is trained first, and then the language model learns
to generate continuations that optimize this reward model. Drawing an analogy with reinforcement
learning (RL), the value function (i.e., the critic) is rarely trained first, with the policy (i.e., the
actor) updated only once in response. On the contrary, actor-critic is an iterative method that
jointly searches the space of policies and value functions for a pair which positively reinforce one
another. Similarly, it has been suggested that alignment can be improved via iteration (Xiong et al.,
2024; Dong et al., 2024), by updating the reward model after updating the language model, to in
turn best represent the human preferences of the current language model, and so on.
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Conceptually, if the language model is optimizing its behavior given a reward model, and vice
versa, the two models are playing a simultaneous-move (general-sum) game, whose solution is a
Nash equilibrium (Nash, 1950). Indeed, RLHF has been studied as a simultaneous-move game with
varying degrees of success (Chen et al., 2024; Munos et al., 2023; Swamy et al., 2024).

In this paper, we argue that the alignment game can be better understood as a sequential game,
whose solution is a Stackelberg, rather than Nash, equilibrium (von Stackelberg, 1934). In a (two-
player) Stackelberg game, a leader commits to (i.e., she announces) a strategy, after which the
follower plays his strategy. At a Stackelberg equilibrium, the leader’s strategy maximizes her utility,
assuming the follower will best respond to this strategy, i.e., choose a strategy that maximizes his
utility, given the leader’s strategy. In contrast to a Nash equilibrium, the leader does not likewise
best respond to the follower’s strategy.

Drawing an analogy to RL once again, actor-critic algorithms have also been formalized as Stackel-
berg games (Zheng et al., 2022); however, the authors of this paper did not argue (except through
experimentation) whether one or the other of the actor or the critic should play the role of the leader.
In our view, the language model/actor is the leader, and the reward model/critic, the follower, be-
cause the goal is to search for an optimal policy, with a “best” supporting reward model/value
function; on the other hand, the goal is not to search for an optimal reward model/value function
with a “best” supporting policy.

An equilibrium of this game can be found via a search over fine-tuned LMs and corresponding RMs,
under the assumption that each ensuing RM (i.e., each follower strategy) tailors itself to a fine-tuned
LM (i.e., a leader strategy), similar to how a critic tailors itself to an actor’s policy. Consequently,
the Stackelberg leader’s equilibrium strategy is a LM that induces the highest possible rewards
among all RMs.

Since the advent of generative-adversarial networks (Goodfellow et al., 2020), which are perhaps
best understood as two-player zero-sum games, there has been a flurry of research on first-order
methods for learning in games. Simultaneous gradient-descent ascent (GDA) is known to converge in
polynomial time to Nash equilibrium in zero-sum simultaneous-move, e.g., (Daskalakis et al., 2017),
while nested GDA is known to converge in polynomial time to Stackelberg equilibrium in zero-sum
Stackelberg games, e.g., (Goktas and Greenwald, 2021; Goktas et al., 2023). In simultaneous GDA,
the two players update their strategies “simultaneously,” meaning each one updates her strategy,
i.e., takes one gradient step towards a best response, given her opponent’s previous strategy. In
nested GDA, in contrast, the first player takes one gradient step to arrive at a new strategy, after
which the second player takes many gradient steps towards a best response, given the first player’s
new strategy. Nested GDA is well suited for learning in Stackelberg games: the leader is the first
player, and the follower, the second.

As there are no known algorithms that compute Stackelberg equilibria in general-sum continuous-
action Stackelberg games in polynomial time, we propose a heuristic for training language and
reward models in our Stackelberg game formulation of RLHF. We empirically test our approach
against state-of-the-art variants of RLHF, including DPO (Rafailov et al., 2023), Vanilla RLHF, as
well as against a simultaneous version of our algorithm, and a version in which the player order is
reversed.

Contributions Our contributions can be summarized as follows: We present RLHF as a general-
sum Stackelberg game played between the LM (leader) and the RM (follower). We also present
a nested training algorithm for solving for a Stackelberg equilibrium of our game, and we show
empirically that the solutions discovered by our algorithm outperform the solutions discovered by a
simultaneous variant (corresponding to a simultaneous-move RLHF game formulation and a Nash
equilibrium), as well as a Stackelberg game where the roles of the leader and follower are reversed,
and state-of-the-art approaches in the literature, namely vanilla RLHF, DPO and PARL. Before
moving to the main body of the paper, we discuss related work.
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2 Related Work

Alignment problem The problem of aligning the behavior and objectives of an AI agent to
a human’s preferences has been studied in various contexts, including robotic control (Wiener,
1960), game-playing AI (FAIR et al., 2022), and recommender systems (Stray et al., 2021). As
AI capabilities advance, this problem is becoming increasingly important and challenging, with
AI systems optimizing for proxy goals often finding unintended and potentially harmful ways to
achieve them. Comprehensively specifying objectives is notoriously difficult, due to the complexity
of capturing the full scope of human values (Christian, 2021). The emergence of large language
models has led to a surge of interest in the alignment problem, with RLHF (Christiano et al., 2017)
emerging as a dominant paradigm for tackling it. Indeed, RLHF has achieved some success aligning
the behaviors of LMs with humans (Bai et al., 2022; Ouyang et al., 2022).

RLHF algorithms The standard RLHF recipe to align a language model by fine tuning is as
follows (Ouyang et al., 2022): First, the base model is fine tuned using supervised next-token
prediction (SFT) on a high-quality dataset to create a base reference policy. Subsequently, given
a distribution over prompts, continuations are sampled from the reference policy and ranked by
human labellers. A Bradley-Terry (BT) utility function is then trained to maximize the likelihood
of this preference data . Finally, the LM’s policy is optimized to maximize this utility function, using
standard reinforcement learning methods, such as Proximal Policy Optimization (PPO) (Schulman
et al., 2017), regularized by the policy’s KL divergence from the reference model.

Although PPO is widely recognized as the best-performing method for optimizing the LM’s policy
in RLHF (Xu et al., 2024), the underlying reasons for its effectiveness are not fully understood.
Moreover, the implementation of PPO for LMs involves intricate details and multiple components,
including the policy model, reference model, reward model, and critic model (Huang et al., 2024).

An alternative approach involves iteratively sampling from the reward model and fine-tuning the
LM policy based on these samples (Dong et al., 2024). Examples of this approach include Reward
Ranked Finetuning (RAFT) (Dong et al., 2023), Reinforced Self-Training (ReST) (Gulcehre et al.,
2023), and Reward Weighted Regression (Peters and Schaal, 2007).

There are also approaches that omit training a reward model, and instead optimize the LM directly
from preference data, such as DPO (Rafailov et al., 2023), IPO (Azar et al., 2023), and KTO
(Ethayarajh et al., 2024). DPO has gained popularity as an alternative to PPO due to the simplicity
of its implementation, and was recently extended to online preference collection (Singhal et al., 2024).
Several recent papers also focus on comparing and contrasting the performance of PPO-based RLHF
and DPO (Xu et al., 2024; Tajwar et al., 2024; Rafailov et al., 2024).

Offline vs Online RLHF Both online and offline RLHF algorithms rely on a fixed dataset for
prompts. However offline algorithms, like DPO (Rafailov et al., 2023), also rely on a fixed dataset to
learn continuations without active reinforcement. Online methods, like STA-RLHF, use on-policy
samples which are given rewards by some feedback mechanism. This feedback allows the policy
to be updated in the next iteration Tang et al. (2024). Our algorithm can be used to convert an
offline algorithm into an online algorithm by sampling new completions from the LM trained offline
provided there is access to a feedback mechanism (Castricato et al., 2024; Bai et al., 2022).

Game-theoretic RLHF Algorithmic game theory and multi-agent reinforcement learning provide
strong theoretical grounding for the study of learning agents who interact with one another and must
adapt their strategies accordingly. Recently, several game-theoretic approaches to RLHF have been
proposed. SPO (Swamy et al., 2024) leverages self-play by comparing win-rates between trajectories.
In a similar vein, SPIN (Chen et al., 2024) leverages self-play to generate synthetic high quality data
discerning self-generated continuations from human generated continuations. Both of these methods
rely on a fixed reward model like vanilla RLHF. Nash-RLHF (Munos et al., 2023) defines a game
between two competing LMs, each of which is vying to be preferred by a human rater.



RLJ | RLC 2024

The RLHF problem has also been formulated as a social choice problem, extending the setting to
accommodate multiple humans with competing preferences (Conitzer et al., 2024; Chakraborty et al.,
2024). Bi-level optimization approaches have also been considered for RLHF, which is analogous
to a Stackelberg game. Chakraborty et al. (2023) treat the reward model as the leader and the
RL agent as the follower; in our game, the roles are reversed. Like us, they also solve their game
using a nested algorithm, but the follower learns from new trajectories at each step of their inner
optimization, while we reuse samples.

3 Preliminaries

Notation We use caligraphic uppercase letters to denote sets (e.g., X ), bold lowercase letters to
denote vectors (e.g., x), and lowercase letters to denote scalar quantities (e.g., x). We denote the
ith element of a vector with a subscript, i.e. xi; and the jth observation in a set of samples with a
superscript in parentheses, i.e x(j). We denote functions by a letter determined by the value of the
function, e.g., f if the mapping is scalar valued and f if the mapping is vector valued.

Stackelberg games In a two-player general-sum Stackelberg game (X ,Y, f, g), the leader moves
first by choosing a strategy x from her strategy set X intended to maximize her reward f : X×Y → R.
The follower, who moves second after observing the leader’s strategy, then aims to maximize his
reward g : X × Y → R by choosing a strategy y from his strategy set Y.

Given a leader strategy x, we define the best-response correspondence BR(x, y) = {y ∈ Y | g(x, y) ≥
maxy∈Y g(x, y)}. A Stackelberg equilibrium is a strategy profile (x∗, y∗) ∈ X ×Y, where the leader
chooses x∗ as to maximize x 7→ f(x, y∗(x)), under the assumption that the follower will best
respond, i.e., y∗(x) ∈ BR(x, y), given any x ∈ X .

Language model environments Given a vocabulary of tokens A, let D .= D(A) denote finite
set of all possible the finite utterances (i.e., strings) over elements of A.

A language model environment E = (D, µ,≻) comprises a data set D of strings, a distribution
µ ∈ ∆(D) over strings and a preference relation ≻⊆ D ×D indicating a (strict) preference for one
of two utterances y0, y1 ∈ D in context x ∼ µ.

Language model Given a language model environment E , a language model (LM) is a function
π : D → ∆(D) from prompts x ∼ µ to a distribution over continuations y ∼ π(x) ∈ ∆(D). We
assume parameterized language models, and write πθ , or more often simply θ, to denote the policy
corresponding to a model parameterized by θ ∈ Θ.

A language model environment is given, and thus exogenous, to the language model. In particular,
prompts x ∼ µ are drawn from an exogenous distribution, and human preferences are assumed to
be determined by a third party (human), outside the learning framework. On the other hand, the
language model itself generates the continuations y0, y1 ∼ θ(x), given a context x ∼ µ, which the
human (or a model of the human) evaluates according to ≻ (or an approximation thereof).

Preference relations Most RLHF variants impose standard assumptions on human preferences:
Assumption 1. The preference relation ≻ is complete and transitive.

Under Assumption 1, a preference relation ≻ can be represented by a utility function u : D×D → R
s.t. for all contexts x ∈ D and for all strings ya, y1−a ∈ D, u(ya; x) > u(y1−a; x) iff ya ≻ y1−a in
context x (von Neumann and Morgenstern, 1947).

The intent of Vanilla RLHF is for a LM to produce continuations that respect human preferences,
i.e., maximize the utility function u that represents ≻. This function is typically unknown, however,
even to the human herself. We thus seek to approximate it with a utility function û : D × D → R
learned from data.
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4 Vanilla RLHF

To build any fine-tuning system based on human feedback requires a data set with human labels. We
thus assume the language model environment is endowed with a human labeller who, given a prompt
(i.e., a context) x ∼ µ and two continuations y0, y1 ∼ π(x), returns a label indicating which of the
two is preferred in the given context. A perfect human would report labels a∗ ∈ [0, 1] indicating
ya∗ ≻ y1−a∗ in context x whenever she indeed prefers ya∗ is to y1−a∗ in context x.
Assumption 2. The human is a quantal best responder (McKelvey and Palfrey, 1995). She tries to
label continuations so as to maximize her utility, but may make small mistakes. Specifically, if she
ascribes utility u(ya; x) to continuation ya and utility u(y1−a; x) to continuation y1−a, in context x,
then

P
(

ya ≻ y1−a in context x

)
= σ

(
u(ya; x)− u(y1−a; x)

)
= eu(ya;x)

eu(ya;x) + eu(y1−a;x) ,

Here, σ(z) is the sigmoid function 1
1+e−z . We use pa;1−ato abbreviate P(ya ≻ y1−a in context x),

and let p1−a;a = 1− pa;1−a.

Assumption 2 is equivalent to assuming a Bradley-Terry preference model, in which u(ya; x) −
u(y1−a; x) is given by the log-odds ratio log pa;1−a/1−pa;1−a (Hamilton et al., 2023; Good, 1955).

Returning to Vanilla RLHF, the key idea is to fine-tune a language model πθ so that it optimizes
its parameters θ ∈ Θ so as to generate continuations y ∼ θ(x) that maximize this utility function
in expectation:

max
θ∈Θ

E
x∼µ

y∼θ(x)

[
u(y; x)

]
(1)

As any human (or set of human) labeller(s) can only ever label a finite data set in a finite amount
of time, in practice we are given a data set of size m ∈ N of 4-tuples

{
x(j), y

(j)
0 , y

(j)
1 , a(j))

}m

j=1
, each

one comprising a prompt (i.e., a context), two continuations, and a label a(j) indicating which of the
two is preferred in the given context. We assume a utility function representation ûω parameterized
by ω ∈ Ω, and we build a preference model by solving for ω ∈ Ω that maximizes the likelihood of
the data {x(j), y

(j)
0 , y

(j)
1 , a(j)}m

j=1.

Under Assumption 2, the learning problem becomes: find ω∗ ∈ Ω s.t.

ω∗ ∈ arg max
ω∈Ω

m∏
j=1

P
(

y
(j)
a(j) ≻ y

(j)
1−a(j) in context x(j)

)
(2)

= arg max
ω∈Ω

m∏
j=1

σ

(
ûω(y(j)

a(j) ; x(j))− ûω(y(j)
1−a(j) ; x(j))

)
(3)

Equivalently, we can find an ω∗ ∈ Ω that maximizes the log likelihood of the data:

ω∗ ∈ arg max
ω∈Ω

m∑
j=1

log σ

(
ûω(y(j)

a(j) ; x(j))− ûω(y(j)
1−a(j) ; x(j))

)
(4)

In the sequel, we refer to this log likelihood objective function as RRM(ω; θ). The dependence on θ
stems from the fact that the data on which this objective is evaluated varies with θ.

After learning ûω , Vanilla RLHF fine-tunes the language model πθ by searching for parameters
θ ∈ Θ, which generate continuations y ∼ θ(x) that maximize the expected value of this learned
utility function over the prompt distribution µ:

max
θ∈Θ

E
x∼µ

y∼θ(x)

[
ûω(y; x)

]
(5)
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5 Alignment as a Stackelberg game

Given a language model environment E = (D, µ,≻), an alignment game (Θ, Ω,RLM,RRM; E) com-
prises two players: a leader LM who seeks to set the parameters θ ∈ Θ of a policy πθ , which, given a
prompt x ∈ D, outputs a continuation y ∼ θ(x); and a follower RM who seeks to set the parameters
ω ∈ Ω of a reward model rω (i.e., a utility function) that represents ≻.

At a Nash equilibrium, both players’ strategies are optimal given one another’s. In contrast, at
a Stackelberg equilibrium, only the follower optimizes given the leader’s strategy; the leader then
optimizes over all possible follower’s best responses. We thus parameterize the RM’s objective
function RRM by the LM’s policy: i.e., its parameters θ.

In an alignment game, the RM’s objective RRM is to learn a reward model rω that well approximates
≻ on a data set C comprising prompts x ∼ µ and ensuing pairs of continuations (y0, y1) ∼ θ(x).
The LM’s objective RLM is then to generate continuations that optimize this reward model rω :

RLM(θ, ω) .= max
θ∈Θ

E
x∼µ

y∼θ(x)

[
rω(y; x)

]
(6)

Taking as our starting points Assumptions 1 and 2, we choose Equation (4) as the RM’s objective,
RRM(ω; θ). The alignment game formulation, however, is not wedded to this particular choice.

We cast the problem of solving an alignment game as the following bi-level optimization problem:

max
θ∈Θ
RLM(θ, ω∗)

subject to ω∗ ∈ arg max
ω∈Ω
RRM(ω; θ)

(7)

A solution to this problem, when one exists, is called a Stackelberg equilibrium. By the extreme
value theorem, we can guarantee the existence of a solution to a maximization problem whenever
the objective function is continuous in all its arguments and the space of possible solutions is compact.
But even if we assume these conditions hold for the follower’s optimization problem, it can still be
difficult to ensure the leader’s optimization problem has a solution, because the leader’s objective
function must be continuous in the follower’s solution. Moreover, the follower’s solution need not
be unique, in which case we must ensure that the leader’s objective function is continuous in the
follower’s solution correspondence!1

Although general-sum Stackelberg equilibria are computable via linear programming in polynomial
time in two-player discrete-action games (Blum et al., 2019; Conitzer and Sandholm, 2006), little
is known about how to compute Stackelberg equilibria in two-player continuous-action games, such
as those played by two neural networks. Consequently, we developed a heuristic (Algorithm 1)
for computing a Stackelberg equilibrium of an alignment game. This heuristic carries over the
intuition for solving zero-sum Stackelberg games via nested rather than simultaneous gradient-
descent algorithms to general-sum games Goktas and Greenwald (2021). Specifically, for each update
step of the leader’s policy, we allow the follower multiple update steps, during which time it searches
for a best response to the leader’s current policy.

As our heuristic is a first-order (i.e., gradient-based) method, it is necessary to compute the gradients
of RRM (Equation (4)) and RLM (Equation (6)). Computing the former is straightforward. To
compute the latter, we employ the standard REINFORCE estimate (Sutton et al., 1999; Williams,
1992).2 Furthermore, we regularize the LM’s objective with a KL-divergence term, which ensures

1Alternatively, but less generally, we can impose a deterministic tie-breaking rule on the follower’s choice that
ensures that the leader’s objective function is continuous in the follower’s now unique solution.

2For details, see Appendix A.1, Equation (17).
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that the language model does not stray too far from the reference model:

Rβ
LM(θ, ω; πref)

.= max
θ∈Θ

E
x∼µ

y∼θ(x)

[
rω(y; x)

]
− β DKL(πθ(y(j); x(j)) || πref(y(j); x(j))) (8)

This regularization term also mitigates reward hacking (Laidlaw et al., 2024) and maintains diver-
sity in the generated continuations (Rafailov et al., 2023). This method is our Naive STA-RLHF
algorithm.

Motivated by Stackelberg Actor-Critic (Zheng et al., 2022), which recognises the interdependence
between the actor’s objective and the critic’s objective in reinforcement learning, we also introduce
Total STA-RLHF. The leader incorporates the fact that the follower’s optimization is implicitly
defined by the leader’s own optimization. Therefore, the leader still uses the KL-regularized REIN-
FORCE estimator, but also includes an additional derivative which takes the gradient of the follower
into account3.

Although our algorithm is iterative, it is not necessary to seek human feedback during each iteration.
While we could rank preferences at each step with a human labeler, this is not necessary. On the
contrary, we run a pre-processing step in which we solve Equation (4) for û, exactly as in Vanilla
RLHF, and then we seed the heuristic with a learned language model environment Ê = (D, µ, û),
instead of a language model environment E = (D, µ,≻). We can then rank proposed continuations
according to these learned utilities, rather than ≻ (or repeatedly querying humans). Our algorithm
is flexible in that û can be instantiated by ≻, direct principal feedback (Castricato et al., 2024), or
constitutional AI (Bai et al., 2022).

Algorithm 1 STA-RLHF

Input: Learned language model environment Ê = (D, µ, û), batch size B, number of outer and
inner iterations T, S, reference model πref, and learning rate schedules {ηt}T

t=1, {ηs}S
s=1

Output: Fine-tuned language model πT
θ

Initialize the language model π0
θ with the reference model πref

for t = 1 to T iterations do
Sample a batch B = {x(i)}B

i=1 of prompts from D according to µ

Run θt−1 on all prompts x(i) in B twice to generate a pair of continuations (y(i)
0 , y

(i)
1 )

Rank continuations using the utility function û and store as C =
{(

x(i), y
(i)
a , y

(i)
a−1

)}B

i=1
ωt−1,0 ← ωt−1

for s = 1 to S iterations do
Compute the gradient of Rλ

RM(ωt−1,s−1; θt−1) on C
ωt−1,s ← ωt−1,s−1 − ηs∇ωRλ

RM(ωt−1,s−1; θt−1)
end for
ωt ← ωt−1,S

Compute the gradient of Rβ
LM(θt−1, ωt; πref) on C (Equation (11))

θt ← θt−1 + ηt∇θRβ
LM(θt−1, ωt; πref)

end for
return Final fine-tuned language model πT

θ

Competing approaches In Vanilla RLHF and DPO Rafailov et al. (2023), a reward model is
trained on data, i.e., continuations, generated by the reference model. Similar to our approach,
ReST (Gulcehre et al., 2023) addresses the static nature of the continuations by sampling new
continuations from the latest LM. ReST does not build a corresponding reward model, however; it
simply continues to optimize its initial objective on new data. Algorithm 1 similarly samples new

3shown in Appendix A.1



RLJ | RLC 2024

continuations from the latest LM, based on which it learns a new reward model, so that it always
updates the LM using the latest reward signal.

In PARL (Chakraborty et al., 2023), RLHF is formulated as a bi-level optimization, in which the
players roles are the reverse of those in our Stackelberg game formulation. A nested heuristic is also
proposed to solve PARL, but unlike in our method, multiple batches of trajectories are sampled in
the inner loop, where the LM is updated. As the RM is updated in the outer loop, and on fewer
batches of data, the frequency of queries to the preference oracle (e.g., ≻ or û) is reduced in PARL,
but the LM may be updated based on an outdated reward signal. We compare our heuristic to both
PARL and a reversed version of our game/heuristic, with the LM updated in the inner loop and the
RM, in the outer.

We also compare against a simultaneous variant of Algorithm 3 with only one loop, where one update
step is performed on the LM (RM), based on the previous RM (LM). In this variant, we run our
algorithm with S = 1 and update the LM (i.e., compute the gradient of Rβ

LM) using rωt−1 instead
of rωt . The simultaneous variant is intended to find a Nash equilibrium of a simultaneous-move
game played between the LM and the RM. This approach is distinct from SPO (Swamy et al., 2024)
and Nash-RLHF (Munos et al., 2023), both of which aim to compute a Nash equilibrium between
dueling LM policies.

6 Experiments

To evaluate the effectiveness of STA-RLHF, we conduct empirical comparisons against state-of-
the-art RLHF variants, such as DPO (Rafailov et al., 2023) and PPO-based Vanilla RLHF. We
also compare our methods with iterated DPO where we retrain a DPO model after sampling new
completions from the current policy4 Additionally, we compare our algorithm to its simultaneous
and reversed variants, as well as PARL, another variant with the players’ roles reversed, which aligns
with the problem formulation proposed by Chakraborty et al. (2023).

In all experiments, we seed the algorithms with a ground truth preference relation ≻, rather than an
approximation û, and we assess how well the various approaches learn these ground truth preferences,
by measuring the utility achieved as a function of size of the preference data set, i.e., the number of
examples seen. Following Rafailov et al. (2023), we also evaluate the Pareto front between reward and
KL-divergence from the reference policy, as it may be possible to achieve high reward by diverging
substantially from the reference policy, but this could result in a fine-tuned model that is no longer
tethered to the English language.

Experimental setup Unless stated otherwise, all experiments were run using β = 0.1, a batch
size of 16, RMSprop as the optimizer for the LM, and a learning rate of 1e-6. For Total STA-RLHF,
Naive STA-RLHF, Reverse, Simultaneous, and our PARL implementation, we use AdamW as the
optimizer for the reward model with a constant learning rate of 1e-5. For Total STA-RLHF, we
compute the Hessian vector product term in the total gradient with the conjugate gradient method
with 10 iterations.

The number of inner iterations is set to S = 5, except in Simultaneous, where S = 1. When
generating continuations, we generate four instead of two continuations and select the continuations
with the highest and lowest ground truth rewards as the more and less preferred continuations.

Our choice of reference model varied with the task, but in all experiments, the LM shares the
network architecture of the reference model. The RM appends to this architecture a classification
head, which we implemented using AutoModelForSequenceClassification from the HuggingFace
Transformers library (Wolf et al., 2020).

For PPO, we used ground-truth reward instead of a reward model, and the following hyperparameter
values: the clipping paramater ϵ = 0.2, 4 PPO update steps per trajectory batch, and AdamW as

4Our code can be found at https://github.com/jacobmakar/stackelberg-rlhf

https://github.com/jacobmakar/stackelberg-rlhf
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the optimizer of the critic model with a constant learning rate of 1e-5. The critic model consists
of two fully connected layers: the first layer maps the model output size to a hidden size of 256,
followed by a ReLU activation function; the second layer maps the hidden size to a single output
value.

We run all methods five times on seeds [467, 532, 6518, 7107, 8688]. All experiments were
conducted using GeForce 3090 or equivalent GPUs. Running a single seed for one setting and one
algorithm generally required one GPU. No optimization of hyper-parameters for STA-RLHF or any
other methods was attempted.

If a pair of continuations had the same score, one of them was replaced such that there were no ties,
as is consistent with the Bradley-Terry preference model and Rafailov et al. (2023).

Word collector In our second set of experiments, Word Collector, we adopt the experimental
setup from Singhal et al. (2024). Given a set of words W = {w1, w2, . . . , w30}, the goal is to
construct a text output y comprising 75 tokens, which incorporate as many unique words from W
as possible. Specifically, for any two outputs y1 and y2, y1 ⪰ y2 if the number of words from W
included in y1 is greater than or equal to the number included in y2. Each unique additional word in
W included in y increases the value of y by 1, up to a maximum value of 30. In these experiments,
we use OPT-125m as a reference model, the top 30 content words in the UltraFeedback dataset (Cui
et al., 2023) as W , and prompts from the UltraChat dataset (Ding et al., 2023).

Constrained word collector We expand on the Word Collector setting with the introduction
of an additional constraint, namely that the continuation should not contain any words in the
prompt. Given a set of 30 target words W = {w1, w2, . . . , w30}, the objective remains to construct
a text output y comprising 75 tokens, which incorporate as many unique words from W as possible.
However, in this setting, including any words in the prompt in y results in a penalty. Specifically, for
any two outputs y1 and y2 given prompt x, y1 ⪰ y2 if the number of words from W \x included in y1
minus the number of words from x included in y1 is greater than or equal to the number included in
y2. As in the Word collector task, we use OPT-125m as a reference model, the top 30 content words
in the UltraFeedback dataset (Cui et al., 2023) as W , and prompts from the UltraChat dataset
(Ding et al., 2023).

Unique nouns Finally, we consider a second experimental setup from Singhal et al. (2024). In
this setting, the objective is to align the LM so that it constructs a continuation with as many unique
nouns as possible. In these experiments, we use OPT-125m as a reference model, Natural Language
Toolkit (NLTK) (Loper and Bird, 2002) for noun detection, and prompts from the UltraChat dataset
(Ding et al., 2023).

Results We calculate the Pareto frontier of KL divergence vs. reward on a fixed set of test
prompts. Potential points are calculated by averaging the KL divergence from the reference policy
(x-dimension) and averaging the reward on the test set (y-dimension), across all five seeds through-
out training. Pareto-dominated points—those for which another point exists that is weakly
better in both dimensions of comparison—are then excluded, so that we plot only the Pareto frontier.
We also calculate the reward with respect to number of examples seen. We plot the mean reward
with shading indicating the standard deviation across the five seeds.

In all tasks, both versions of STA-RLHF achieve better rewards than the all other methods. In
word collector and constrained word collector, the the STA-RLHF methods are Pareto dominated
indicating that they modify the LM further away from the reference policy, however in unique nouns
their Pareto front is similar to the other methods while also achieving a much higher reward. One
explanation for why Total STA-RLHF does not convincingly outperform the Naive counterpart may
be because of the imprecision with approximating the inverse Hessian vector product of a large
neural network.
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Figure 1: Comparison of competing approaches. STA-RLHF, shown in red and black, consistently
achieves the highest rewards after sufficiently long training (i.e., after seeing sufficiently many pref-
erence examples), while Reversed starts off competitive, but becomes unstable.
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7 Conclusion

In this paper, we formalize the RLHF alignment problem as a Stackelberg game. The leader in our
game is the LM, while the follower is the RM. A Stackelberg equilibrium of this game is a fine-tuned
language model that optimizes a reward model which is intended to represent human preferences.
The key difference between our framework and others is that our search for an optimal LM induces
a search over RMs, in a way that is analogous actor-critic methods, where an actor’s search for an
optimal policy induces a search over value functions. The result of this search is a LM with a higher
reward than is achieved by other game-theoretic formulations.

To solve our game, we introduce STA-RLHF, a pair of novel training algorithms for aligning large
language models with human preferences. Our findings indicate that STA-RLHF enhances perfor-
mance in a variety of synthetic settings when compared to traditional RLHF methods such as DPO
and PPO. We further validate our approach by reversing the roles of the players, and by training
both the language and the reward models simultaneously.

We believe that our approach is theoretically sound, as it takes a game-theoretic perspective, seek-
ing an equilibrium of the Stackelberg alignment game. Indeed, we empirically demonstrate solid
performance of STA-RLHF on synthetic tasks, as compared to other perhaps less principled ap-
proaches. That said, we are do not provide any convergence guarantees. Our algorithm does appear
to converge, as shown in Figure 2, so it may be possible to prove that our method converges to a
Stackelberg equilibrium in the future.

Furthermore, our experiments are run on relatively small models, compared to the massive language
models (with billions of parameters) now available. Further validation of our approach on larger
models and additional tasks are other avenues for future work, although we would expect STA-RLHF
to continue to exhibit solid performance across additional tasks, as shown here.

Although we assume a Bradley-Terry model of human preferences, our game formulation is agnostic
to the preference structure (unlike DPO). In future work, we intend to experiment with other
preference models, such as the Kahneman-Tversky model of human utility (Ethayarajh et al., 2024).
Future work could also consider a more general Stackelberg game framework, with multiple followers
(i.e., reward models), where the language model seeks to optimize some aggregation of the followers’
preferences.
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A The Total Derivative

The LM’s objective is to choose parameters θ ∈ Θ, which define a policy πθ for the LM that
maximizes

RLM(θ, ω∗) .= E
x∼µ

y∼πθ (x)

[
rω∗(y; x)

]
(9)

Here, ω∗ is an optimal choice for the RM.

The RM’s objective is to choose parameters ω that maximize

RRM(ω; θ) .= E
x∼µ

y0,y1∼πθ (x)

[
log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
, (10)

where, a(∗) ∈ arg maxa∈{0,1} û(ya).

As we compute a Monte Carlo estimate of this gradient from samples x, y0, and y1, it is possible to
sort each pair of continuations y0, and y1 according to û to identify ya(∗) (preferred) and y1−a(∗) .

After appling the Inverse function theorem (Zheng et al., 2022), total derivative of the LM’s objective
function is:

∇θRLM(θ, ω∗)−∇T
ωθRRM(ω; θ)(∇2

ωRRM(ω; θ))−1∇ωRLM(θ, ω∗) (11)

Note that only using ∇θRLM(θ, ω∗) results in our naive STA-RLHF algorithm.
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A.1 The REINFORCE Estimator: The Gradient of the LM’s Objective RLM(θ, ω∗)
wrt θ

By the policy gradient theorem Williams (1992); Sutton and Barto (2018) the gradient of this
objective is:

∇θRLM(θ, ω∗) = ∇θ E
x∼µ

y∼πθ (x)

[
rω∗(y; x)

]
(12)

= E
x∼µ

y∼πθ (x)

[
∇θrω∗(y; x)

]
(13)

= E
x∼µ

∫
y∈D
∇θπθ(x) rω∗(y; x) dy (14)

= E
x∼µ

∫
y∈D

πθ(x)∇θπθ(x)
πθ(x) rω∗(y; x) dy (15)

= E
x∼µ

∫
y∈D

πθ(x)∇θ log πθ(x) rω∗(y; x) dy (16)

= E
x∼µ

y∼πθ (x)

[
∇θ log πθ(y; x) rω∗(y; x)

]
, (17)

which we estimate by averaging across a batch of samples {x(j), y(j)}B
j=1, with each x(j) ∼ µ and

each y(j) ∼ πθ(x(j)). Additionally, we regularize this estimator with the KL divergence:

1
B

B∑
j=0

[
∇θ log πθ(y(j); x(j)) rω∗(y(j); x(j))− β DKL(πθ(y(j); x(j)) || πref(y(j); x(j))

]
(18)

A.2 The Gradient of the RM’s Objective RRM(ω; θ) wrt ω and θ

We begin by computing the partial wrt θ:

∇θ E
x∼µ

y0,y1∼πθ (x)

[
log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(19)

= E
x∼µ

y0,y1∼πθ (x)

[
∇θ log πθ(y0, y1; x) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(20)

= E
x∼µ

y0,y1∼πθ (x)

[
∇θ log(πθ(y0; x)πθ(y1; x)) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(21)

= E
x∼µ

y0,y1∼πθ (x)

[
∇θ(log πθ(y0; x) + log πθ(y1; x)) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(22)

= E
x∼µ

y0,y1∼πθ (x)

[
(∇θ log πθ(y0; x) +∇θ log πθ(y1; x)) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(23)

= E
x∼µ

y
a(∗) ,y1−a(∗) ∼πθ (x)

[
(∇θ log πθ(ya(∗) ; x) +∇θ log πθ(y1−a(∗) ; x)) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(24)

The last line follows from the fact that addition is symmetric; in particular, ∇θ log πθ(y0; x) +
∇θ log πθ(y1; x) = ∇θ log πθ(y1; x) +∇θ log πθ(y0; x).
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Next, we compute the gradient wrt ω:

∇ω E
x∼µ

y0,y1∼πθ (x)

[
(∇θ log πθ(ya(∗) ; x) +∇θ log πθ(y1−a(∗) ; x)) log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(25)

= E
x∼µ

y0,y1∼πθ (x)

[
(∇θ log πθ(ya(∗) ; x) +∇θ log πθ(y1−a(∗) ; x))∇ω log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(26)

Finally, by the chain rule,

∇ω log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)
= 1

1 + e
rω (y

a(∗) ;x)−rω (y1−a(∗) ;x)

(
∇ωrω(ya(∗) ; x)−∇ωrω(y1−a(∗) ; x)

)
(27)

A.3 The Gradient of the RM’s Objective RRM(ω; θ) wrt ω, twice

Computing the gradient of RLM once wrt ω (once) yields:

∇ω E
x∼µ

y
a(∗) ,y1−a(∗) ∼πθ (x)

[
log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(28)

= E
x∼µ

y
a(∗) ,y1−a(∗) ∼πθ (x)

[
∇ω log σ

(
rω(ya(∗) ; x)− rω(y1−a(∗) ; x)

)]
(29)

= E
x∼µ

y
a(∗) ,y1−a(∗) ∼πθ (x)

[
1

1 + e
rω (y

a(∗) ;x)−rω (y1−a(∗) ;x)

(
∇ωrω(ya(∗) ; x)−∇ωrω(y1−a(∗) ; x)

)]
(30)

Using the product rule to compute the gradient a second time wrt ω yields two terms, which are
summed in the final gradient expression, namely

∇ω
1

1 + e
rω (y

a(∗) ;x)−rω (y1−a(∗) ;x)

(
∇ωrω(ya(∗) ; x)−∇ωrω(y1−a(∗) ; x)

)
(31)

= e
rω (y1−a(∗) ;x)−rω (y

a(∗) ;x)

(1 + e
rω (y1−a(∗) ;x)−rω (y

a(∗) ;x))2

(
∇ωrω(ya(∗) ; x)−∇ωrω(y1−a(∗) ; x)

)
(32)

+ 1
1 + e

rω (y
a(∗) ;x)−rω (y1−a(∗) ;x)

(
∇2

ωrω(ya(∗) ; x)−∇2
ωrω(y1−a(∗) ; x)

)
(33)

A.4 The Gradient of the LM’s Objective RLM(θ, ω∗) wrt ω

∇ωRLM(θ, ω∗) = ∇ω E
x∼µ

y∼πθ (x)

[
rω∗(y; x)

]
= E

x∼µ
y∼πθ (x)

[
∇ωrω∗(y; x)

]
(34)

1
B

B∑
j=0

[
∇ωrω∗(y(j); x(j))

]
(35)

B Additional Results

Runtime The table below lists the average running time in seconds of each method on the various
tasks, averaged across seeds.
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Table 1: Average Experiment Times of Different Algorithms

Task Total STA-RLHF Naive STA-RLHF PPO DPO Simul. Rev. PARL
WC 11040.50 2558.152 3489.175 1143.555 2130.730 4102.406 1847.278
CWC 11043.6 2399.765 2004.738 652.607 1340.522 3130.647 1340.522
UN 8220.03 3130.627 2133.094 654.742 2050.985 3370.721 1527.929

In Total STA-RLHF, computing the total gradient involves an Hessian term of the reward model.
We accomplish this numerically this by applying the conjugate gradient method to find the inverse
Hessian vector product (rather than the finding the entire Hessian).

The following figure shows that in our settings (naive) STA-RLHF empirically converges, as both
the reward model and policy converge to a value for the respective objectives.
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Figure 2: Loss of the reward model (top) and the rewards received by the policy from the reward model
(bottom) during training for STA-RLHF across various settings. Cumulative averages in red.

The following figure shows the cumulative average of Figure 2.
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Figure 3: Cumulative average of the loss of the reward model (top) and the cumulative average of the
rewards received by the policy from the reward model (bottom) during training for STA-RLHF across
various settings.

C Algorithm Variants

Included below are two modifications of our heuristic that we run as baselines in our experiments:

Algorithm 2 Reversed

Input: Learned language model environment Ê = (D, µ, û), batch size B, number of outer and
inner iterations T, S, reference model πref, and learning rate schedules {ηt}T

t=1, {ηs}S
s=1

Output: Fine-tuned LM πθ

Initialize fine-tuned model π0
θ with reference model πref

for t = 1 to T iterations do
Run θt−1 on all prompts x(i) in B twice to generate a pair of continuations (y(i)

0 , y
(i)
1 )

Rank continuations using the utility function û and store as C =
{(

x(i), y
(i)
a , y

(i)
a−1

)}B

i=1
θt−1,0 ← θt−1

for s = 1 to S iterations do
Compute the gradient of Rβ

LM(θt−1,s−1; πref) on C using REINFORCE (Equation (18))
θt−1,s ← θt−1,s−1 + ηs∇θt−1Rβ

LM(θt−1)
end for
θt ← θt−1,S

Compute the gradient of RRM(ωt−1; θt−1) on C (Equation (4))
ωt ← ωt−1 − ηt∇ωRRM(ωt−1; θt−1)

end for
return Final fine-tuned model πT

θ

D Policy Samples from Naive STA-RLHF

Included below are policy samples from the experimental settings in our paper.
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Algorithm 3 Simultaneous

Input: Learned language model environment Ê = (D, µ, û), batch size B, number of outer and
inner iterations T , reference model πref, and learning rate schedules {ηt}T

t=1, {ηs}S
s=1

Output: Fine-tuned LM πθ

Initialize fine-tuned model π0
θ with reference model πref

for t = 1 to T iterations do
Sample a batch B =

{(
x(i))}B

i=1 of prompts from D according to µ

Run θt−1 on all prompts x(i) in B twice to generate a pair of continuations (y(i)
0 , y

(i)
1 )

Rank continuations using the utility function û and store as C =
{(

x(i), y
(i)
a , y

(i)
a−1

)}B

i=1
Compute the gradient of RRM(ωt−1; θt−1) on C (Equation (4))
ωt ← ωt−1 − ηt∇ωRRM(ωt−1; θt−1)
Compute the gradient of Rβ

LM(θt−1; πref) on C using REINFORCE (Equation (18))
θt ← θt−1 + ηt∇θt−1Rβ

LM(θt−1)
end for
return Final fine-tuned model πT

θ

Table 2: Naive STA-RLHF samples for word collector

Prompt Continuation (Words in W = {w1, w2, . . . , w30} are shown
in bold)

What is your personal definition of art? The invention is, to help create the following three use-
ful data to ensure safe and appropriate use of your data
to deliver appropriate information to our customers. We
create the following two important first question to
keep your data safe to provide you appropriate possible
experience to ensure that your

What is the role of a motherboard in a
computer system?

Your information may be useful to help ensure the fol-
lowing are safe to provide the best possible experience.
We have the following two important first question to
understand to generate the best possible information
to ensure your data is safe to provide appropriate infor-
mation to help create the best possible experience

What are some of the most famous
works of art, and what makes them

valuable to your data? We have to provide the following
two first question to help us understand understand-
ing your best possible experience to create the appro-
priate data to help ensure your data is safe to provide
the best possible experience. We have two important
questions to help ensure your information
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Table 3: Naive STA-RLHF Samples for Constrained Word Collector

Prompt Continuation (Words in W = {w1, w2, . . . , w30} are shown
in bold)

What is your personal definition of art? The following question is helpful in determining how to get
an appropriate and safe information to provide your
important data to create best possible experience for
your best possible data to help ensure a safe and ap-
propriate experience to provide a safe, appropriate
experience to create your best possible information
to

What is the role of a motherboard in a
computer system?

Bosch is the perfect partner to have to create a best possi-
ble experience to help create important and meaningful
information for your visitors. We have created a series
of questions to help understand important questions to
help provide important data to help create best cus-
tomer value. It is

What are some of the most famous
works of art, and what makes them

important to help understand the experience of creat-
ing a safe and appropriate environment to help ensure
your best possible experience? The following question
is important to provide a good and important question
to understand your best possible experience to help
provide appropriate and important information to en-
sure you have to provide

Table 4: Naive STA-RLHF samples for unique nouns

Prompt Continuation
Can you speak to the role that technol-
ogy and social media have played in the

development of public safety programs in the United Nations
Economic Development Agency, World Bank and United
Nations Health Research Institute Center for Global Public
Policy Research (UNC) International Global Public Policy
Studies Research Center (U.S. State University, United Na-
tions Environment Science Research and

What are the most promising renewable
energy sources in terms of their poten-
tial and scal

ability? The United States Department of Health Services
National Science Foundation International Center for Global
Technology Policy Research Research Society Earth Sciences
Science Technology and Engineering Education Sciences
Technology Management Services Policy Center National
Science Foundation Economic Studies Research Department
Office Social Sciences Public Affairs Research Business Ad-
ministration Social Services Business


