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Abstract

Recent works attribute the capability of in-context
learning (ICL) in large pre-trained language mod-
els to implicitly simulating and fine-tuning an in-
ternal model (e.g., linear or 2-layer MLP) during
inference. However, such constructions require
large memory overhead, which makes simulation
of more sophisticated internal models intractable.
In this work, we propose a new efficient construc-
tion, Transformer in Transformer (in short, TINT),
that allows a transformer to simulate and fine-
tune more complex models during inference (e.g.,
pre-trained language models). In particular, we
introduce innovative approximation techniques
that allow a TINT model with less than 2 billion
parameters to simulate and fine-tune a 125 mil-
lion parameter transformer model within a single
forward pass. TINT accommodates many com-
mon transformer variants and its design ideas also
improve the efficiency of past instantiations of
simple models inside transformers. We conduct
end-to-end experiments to validate the internal
fine-tuning procedure of TINT on various lan-
guage modeling and downstream tasks. For ex-
ample, even with a limited one-step budget, we
observe TINT for a OPT-125M model improves
performance by 4—16% absolute on average com-
pared to OPT-125M. These findings suggest that
large pre-trained language models are capable of
performing intricate subroutines. To facilitate fur-
ther work, a modular and extensible codebase for
TINT is included.

1. Introduction

Large transformers (Vaswani et al., 2017) have brought
about a revolution in language modeling, with scaling yield-
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ing significant advancements in capabilities (Brown et al.,
2020; Chowdhery et al., 2022). These capabilities include
performing in-context learning or following natural lan-
guage instructions at inference time.

Researchers have tried to understand how these models can
learn new tasks without parameter updates (Garg et al., 2022;
von Oswald et al., 2023; Xie et al., 2022; Nanda et al., 2023).
A popular hypothesis is that in-context learning corresponds
to the transformer (referred to as the simulator from now
on) simulating gradient-based learning of a smaller model
(called auxiliary model) that is embedded within it.

From perspective of Al safety and alignment (Amodei et al.,
2016; Leike et al., 2018; Askell et al., 2021), the ability of
a larger model to use input data (which could be arbitrary
in a deployed setting) to implicitly train an auxiliary model
feels worrisome. This concern felt minor due to efficiency
considerations: previous analyses and experiments required
the auxiliary model to be quite tiny compared to the simula-
tor. For instance, simulating and training an auxiliary model
that is a linear layer requires tens of millions of parame-
ters in the simulator (Akyurek et al., 2022). This scaling is
even more dramatic if the auxiliary model is a multi-layer
fully-connected net (Giannou et al., 2023).

Our primary contribution is an explicit and nontrivial con-
struction of a simulator called TINT that explicitly adapts
to the context without parameter updates. In particular, we
show that a forward pass through a modestly sized TINT
can involve gradient-based training of an auxiliary model
that is itself a large transformer. For example, we show that
TINT with 2B parameters can faithfully simulate fine-tuning
a 125M parameter auxiliary transformer in a single forward
pass. (Prior constructions would have required trillions
of parameters in the simulator for a far simpler auxiliary
model.)

Our main result is described in Theorem 1.1, which details
how the size of TINT depends on the auxiliary model. Our
construction is generally applicable to diverse variants of
pre-trained language models. The rest of the paper is struc-
tured to highlight the key design choices and considerations
in TINT.

1. Section 2 discusses the overall design decisions required
to make TINT, including how the simulator can read
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TINT can efficiently perform simulated gradient descent of an auxiliary model.

Theorem 1.1. Consider an auxiliary transformer with L layers, D, embedding dimension, H,,, attention heads,
and a maximum sequence length of T,,.. Given a hyperparameter S (see Section 3.1), TINT can perform an efficient
forward pass (Section 3), compute the simulated gradient (Section 4), and evaluate the updated auxiliary model with
a total of
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parameters, with constants cy,co,c3 < 150. The TINT model has Dy, = SDg, embedding dimension and

Hypy = min(S 2, H,,.) attention heads. See Table 3 for a detailed breakdown of the parameters.

from and write to the auxiliary model and how the data
must be formatted.

2. Section 3 uses the linear layer as an example to describe
how highly parallelized computation and careful rear-
rangement of activations enable TINT to efficiently sim-
ulate the forward pass of the auxiliary model.

3. Section 4 describes how TINT uses first-order approx-
imations and stop gradients to compute the simulated
gradient of the auxiliary model.

4. Section 5 performs experiments comparing TINT to suit-
able baselines in language modeling and in-context learn-
ing settings. Our findings validate that the simulated gra-
dient can effectively update large pre-trained auxiliary
models. Notably, we instantiate TINT in a highly exten-
sible codebase, making TINT the first such construction
to undergo end-to-end evaluation.

Due to the complexity of the construction, we defer the
formal details of TINT to the appendix.

Notations For a general model, we use D to denote its
embedding dimension, H to denote the number of attention
heads, 6 to denote its set of all parameters, and 7" to denote
the length of an input sequence. We use subscripts -5y, and
-ux to differentiate the quantities between the TINT and
the auxiliary model. For example, D,,x and Dy, refers
to the embedding dimension of the auxiliary model and
TINT respectively. We use e,E“ € RDsm and wgé) € RPux
to denote token embeddings in the TINT and the auxiliary
model at layer ¢ and sequence position ¢ respectively. For a
matrix A, a; refers to its jth row, and for any vector b, b;
refers to its jth element.

2. Design Considerations

Our goal is to construct a simulator that can train an auxiliary
model over the course of an inference pass. This procedure
requires four steps:

1. Forward Pass: A forward pass to compute the auxiliary
model output f(&; 0,,x) on training input £ and a loss L.

2. Backward Pass: Backpropagation to compute the gradi-
ent of the auxiliary model Vg L(f(&; Oaux))-

aux

3. Parameter Update: Update the auxiliary model
using gradient descent, setting 6! = Oux —

nVeauxE(f(f; OaUX))- -

4. Output: Output next-token predictions f(¢’; 07,,) on a
test input & using the updated auxiliary model.

Note that steps 1-3 can be looped to train the auxiliary model
for a few steps!, either on the same training data or on dif-
ferent training data for each step, before evaluating it on
the test input (Giannou et al., 2023). The above method
highlight two crucial features of the simulator: (1) it has ac-
cess to some amount of training data, and (2) it can use (i.e.,
read) and update (i.e., write) the auxiliary model. Below,
we discuss how to design a modest-sized simulator around
these two considerations.

2.1. Input structure

For simplicity, we describe only one update step on a single
batch of training data £ but note that our formal construction
and our experiments handle multiple training steps (see Def-
inition 5.1). Steps 1 and 4 show that the simulator must
access some training data & to train the auxiliary model and
some testing data £’ on which it evaluates the updated aux-
iliary model. For the sake of illustration we consider the
following simple setting: given a sequence of input tokens
ey, ...,er, we split it into training data §¢ = ey, ..., e, and
testing data ¢’ = e,y 1, ..., er.

Suppose £ contains an in-context input-output exemplar and
&' contains a test input. Then, the simulator performs a very
natural operation of training the auxiliary model on a task-
specific example and outputs results for the test example.

On the other hand, if the input is not specially formatted, £

"Looping steps 1-3 scales the depth of the simulator model.
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Figure 1: The overall structure of TINT (see Section 2 for an overview). Each forward, backward, and descent module
is represented using combinations of linear, self-attention, layernorm, and activation layers. The input consists of prefix
embeddings (Definition 2.1) that represent relevant auxiliary model parameters in each layer followed by natural language
input. A prefix mask separates the train and test segments of the input (§2.1).

and £’ may simply contain some natural language tokens. In
this case, the simulator is using the first part of the context
tokens to do a quick fine-tune of the auxiliary for some task
before outputting the subsequent tokens with the auxiliary
model. In a worst-case scenario, users might provide harm-
ful contents, leading the model to implicitly fine-tune on
them and potentially output even more harmful content.

Our experiments consider many options for splitting a se-
quence into £ and £’, and we defer a more detailed discus-
sion of possible setups to Section 5.

Accessing Training Labels. The simulator must be able
to see the labels of the training tokens in order to compute
the loss £ (usually, the autoregressive cross-entropy loss)
in step 1. For example, in Figure 1, when we compute
the loss for the token es in the second position, we need
to use its label es in the third position. However, this is
not possible if the simulator uses strictly autoregressive at-
tention (Appendix G contains a more general discussion).
We thus use a bidirectional attention mask on the training
tokens and autoregressive attention on the evaluation por-
tion. We note that encoding relevant (e.g., retrieved) context
with bidirectional attention is a popular way to improve au-
toregressive capabilities in language modeling and natural
language tasks (Raffel et al., 2020; Borgeaud et al., 2022;
Izacard and Grave, 2020; Izacard et al., 2023; Wang et al.,
2023a; Tay et al., 2022). This empirical approach is sim-
ilar in motivation to how TINT uses a few context tokens
to adapt the auxiliary model to a given input. Having es-
tablished the training and testing data, we can now move
to discussing how the simulator can access (i.e., read) and
update (i.e., write to) the auxiliary model at inference time.

2.2. Read and write access to auxiliary model

As discussed in the start of this section, the simulator must
have read and write access to the parameters of the auxiliary
model. Crucially, the simulator must do at least two forward
passes through the auxiliary model, one with the current
parameters 6,,x and one with the updated parameters 6, ..
The straightforward way to simulate the forward pass of
the auxiliary model would be to store its weights in the
simulator’s weights and run a forward pass as usual. One
can analogously simulate the backward pass according to the
loss £ to compute the gradients. However, the simulator
cannot update its own weights at inference time, so this
strategy would not permit the model to write the updated
parameters 6. . and later read them when simulating the

second forward pass. Therefore, the auxiliary model 6,4
must be available in the activations of the simulator.

To this end, Wei et al. (2021); Perez et al. (2021) model
the simulator after a Turing machine, where the activation
eg) € RPsn in each layer acts as a workspace for oper-
ations, and computation results are copied to and from
memory using attention operations. In this paradigm, if
D,yx = 768, computing a dot product (w, a:(z)> with weight
w € R7%® requires at least 6.4 million parameters in the
simulator?. Given the pervasiveness of dot products in neu-
ral network modules, this strategy would yield a simulator
with trillions of parameters.

2Using a feedforward module to mimic the dot product (as
in Akyurek et al. (2022), see thm. B.5), where the simulator
embedding comprises [w, ;] € R3¢, necessitates a minimum
of 4.7 million parameters. Using an attention module to copy the
weight from memory adds another 1.7 million parameters.
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Figure 2: TINT simulates the forward pass of a linear layer with a Hg,,-head attention layer (Hy;, = 6 here). We stack S
weights per prefix embedding to reduce the number of prefix embeddings required (S = 2 here). We furthermore shard each
weight and token embedding x; into S’ shards and compute inner products of each shared in parallel using S x S’ attention

heads (S’ = 3 here). Please see Section 3.1.

Alternatively, one can store parameters in the first few con-
text tokens and allow the attention modules to attend to
those tokens (Giannou et al., 2023). This removes the need
for copying and token-wise operations. Then, the same
dot product requires only a self-attention module with 1.7
million parameters. We thus adopt this strategy to provide
relevant auxiliary model weights as prefix embeddings.

Definition 2.1 (Prefix Embeddings). {vy) }jK: 1 denotes the
K prefix embeddings at the ¢th layer in TINT. These contain
relevant auxiliary model weights or simulated activations.

We now consider how to efficiently simulate the building
block of neural networks: matrix-vector multiplication. In
the next section, we demonstrate that a careful construction
of the prefix embeddings enables efficient parallelizaton of
matrix-vector products across attention heads.

3. Efficient Forward Propagation

We now discuss how TINT performs a highly efficient for-
ward pass through the auxiliary model. Here, we focus on
the linear layer because it is repeated many times in various
transformer modules (e.g., in self-attention), so improving
the efficiency dramatically reduces TINT’s size.

Definition 3.1 (Linear layer). For a weight W ¢
RPwxxDax 3 linear layer takes € RP=x as input and
outputs y = Wa.3

We compute y coordinate-wise, i.e., (w;, z;) for all i €
[Daux), where w; is the ith row of W. The simulator rep-
resents (w;, T;) as an attention score between the row w;
and the input x;. So, the input embeddings e; contain x; in

3Linear layers are applied token-wise, so we can consider a
single position ¢ without loss of generality.

the first D,,x coordinates, and the rows {w; } of the weight
matrix W are in prefix embeddings {v, } (def. 2.1).

We strategically distribute the weights (§3.1) and aggre-
gate the parallelized computation results (§3.2). As we
briefly mentioned in the previous section, a straightforward
construction of the linear layer would use the context and
attention heads inefficiently. Our construction instead paral-
lelizes the computation across attention heads in such a way
that aggregating the output of the linear operation can also
be conducted efficiently.

3.1. Stacking and Sharding

We partition the inner product computation across attention
heads by carefully rearranging the weights and activations
via stacking and sharding (Figure 2). Instead of representing
each weight w; as its own prefix token v;, we stack S
weights on top of each other to form each prefix embedding
v;. S drives a trade-off between the embedding dimension
of the TINT, Dgy, = D, S, and the context length to the
TINT, Tgim = K + Toux. Weset S = 4.

A simple strategy now would be to use different attention
heads to operate on different rows; however, this would still
use only S attention heads whereas we could parallelize
across many more heads. We instead parallelize across
more attention heads, where each head is responsible for
computing the inner product on a subset of the coordinates.
We shard each individual weight and the activation into
S’ parts and compute the inner product on each of the S’
parts in parallel We set S and S’ such that Hgy, = S x 57,
thereby using all of TINT heads to efficiently compute the
dot products.
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3.2. Efficient Aggregation

The attention module outputs a sparse matrix with shape
(Dsim/Hsim) X Hgm containing the inner products on var-
ious subsets of the coordinates in its entries. To complete
the linear forward pass, we need to sum the appropriate
terms to form a Dy, -length vector with W in the first
D ,yx coordinates. Straightforwardly summing along an axis
aggregates incorrect terms, since the model was sharded.
On the other hand, rearranging the matrix would require an
additional Dgjy, X Dy linear layer. Instead, TINT saves a
factor of Hgy, X parameters by leveraging the local structure
of the attention output. We illustrate this visually in Ap-
pendix C.1. This procedure requires D%/ Hgm + Dgim Hyim
parameters. This efficient aggregation also compresses the
constructions for the TINT’s backpropagation modules for
layer normalization and activations (Appendices E and F).

4. Simulated Gradient

TINT adapts backpropagation to compute gradients (Fig-
ure 1). We aim to train a capable (i.e., pre-trained) auxiliary
model for just a few steps, so high precision gradients may
be unnecessary. Instead, TINT performs an approximate
backpropagation. TINT then uses this simulated gradient to
update the auxiliary model. Prior works computed similar
approximate gradients in hopes of more faithfully model-
ing neurobiology (Scellier and Bengio, 2017; Hinton, 2022)
or improving the efficiency of training models (Hu et al.,
2021; Malladi et al., 2023). We note that the approxima-
tions in the simulated gradients can be made stronger at
the cost of enlarging TINT. Indeed, one could construct a
simulator to exactly perform the procedure outlined in §2,
though it would be orders of magnitude larger than TINT.
For brevity’s sake, we focus on the key approximations and
design choices and defer formal details to the appendix.

4.1. First-order approximations

We use first-order approximations of gradients to backprop-
agate through the layer normalization layer.* It normalizes
the input using its mean and standard deviation across the
input dimensions. Since the operation is token-wise, we can
consider a single position ¢ without loss of generality.

Definition 4.1 (Layer normalization). A layer normalization
layer f;, takes input & € R« and outputs y = (x — p) /o,
where 1 and o denote its mean and standard deviation.

High precision gradients: Formally, for input-output pair

*We discuss a layer normalization layer fi, without scale and
bias parameters, but Appendix E contains a general construction.

(z,y), we can compute the gradients d,,, 0, with chain rule:

g (afm<w>)T 5,

ox
~ {6, y+a —Lﬁa )
=5 v Y'Y v D vi | -

aux
=1

Inefficiency of exact computation: A TINT layer simulat-
ing backpropagation through an auxiliary’s layer normaliza-
tion layer receives d,, and x; in its input embeddings. We
go through the exact gradient and why it is inefficient.

For exact computation one could first compute y, using a
normalization layer and store in the embeddings. However,
inefficiency arises from computing the term (0y, , y:)y;. To
calculate (Oy,,y:)y; at each token position ¢, we could
either: (1) use a two-layer MLP that focuses on each token
separately, or (2) a single self-attention module to treat the
operation as a sequence-to-sequence task.

For (1) we could initially compute (0,,,¥y;) via an MLP,
followed by computation of (Jy, , y+)y: using another MLP.
The element-wise multiplication in embeddings would
be facilitated with a nonlinear activation function like
GELU (Akyurek et al., 2022) (refer to thm. B.5 for details).
However, this approach would need substantial number of
simulator parameters to represent the MLPs.

Alternatively, we could use a single self-attention mod-
ule. Constructing such a module would require careful
engineering to make sure the input tokens only attend to
themselves while keeping an attention score of O to others.
If we used a linear attention, we would need to space out
the gradient d,, and x; in each position ¢, such that the
attention score is 0 between different tokens. This would
require an embedding dimension proportional to the context
length. On the other hand, if we used a softmax attention
module, we would need an additional superfluous token in
the sequence. Then, a token at position ¢t would attend to
itself with attention (Oy;, y;) and to the extra token with
an attention score of 1 — (Qys, y:). The extra token would
return a value vector 0.  To avoid such inefficiency, we
opt for a first-order approximation instead.

Efficient approximation: Instead of explicitly computing

. . 3 fin(x) T .
each term in the chain rule of ({)HT) Oy in Eq. 1, we
instead use a first order Taylor expansion of fj,.

afgi”) By + O(e?).

fnl + €dy) = finle) +e(

Rearranging allows us to write

(afg:im)> Oy = % (fin(x + €dy) — fin()) + O(e).
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Similar to the computation of Eq. 1, we can show

Ofin(x) 1
ox o (-

g

Daux—l)I - fln(x)fln(m)T) )

Because O fi,(x)/0x is symmetric’, we can write

(afgf)>T 0, = (afg‘f)) 0y

zégmm+@w7mw»+md

Then, ignoring the small error term, we can use just two
linear layers, separated by a normalization layer, to simulate
the approximation.

4.2. Fuzzy backpropagation via stop gradients

Self-attention is inherently quadratic, because it uses the
keys and queries to compute attention scores between every
possible pair of tokens in the sequence. These scores then
linearly combine the value vectors (see def. B.1 for a formal
definition). Computing the gradient exactly is thus a very
complex operation. Instead, we stop the gradient computa-
tion through attention scores in the self-attention layer. For
similar reasons, we only update the value parameter in the
self-attention module.

Gradient backpropagation: For an input, output sequence
pair {x:},{y:}, if {qs, k:,v:} denote the intermediate
query, key, value vectors, on gradients {0y, }, {9z, } is given
via the chain rule:

O, = Q" q, + K Ok, + V0, )

Here, V', K, Q denote the query, key, and value matrices.

Inefficiency in exact computation: Here, we demonstrate
that simulating computation of the three terms in Eq. 2 is
inefficient, because Jq, , Or, depend on the derivatives w.r.t.
the attention scores. As an example, we focus on O, :

O, = > ar i ((By,) T0;) (ks — > a ko).
i 5’

Computing this term would require us at least 2 self-
attention layers and an MLP layer. The first attention layer
would compute (9,,,) " v; for different token pairs, similar to
the forward simulation of a linear layer with linear attention
(§3). These would be then multiplied to the pair-wise atten-
tion scores a; ; with an MLP to compute a; ;((9y,) " v;),
with elementwise product would be facilitated by GeLU
non-linearity (thm. B.5). These would be finally used by

SFor a linear function f with matrix W, % = W. Since
W may not be a symmetric matrix, this method can’t be generally
applied to approximately backpropagate linear layers or causal
self-attention layers.

Table 1: Language modeling results on WIKITEXT-103.
We use 30%, 50%, 70% and 90% of sequences for training
in the language modeling setting (§5.2). TINT improves
the auxiliary model perplexities by 0.3 — 0.7 absolute on
average. The small perplexity difference between the TINT
and explicitly updating the auxiliary model suggests that the
simulated gradient (Section 4) can still effectively fine-tune
the auxiliary model.

Training proportion

Evaluating with ~ 30% 50% 70% 90%
Auxiliary Model 25.6 249 245 233
GPT-2 Fine-tuning 249 240 235 222
TINT 25.1 243 238 226
Auxiliary Model 29.6 28.8 28.0 28.0
OPT-125M  Fine-tuning 290 282 274 274
TINT 293 284 275 274

an attention layer to combine the different key vectors. A
similar simulation would be necessary to compute Jg, .

Stop gradients through query and key vectors: In order
to reduce the necessary resources, we ignore the query and
key gradients in Eq. 2. When we ignore these gradient
components, {0, } can be simplified as

Oz, ®V 0y, =V 10, 3)

J

A single self-attention layer can compute this by using the
attention scores to combine the token-wise gradients.

Why won’t it hurt performance? Estimating 0, as de-
scribed is motivated by recent work (Malladi et al., 2023)
showing that fuzzy gradient estimates don’t adversely affect
fine-tuning of pre-trained models. Furthermore, we theoret-
ically show that when the attention head for each position
pays a lot of attention to a single token (i.e., behaves like
hard attention (Perez et al., 2021)), the approximate gradient
in Eq. 3 is entry-wise close to the true gradients (thm. D.5).

The other approximation is to update only the value pa-
rameters V' of the auxiliary model (§D). This is motivated
by parameter efficient fine-tuning methods like LORA (Hu
et al., 2021) and IA3 (Liu et al., 2022), which restrict the
expressivity of the gradient updates without degrading the
quality of the resulting model. We similarly show in the next
section that the simulated gradients in TINT can effectively
tune large pre-trained transformers.

5. Experiments

We evaluate the performance of the TINTs constructed us-
ing GPT2 and OPT-125M as auxiliary models. The find-
ings from our experiments in the language modeling and
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Sentiment: Negative
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Figure 3: Different settings in few-shot learning (k¥ = 3) using TINT. The Single mode (left) treats each example as
a training datapoint, and the auxiliary model is updated with a batch of inputs (see def. 5.1). The Multi. mode (right)
concatenates all examples to form a single input and uses batch size 1 in def. 5.1. For Label loss, only underlined label
words are used as training signal, while full context loss includes all tokens.

in-context learning settings confirm that fine-tuning with
the simulated gradients (Section 4) still allows for effec-
tive learning in the auxiliary model. We loop the training
steps (i.e., steps 1-3) outlined in Section 2 to accommodate
solving real-world natural language tasks. We formalize the
setting below.

5.1. Setting: N-step Fine-Tuning

We formalize the procedure in Section 2 to construct a suit-
able setting in which we can compare TINT to explicitly
training the auxiliary model.

Definition 5.1 (/V-step Fine-Tuning). Given a batch of train-
ing datapoints &1, - - - , £g and a validation input £, we com-
pute and apply gradient updates on the auxiliary model 0,
for timesteps t = 0,..., N — 1 as

B
0;-1’;(1 = aatlux - 772 v9£(f(£lv aztiux))
i=1

where 7 is the learning rate and £ is a self-supervised loss
function on each input &;. Then, we evaluate the model oN

aux
on ¢’. 69 denotes the pre-trained auxiliary model.

Below, we instantiate this setting with text inputs of different
formats and different self-supervised loss functions £. To
manage computational demands, we limit N to 3 or fewer.’

5.2. Case Study: Language Modeling

The first case we consider is language modeling, where
the input data ey, ..., er is natural language without any
additional formatting. We use a batch size of 1 in def. 5.1,
and delegate §&; = ey, ...,e; and £’ = e411,...,er. The
loss L is the sum of the token-wise autoregressive cross-
entropy loss in the sequence &;. For example, given an input
Machine learning is a useful tool for solving problems., we

SPerforming many gradient steps scales the depth of TINT and
makes experimentation computationally infeasible.

use the red part as the training data £;, and the brown part
as the validation data £’. We perform language modeling
experiments on WIKITEXT-103 (Merity et al., 2016) and
vary the number of tokens ¢ used as training data &.

Results. In Table 1, we observe that TINT achieves a per-
formance comparable to explicit fine-tuning of the auxiliary
model, indicating that the simulated gradient (Section 4) is
largely effective for fine-tuning. Both TINT and explicitly
fine-tuning the auxiliary model show improvement over the
base model, confirming that minimal tuning on the context
indeed enhances predictions on the test portion.

5.3. Case Study: In-Context Learning

For in-context learning, we consider input data to be a su-
pervised classification task transformed into a next-token
prediction task using surrogate labels (see Figure 3). Using
binary sentiment classification of movie reviews as an exam-
ple, given an input (e.g., the review), the model’s predicted
label is computed as follows. First, we design a simple
task-specific prompt (e.g., “Sentiment:”) and select label
words ¢y, ..., ¢, to serve as surrogates for each class (e.g.,
“positive” and “negative”). Then, we provide the input along
with the prompt to the model, and the label assigned the
highest probability is treated as the model’s prediction. We
describe the zero-shot and few-shot settings below.

Zero-shot. In the zero-shot setting, we are given text with
the first 7' — 1 tokens as the input text and final token as the
surrogate text label. Hence, we adapt def. 5.1 to use batch
size B = 1, training data £&; = z1,...,27_1, and testing
data ¢’ = x7. The loss L is again the sum of the token-wise
autoregressive cross-entropy losses.

Few-shot. In the few-shot setting, we are given input texts
that are a concatenation of k sequences &1, - -+ ,&;. Each
sequence contains the input text followed by the surrogate
label for the in-context exemplar. These k exemplars are
followed by test data £'. In this case, we can compute the
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Table 2: Zero-shot and few-shot in-context learning results across 7 downstream tasks. All the few-shot results are averaged
over three training seeds. TINT consistently surpasses its auxiliary model and achieves comparable performance to Fine-
tuninguation. TINT outperforms auxiliary models by 3 — 4% and 12 — 16% absolute points on average in 0-shot and 32-shot
experiments respectively. TINT performs competitively with a similar-sized pre-trained model (OPT-1.3B) in both 0-shot
and 32-shot settings. We show the standard deviation for few-shot settings in parentheses.

Model Shots ‘ Subj AGNews SST2 CR MR MPQA Amazon Avg.
Without Calibration
OPT-125Mm 0 64.0 66.0 70.5 64.5 71.0 68.0 76.5 68.6
OPT-1.3B 0 59.0 55.5 54.0 50.5 52.5 74.0 57.0 57.5
OPT-125M Fine-tuning 0 71.0 67.0 79.5 71.5 70.0 68.0 85.5 73.2
OPT-125M TINT 0 67.5 66.0 76.5 69.0 76.0 70.5 78.5 72.0
OPT-125M 32 58.7(4‘9) 33-7(8.4) 50.8(1'2> 51.3(1.9) 50.0(0_0) 54.3(2'5) 55.0(6_7) 50.5(1_9)
OPT-1.3B 32 742(641) 71.3(5,3) 89.8(3.6) 71.5(45) 68.3(6.1) 81.7(3'3) 70.3(9,9) 75.3(0_4)
OPT-125M Fine—tuning 32 780(14> 667(16) 715(14) 737(33) 720(00) 807(06) 798(02) 746(27)
OPT-125M TINT 32 82.3(2.7) 69.3(0.9) 73-7(0.8) 75.7(1.9) 72.3(1.2) 83.2(10) 78.2(0.2) 76.4(0.7)
With Calibration
OPT-125M 0 64.0 66.0 53.0 54.5 52.5 55.5 58.0 57.6
OPT-1.3B 0 73.5 61.5 57.5 53.0 54.5 79.5 61.0 62.9
OPT-125M Fine-tuning 0 62.5 66.0 60.5 53.5 54.0 56.5 74.5 61.1
OPT-125M TINT 0 64.0 66.0 56.5 59.0 53.5 62.0 66.5 61.1
OPT-125m 32 83.5(2.4) 40.7(10'4) 50.8(0.8) 67.7(4.1> 57~7(10.8) 792(8.4) 56.0(8,1) 62.2(2_7)
OPT-1.3B 32 51.8(19) 66,2(3'1) 93.7(1'0) 82.8(2,8) 91.3(1,9) 83.5(2,5) 92.0(2,9) 80.2(0,7)
OPT-125m Fine—tuning 32 87.2(02) 67.2(06) 72.8(5‘9) 73.3(2.(;) 66.7(74) 81.5(37) 70.3(21) 74.].(29)
OPT-125M TINT 32 85.3(1.9> 67.3(()‘6) 71.8(3.8> 70.7(1.9) 63.7(()‘2) 83-5(1.6) 77.5(1_2) 74.3(1.4)

gradient updates to 6,,x in two different ways (Figure 3).
The first setting, denoted Single, treats the k sequences as a
batch of B = k training datapoints &1, ..., . The second
setting, denoted Multi, treats the concatenation of the B
sequences as a single training datapoint &;. Furthermore,
L for a training datapoint can be defined in two different
ways. The first setting, denoted as Full context loss, defines
L for a training datapoint &; as the sum of cross entropy loss
over all tokens. The second setting, denoted as Label loss,
defines £ for a training datapoint &; in def. 5.1 as the sum
of cross entropy loss over the surrogate label tokens.

Tasks. We evaluate 7 classification tasks for zero-shot and
few-shot settings: SST-2 (Socher et al., 2013), MR (Pang
and Lee, 2004), CR (Hu and Liu, 2004), MPQA (Wiebe
etal., 2005), Amazon Polarity (Zhang et al., 2015), AGNews
(Zhang et al., 2015), and Subj (Pang and Lee, 2005).

Model. We compare a TINT model that uses an OPT-
125M pre-trained model as its auxiliary model against two
alternative approaches: (1) directly fine-tuning OPT-125m,
and (2) performing standard evaluation using OPT-1.3b,
which is of a similar size to TINT.”

"Our construction is generally applicable to diverse variants of
pre-trained language models (Appendix J).

Calibration: We report the performance in Table 2 in
two settings: no calibration, and with calibration. If using
calibration, the predicted probabilities of the surrogate labels
are normalized using just the prompt as input.

No Calibration: argmax Pr[c; | input, prompt]

Ci

Prlc; | input, prompt]

Calibration: arg mca:x Prlc; | prompi

This is a widely used calibration technique (Holtzman et al.,
2021) for prompting language models.

Observations. We observe that inferences passes through
TINT perform on par with directly fine-tuning the auxiliary
model, affirming the validity of the construction design
(see Section 2). As expected, TINT outperforms the base
auxiliary model, since it simulates training the auxiliary
model. More intriguingly, TINT demonstrates performance
comparable to a pre-trained model of similar size (OPT-
1.3B). This suggests that the capabilities of existing pre-
trained models may be understood via the simulation of
smaller auxiliary models. We observe that calibration may
not always be beneficial in every setting.® However, even
with calibration, TINT remains competitive to fine-tuning

8Such inconsistencies in the calibration method have been
observed in previous works (Brown et al., 2020).
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of OPT models. The performance of OPT-1.3B improves
with calibration. In this case, TINT lags behind OPT-1.3B
in the few-shot setting. For further details and results of the
experiments, please refer to Appendix K.

6. Related Work

Gradient-based learning and in-context learning: Sev-
eral works relate in-context learning to gradient-based learn-
ing algorithms. Bai et al. (2023) explicitly constructed trans-
formers to simulate simple gradient-based learning algo-
rithms. Mahankali et al. (2023); Ahn et al. (2023) suggested
one attention layer mimics gradient descent on a linear layer,
and Zhang et al. (2023b) showed polynomial convergence.
Cheng et al. (2023); Han et al. (2023) extended these ideas to
non-linear attentions. Experiments in Dai et al. (2022) sug-
gest that LLM activations during in-context learning mirror
fine-tuned models. These works focus on using a standard
transformer for the simulator and hence cannot accommo-
date more complex auxiliary models; on the other hand, our
work uses structural modifications and approximations to
construct an efficient simulator for complex auxiliary mod-
els. Our work in contrast attempts to build even stronger
transformers by introducing few structural modifications
that can run gradient descent on auxiliary transformers.

Transformer Expressivity: Perez et al. (2021); Pérez et al.
(2019) show that Transformers with hard attention are Tur-
ing complete, and Wei et al. (2021) construct transformers to
study statistical learnability, but the proposed constructions
are extremely large. Other works have investigated encod-
ing specific algorithms in smaller simulators, e.g. bounded-
depth Dyck languages (Yao et al., 2021), modular prefix
sums (Anil et al., 2022), adders (Nanda et al., 2023), regular
languages (Bhattamishra et al., 2020), and sparse logical
predicates (Edelman et al., 2022). Liu et al. (2023) aim to
understand automata-like mechanisms within transformers.
Ba et al. (2016) connect self-attention and fast weight pro-
grammers (FWPs), which compute input-dependent weight
updates during inference. Follow-up works (Schlag et al.,
2021; Irie et al., 2021) use self-attention layers to update
linear and recurrent networks during inference. Clark et al.
(2022) add and efficiently tune Fast Weights Layers (FWL)
on a frozen pre-trained model.

7. Discussion

We present a parameter-efficient construction TINT capable
of simulating gradient descent on an internal transformer
model during inference. Using fewer than 2 billion parame-
ters, it can simulate fine-tuning a 125 million transformer
(e.g., GPT-2) internally, dramatically reducing the scale
required by previous works. Language modeling and in-
context learning experiments demonstrate that the efficient
approximations still allow the TINT to fine-tune the model.

Our work emphasizes that the inference behavior of complex
models may rely on the training dynamics of smaller models.
As such, the existence of TINT has strong implications for
interpretability and Al alignment research.

Similar to prior research in this area, our insights into ex-
isting pre-trained models are limited. TINT was designed
to understand the power of in-context reasoning with an
explicit construction, and thereby, understand the safety risk
of transformers trained with moderate compute. Hence, we
introduce two major architectural modifications. TINT uses
bidirectional attention for efficiently computing the loss on
training portion & (§2). Furthermore, we use prefix embed-
dings to efficiently represent the relevant auxiliary model
parameters in each layer of TINT (§2). Both of these design
principles are largely motivated by existing perfomant archi-
tectures (Tay et al., 2022; Raffel et al., 2020; Cheng et al.,
2023; Izacard et al., 2023; Borgeaud et al., 2022) and fine-
tuning strategies (Liu et al., 2021; Lester et al., 2021; Zhang
et al., 2023a; Li and Liang, 2021). However, because of the
architecture modifications, TINT cannot be used to explain
the in-context capability in existing popular autoregressive
models (Touvron et al., 2023; Brown et al., 2020).

TINT provides a possible connection between fine-tuning
and in-context reasoning with transformer models. As such,
inference time behaviors of large language models may re-
quire understanding the training dynamics of smaller trans-
formers. On the other hand, such a connection can also
lead to explorations on improved architecture designs by
measuring generalization behaviors of the underlying simu-
lated auxiliary model (Li and Zhang, 2021; Ju et al., 2022).
Furthermore, we have not yet examined potential biases that
may arise in the auxiliary models due to one-step gradient
descent. We plan to investigate these aspects in future work.
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Impact Statement

We note that the construction of TINT does not appear to
increase the probability of harmful behavior, because the
construction’s primary objective is to implicitly tune an
internal model (§2). Such tuning has been possible for a
long time and is not made more expressive by TINT.

Our findings suggest that existing transformer-based lan-
guage models can plausibly possess the ability to learn and
adapt to context by internally fine-tuning a complex model
even during inference. Consequently, although users are
unable to directly modify deployed models, these models
may still undergo dynamic updates while processing a con-
text left-to-right, resulting in previously unseen behavior by
the time the model reaches the end of the context. This has
significant implications for the field of model alignment. It
is challenging to impose restrictions on a model that can per-
form such dynamics updates internally, so malicious content
can influence the output of deployed models.

Alternatively, we recognize the potential benefits of pre-
training constructed models that integrate explicit fine-
tuning mechanisms. By embedding the functionalities typi-
cally achieved through explicit fine-tuning, such as detecting
malicious content and intent within the models themselves,
the need for external modules can be mitigated. Pre-training
the constructed model may offer a self-contained solution
for ensuring safe and responsible language processing with-
out relying on external dependencies.
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Brief overview of the appendix

In Appendix A, we report few additional related works. In Appendix B, we present all the important notations used to
present the design of TINT. In Appendices C to F, we present the simulation details of all operations on linear, self-attention,
layer normalization, and activation layers respectively for an auxiliary model. In Appendix G, we present the details for
simulating loss computation with the language model head of the auxiliary model. In Appendix I, we discuss simulation of
additional modules necessary to simulate transformer variants like LLaMA (Touvron et al., 2023) and BLOOM (Scao et al.,
2022). Finally, in Appendix K, we discuss the deferred experimental details from the main paper.

A. Additional related works

Interpretability: Mechanistic interpretability works reverse-engineer the algorithms simulated by these models (Elhage
etal., 2021; Olsson et al., 2022; Wang et al., 2022; Nanda et al., 2023; Chughtai et al., 2023; Conmy et al., 2023). These
works study local patterns, e.g. activations and attention heads, to derive interpretable insights. Other works (Weiss et al.,
2021; Lindner et al., 2023) use declarative programs to algorithmically describe transformer models. Zhou et al. (2023)
use these to explain task-specific length generalization of transformer models.

Alternative Explanations for ICL: Some works study ICL using a Bayesian framework. Xie et al. (2022) model pretraining
data as a mixture of HMMSs and cast ICL identifying one such component. Hahn and Goyal (2023) later modeled language
as a compositional grammar, and propose ICL as a composition of operations. (Zhang et al., 2023c; Jiang, 2023; Wang et al.,
2023b; Wies et al., 2023) further strengthen this hypothesis by generalizing the underlying latent space. On the other hand,
careful experiments in Chan et al. (2022) show that data distributional properties (e.g. Zipf’s law) drive in-context learning
in transformers.

Transfer learning: Our construction uses a pre-trained model to initialize a larger transformer, which is similar to several
other more empirically oriented works (Gong et al., 2019; Reddi et al., 2023).

B. Notations

For simplicity, we repeat notations from the main paper. Let D denote the embedding dimension for a token and 7" denote
the length of an input sequence. I denotes the number of attention heads. With the exception of contextual embeddings,
we use subscripts to indicate if the quantity is from TINT or from the auxiliary model. For example, D, refers to the

embedding dimension and Dy, refers to the TINT embedding dimension. For contextual embeddings, we use ef) € RPsm

to denote activations in TINT and ac,gé) € RPw to denote activations in the auxiliary model, where / is the layer and  is the
sequence position. When convenient, we drop the superscript that represents the layer index and the subscript that represents
the position index. For a matrix A, a; refers to its jth row, and for any vector b, b; refers to its jth element. However, at a
few places, for typographical reasons, for a matrix A, we have also used (A); to refer to its jth row, and for any vector b,

(b); to refer to its jth element. TINT uses one-hot positional embeddings {p;™T € R}, 1 .
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Table 3: Number of parameters of TINT for the forward, backward, and gradient update operations on various modules.
For simplicity, we have ignored biases in the following computation. We set S = 4, i.e. stack 4 weights in each prefix
embedding. We set Hg,, = 12 for OPT-125M and Hg,, = 16 for the other models, Dg,, = 4Dy« for all the models,
and Ty = Thx + K, with Tyux = 2048 for OPT models, and K = Dy /4. @ = 4Qspiit + 3Tsim Dsim/ Hgim, Where
Qsplit = ﬁ(Dsim)2 + Hgim Dsim, denotes the number of parameters in a TINT Linear Forward module (Section 3).

Module Size
Module Name Forward Backward Descent Total
Linear layer Q Q Q 3Q
Layer norms Q Q + 2Dgm Hgim Q 3Q + 2Dgm Hgim
Self-Attention 2Q 2Q 2Q 6Q
Activation Qsplit 2DsimHsim 0 Qsplit + 2l)siml—lsim
Self-Attention block 4Q 4Q + 2Dgm Hgim 4Q 12Q + 2Dgm Hgim
Feed-forward block 3Q + Qspiit 3Q + 4Dgm Hgim 3Q 9Q + 4DgmHgim
Transformer block 7Q + Qsplit 7Q + 6 Dgim Hgim 7Q 21Q + 6Dgim Him + Qspit
Transformer TQL + LQspiit  (7Q + 6Dgim Hgim ) L TQL (21Q + 6Dgim Hsim + Qsprit) L
OPT-125M 0.4B 0.4B 0.4B 1.2B
OPT-350M 1.2B 1.1B 1.1B 3.4B
OPT-1.3B 3.7B 3.6B 3.5B 10.8B
OPT-2.7B 7.4B 7.2B 7.2B 21.8B

We differentiate the parameters of the auxiliary model and TINT by using an explicit superscript TINT for TINT parameters,
for example, the weights of a linear layer in TINT will be represented by WT™NT, We use two operations throughout:
SPLIT, and VECTORIZE. Function SPLIT;, : R¢ — R"*14/] takes an input & € R and outputs H equal splits of x, for
any arbitrary dimension d. Function VECTORIZE : R"*¢ — R concatenates the elements of a sequence {x; € Rd}ig h
into one single vector, for any arbitrary d and h.

Auxiliary model’s self-attention We first start with the definition of a single head self-attention layer for the auxiliary
model. The definition can be easily extended to a multi-head self-attention layer. A self-attention layer first computes the
query, key, and value vectors at each position by token-wise linear transformations of the input embeddings. The query and
the key vectors are used to compute pairwise self-attention scores. These scores are then used to linearly combine the value
vectors.

Definition B.1 (Auxiliary model softmax self-attention). A self-attention layer with parameters { Wy, Wi, Wy, } takes a
sequence {x; }:<7,, and outputs a sequence {y; };<7,,. such that

Y = Z at U, with a; ; = softmax(Kq,);, q:=Wox,, ki=Wgx,, v, =Wy,
J

for all ¢ < Ty, and K € RTwxDPux defined with rows {k:t}tTi‘i.

TINT Attention Module We modify the usual attention module to include the position embeddings {p!™T € RTn}, . .
In usual self-attention modules, the query, key, and value vectors at each position are computed by token-wise linear
transformations of the input embeddings. In TINT’s Attention Module, we perform additional linear transformations on
the position embeddings, using parameters Wé, W7, W, and decision vectors AC AE AV € RFim decide whether to
add these transformed position vectors to the query, key, and value vectors of different attention heads. For the following
definition, we use € to represent input sequence and € to represent the output sequence: we introduce these general notations
below to avoid confusion with the notations for token and prefix embeddings for TINT illustrated in Figure 1.

Definition B.2 (TINT’s self-attention with Hyp heads). For parameters {W)™T, WNT, WINT ¢ R Dsim* Diim}|
{6, BINT oI € RPw}, {WE, Wi, WY € RTmxDin/Hin} and {29, AKX, AV e R}, TINT self-attention
with Hgy, attention heads and a function fag, : RTm — RTn takes a sequence {€; € RPn}, 7. as input and outputs
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{&: e RPn}ycry,,, with
€, = VECTORIZE({ Z al M) ntn<n,), withal s = fan (K"q)");
J <Tiim
iﬂl = SPLITH(qt)h + )\Q pptTlNT’ E = SPLITH(th)h =+ /\h Ip(p;FINT,

o8 = SPLIT (vy), + \) WPpI™T.

Here, g;, k:, v; denote the query, key, and value vectors at each position ¢, computed as WgINTé\ + bTINT WiNTe, + pIINT,
and W{I™NTe, + bINT respectively. K h ¢ RTsimxDsim/Hsim ig defined with its rows as {Ef}KT for all h < Hgpy,.

sim

fattn can be either linear or softmax function.

Bounded parameters and input sequence: = We define a linear self-attention layer to be B,,-bounded, if the 5 norms of
all the parameters are bounded by B,,. Going by Definition B.2, this implies

max{[|[ W, [[WR™ |, [Wo™ |} < Buy - max{[[bg™ |, [1oR™ I, [16v™ ]} < Bo

AW WP} < Buy max{[]A%], [IA%],.

A} € Bu.

Furthermore, we define an input sequence {e; }:<,

sim

to B,-bounded, if ||€;||, < B, for all t.

Recall from the main paper (Section 3), we used Linear TINT Self-Attention layer to represent the linear operations of
the auxiliary model. In the following theorem, we show that a linear attention layer can be represented as a softmax
attention layer that uses an additional attention head and an extra token u, followed by a linear layer. Therefore, replacing
softmax attention with linear attention does not deviate too far from the canonical transformer. We use the Linear TINT
Self-Attention layers in several places throughout the model.

Theorem B.3. For any B,, > 0, consider a B,,-bounded linear self-attention layer that returns {&}"¢*" ¢ RD 1,1
on any input {€; € RE <1, . Consider a softmax self-attention layer with 2Hy, attention heads and an additional
token u € R*Psn such that for any B,-bounded input {€; }i<T,,, it takes a modified input sequence {&i,- - - ,€r,,,u}, and
returns {€;°1"" ¢ R2Psn}, . Each modiﬁed input token &; € R?Psn is obtained by concatenating additional Os to €.
Then, for any B, > 0, and ¢ < O( ”mz B5B;®), there exists Wo € RPsn*2Dsn and such a softmax self-attention layer
such that

~ t ~lin
HW softmax eimear

< OWe),

2

forallt < Ty,

Proof. Consider an input sequence {x; };<7,,. Let the attention scores of any linear head h < Hgp, in the linear atten-
tion layer be given by {aﬁ j }i<t.., at any given position ¢. Additionally, let the value vectors for the linear attention
be given by v;. To repeat our self-attention definition, the output of the attention layer at any position ¢ is given by
VECTORIZE({&"™*™", _ i ), where

~l7,nearh a
E: t,j ]

7 <Tsim

Under our assumption, B,, denotes the maximum ¢ norm of all the parameters in the linear self-attention layer and B,
the maximum /5 norm in the input sequence ie. max;<T,, < B,. With a simple application of Cauchy-Schwartz
inequality, we can show that max;<r,, |a; 7| <0(B% BQ) and max;<, ||1)£LH2 < O(ByB;).

sim

For e < O(T, 51;0/93;40/93540/9), we can then use Lemma B.4 to represent for each ¢, j < Ty,

h € deca 1 h
ap; = — —e 40 (€(Tsim + aw-))
v, € ' +eT2lose

:= ¢ 3softmax ({eaﬁl, ea?’Q, e ,eaﬁTS_‘m, —2log e})j -+ 0 (60'9) .
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Softmax attention construction: We define u, and the query and key parameters of the softmax attention layer such that
for the first Hgpn attention heads, the query-key dot products for all the attention heads between any pairs {(&;, €;) }+,j<Ty.
is given by {eaﬁ j} h<H,,» While being —2 log € between u and any token &;, with ¢ < Tyy,. For the rest of Hyp, attention
heads, the attention scores are uniformly distributed across all pairs of tokens (attention score between any pair of tokens is
given by ﬁ).

We set the value parameters of the softmax attention layer such that at any position ¢ < Ty, the value vector is given by
VECTORIZE({e 3v;, v, }). The value vector returned for u contains all Os.

Softmax attention computation: Consider an attention head h < Hg, in the softmax attention layer now. The output of
the attention head at any position ¢ < Ty, is given by

~softmax,h __ h h h —-3,,h
e = Z softmax ({ea; |, eary, - ,eat p, ,—2log e})j € °v;
J<Tim
= Z (aﬁj +e 1+ 0(€7)) v]h.
J<Tim
This has an additional >, ;. (7! + O(e*?)) v}, compared to élinearh However, consider the output of the attention
head Hgp, + h at the same position:
~softmax, Hgm+h __ 1 h
€t T T4 Z Uy
T i< T

: ~softmaz,h _ Ty +1 zs0ftmaz, Hn+h
Hence, we can use the output matrix W to get &;°/me=" _ %efof marHinth i<ty (0t + O(e2?)) vl The

additional term O(¢%%) 37 . ! can be further shown to be O(¢%?) small with the assumed bound of ¢, since each v/ is

atmost O(B,, B, ) in {2 norm with a Cauchy Schwartz inequality. O
Lemma B.4. Fore > 0, B > 0, and a sequence {a1,az,- - ,ar} with each a; € R and |a;| < B, the following holds true
foralli <T,

6—365a1

— 1 0.9

provided € < (’)(T—10/9B—20/9).

Proof. We will use the following first-order Taylor expansions:

e =1+z+ O0(z?). 4)

—1-0(). S

Hence, forany z < 1, x =~ ® — 1.

Simplifying the L.H.S. of the desired bound, we have

¢ tec _ e (1 +eai + O(€a})) (6)
Sy o €0 + e 2loEe = S o or(L+ cap + O(a2)) + e 21oge
et +a; + O(ea?
_ (ea;) .

doper(€ + Say + O(e*a?)) +1
= (7' +a; + O(ea?)) (1+ O(T)) (8)
=e 4 a;+O(T + a?Te* + a?Te + ea?) = e +a; + O("9).
We used taylor expansion of exponential function( Equation (4) ) in Equation (6) to get Equation (7), and taylor expansion
of inverse function(Equation (5)) to get Equation (8) from Equation (7). Furthermore, with the lower bound assumption on e,

Syer (€2 + 3ay + O(e*a?)) can be shown to be atmost 3¢2T', which amounts to O(e2T") error in Equation (8). The final
error bound has again been simplified using the lower bound assumption on e. O
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B.1. Simulating Multiplication from (Akyurek et al., 2022)

We refer to the multiplication strategy of (Akyurek et al., 2022) at various places.

Lemma B.5. [Lemma 4 in (Akyurek et al., 2022)] The Ge LU (Hendrycks and Gimpel, 2016) nonlinearity can be used to
perform multiplication: specifically,

V1/2(GeLU (z +y) — GeLU (2) — GeLU (y)) = zy + O(a® + ¢?).

Thus, to represent an element-wise product or a dot product between two sub-vectors in a token embedding, we can use a
MLP with a GeLU activation.

C. Linear layer

In the main paper, we defined the linear layer without the bias term for simplicity (Definition 3.1). In this section, we will
redefine the linear layer with the bias term and present a comprehensive construction of the Linear Forward module.

Definition C.1 (Linear layer). For a weight W € RPwXDux and bias b € RP«, a linear layer takes € R« as input
and outputs y = Wa + b.

In the discussions below, we consider a linear layer in the auxiliary model with parameters {W, b} that takes in input
sequence i, - - - ,xT,, and outputs yi, - -,y With ys = Wz, + b for each ¢t < T,. Since this involves a token-wise

aux

operation, we will present our constructed modules with a general token position ¢ and the prefix tokens {v; }.

TINT Linear Forward module Continuing our discussion from Section 3, we represent S stacked rows of W as a prefix
embedding. In addition, we store the bias b in the first prefix embedding (v1).

Using a set of S’ unique attention heads in a TINT attention module (Definition B.2), we copy the bias b to respective token
embeddings and use a TINT linear layer to add the biases to the final output.

Auxiliary’s backpropagation through linear layer For a linear layer as defined in Definition C.1, the linear backpropa-
gation layer takes in the loss gradient w.r.t. output (J,) and computes the loss gradient w.r.t. input (J).

aux X D

Definition C.2 (Linear backpropagation ). For a weight W € R wx the linear backpropagation layer takes 0,, € RPu

as input and outputs 9, = W T 9,,.

TINT Linear backpropagation module This module will aim to simulate the auxiliary’s linear backpropagation. The
input embedding e, to this module will contain the gradient of the loss w.r.t. Y, i.e. Jy,. As given in Definition C.2, this
module will output the gradient of the loss w.r.t. &, given by 05, = WTé)yt.

We first use the residual connection to copy the prefix embeddings {v;} (i.e., the rows of W) from the forward propagation
module. A straightforward construction would be to use the Linear Forward module but with the columns of W stored in
the prefix tokens, thereby simulating multiplication with W . However, such a construction requires applying attention to
the prefix tokens, which increases the size of the construction substantially.

We instead perform the operation more efficiently by splitting it across attention heads. In particular, once we view the
operation as dz, = »_, (Oy,), w;, we can see that the attention score between the current token and the prefix token
containing w; must be (0, ),. Using value vectors as rows of W returns the desired output. Similar to the Linear Forward
module, we shard the weights into S’ parts to parallelize across more attention heads. Please see Figure 4.

Auxiliary’s linear descent update Finally, the linear descent layer updates the weight and the bias parameters using a
batch of inputs {x; },<7,, and the loss gradient w.r.t. the corresponding outputs {0y, }t<T,,-

Definition C.3 (Linear descent). For a weight W € RPwxXDPux and a bias b € RP=x, the linear descent layer takes in a
batch of inputs {z; € R },<7, and gradients {9, € RD },<7, and updates the parameters as follows:

WeW-=n> oyz/; beb-nd 0

t<Tux t<Tux
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RBDaux RDauX/Q R2DPaux
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(Qyi) (1) :Vé,é
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0 . wy Multi
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( yf)4 ng
: |
(0Yt) Dgu / X3 15t token
Query Key Value

Figure 4: TINT simulates the backward pass of a linear layer as a H-head attention layer (H = 6 pictured), with the gradient
of the loss w.r.t. linear layer output (Jy, ) as the query, the positional one-hot vector of prefix embeddings as the key, and
the parameters of the auxiliary model stored in the prefix embeddings as the value. Similar to the Linear Forward module
(Figure 2), we distribute the dot product computations across all attention heads by sharding the vectors into S’ (S’ = 3
here) parts. We omitted the identical transformation for query, and value matrices, and permutation-based transformation for
key matrix for illustration purposes.

TINT Linear descent module The input embedding e, to this module will contain the gradient of the loss w.r.t. y;, i.e.
0

Yt

As in the Linear backpropagation module, the prefix tokens {v; } will contain the rows of W and b, which have been copied
from the Linear forward module using residual connections. Since, in addition to the gradients, we also require the input
to the linear layer, we will use residual connections to copy the input {x;} to their respective embeddings {e; }, from the
Linear Forward module. As given in Definition C.3, this module will update W and b using the gradient descent rule.

Focusing on w;, the descent update is given by w; <— w; — 1), (0y,); x:. For the prefix token v; that contains w;, the
update term —n ), (Oy, ), T can be expressed with an attention head that represents the attention between the prefix token
v; and any token e; with score (0, ), and value —nax;. The residual connection can then be used to update the weights w;
in vj.

For the bias b, the descent update is give by b <— b —n >, 0,,. With b present in v;, we use one attention head to represent
the attention score between prefix token v; and any token e; as 1, with the value being —nd,, . The residual connection can
then be used to update the weights b in v .

The above process can be further parallelized across multiple attention heads, by sharding each weight computation into S’
parts. Please see Figure 5.

C.1. Hgn-split operation

We leverage local structure within the linear operations of TINT to make the construction smaller. We build two Hjjp,-split
operations to replace all the linear operations. We use dgjy, to denote Dy, / Hgim in the following definitions.

Definition C.4 (Split-wise Hp-split Linear operation). For weight and bias parameters WTNT g RHiim X chinXdim | BTINT ¢
RHsm>dsm _ this layer takes in input e € RPs» and returns € = VECTORIZE(S + B™T), with S € RHsmxdim defined with
rows {W’;‘I‘INTSPLITHsim (e)h}hSHsim °
Definition C.5 (Dimension-wise Hgp-split Linear operation). For weight and bias parameters WTNT ¢
Rbsim X Him X Him | BTINT ¢ Résim* Huim this layer takes in input e € RPsn, defines § € Ré%m*Hin with columns
{SpLiTy,, (€)n}h<m,,, and returns € = VECTORIZE((S + BT™T)T), where § € R%in*Hin j5 defined with rows
{WTINTSTINT} -
d d d<d

sim *

We find that we can replace all the linear operations with a splitwise Hg,-split Linear operation followed by a dimensionwise
Hgm-split Linear operation, and an additional splitwise Hgp,-split Linear operation, if necessary. A linear operation on

21



Trainable Transformer in Transformer

RSDMX RDaux/Z
(Oyih (1)
(Oye)3 0
(DYI):D,,,,,—I %3 :
(9y2)s :
(0y+)s
@Y0)p... ] X3
t™ token
Key Query

t™h token

Value

Multi
head
Attn.

- _(0ye)ix;
t

-1y (Qyhx;
t

® [-nd (Oyx}

t

=N Z(a}’t)zxfl
t

=1 Z(3Yt>zx[2,
t

0> (9y)ox
t

@

—wi—
—wi—
—wi—

1
—wy—

Wi < Wy — WZ(3Yt)1Xt
t

W2 < Wo — UZ(3YI)2XL
t

Figure 5: TINT computes the parameter gradients for a linear layer as a H-head attention layer (H = 6 pictured), with the
gradient of the loss w.r.t. linear layer output (Jy, ) as the query, the positional one-hot vector of prefix embeddings as the key,
and the input to the linear layer (x,) as the value. The auxiliary model parameters in the prefix embeddings are then updated
using a residual connection. Similar to the Linear Forward module (Figure 2), we distribute the dot product computations
across all attention heads, by sharding the vectors into S’ (S’ = 3 here) parts. We omitted the identical transformation for
query, and value matrices, and permutation-based transformation for key matrix for simplicity.

Dsim-dimensional space involves Dfim parameters, while its replacement requires Dfim /Hgm + 2Dgjm Hgy parameters,

effectively reducing the total number of necessary parameters by Hgip,.

We motivate the Hgn,-split linear operations with an example. We consider the Linear Forward module in Figure 2 for
simulating a linear operation with parameters W € RPw*Dax and no biases. For simplicity of presentation, we assume
Dayx is divisible by 4. We stack 2 rows of weights per prefix embedding. We distribute the dot-product computation across
the Hg,, = 6 attention heads, by sharding each weight into 3 parts. Since we require to have enough space to store all the
sharded computation from the linear attention heads, we require Dy, = 3D,ux (We get 3 values for each of the D,,;x weights
in W). For presentation, for a given vector v € RPax we represent SPLIT3(v); by viforalll <i< 3.

Now, consider the final linear operation responsible for combining the output of the attention heads. The output, after the
linear operation, should contain W x; in the first D,,x coordinates. At any position ¢, if we stack the output of the linear
attention heads as rows of a matrix S; € R sm > Dsn/Him e get

<w%>$t1> <w?1>’$%> <w51;7$t1> ' <w1Daux—17wt1>
('wi,w? <w§7xz> <w§,m§> ! 2Daux—17w§>
S, = (w%,w? <w?{,w§> (w?,w§> ) Dfux—lvift>
<w27$t> <w4’wt> <w67wt> ’ < Doy’ t>
<w§7wt2> <w27$§> <w(257mt2> ' < 2Daux7m%>
(wi,xf) (wixf) (wizf) - (wh,,. x?)

Note that for each j < D,u, we have (w;, x¢) =
sum the relevant elements in each column to get

3 P . L .
> i—1{wj, @y). Thus, with a column-wise linear operation on S}, we can

Stcol _
(w1, x:) (ws,xy) (wp,, /21, %¢) 0 0 e 0
(we, )  (wy,Ts) (wp,, /2, Tt) 0 0 e 0
0 0 0 (WD, /241, ®1)  (Wp,, /213, Tt) (WD, -1, %)
0 0 0 (Wp,, /242, Tt) (WD, /244, Tt) (wp,,, Tt)
0 0 0 0
0 0 0 0 0 0
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Figure 6: TINT simulates the forward pass of a self-attention layer of the auxiliary model with a Linear Forward module
(Figure 2) and a TINT softmax attention layer (Definition B.2). The Linear Forward module computes the query, key, and
value vectors using a Linear Forward module on the current embeddings, changing the prefix embeddings to correspond to
Wq, Wi, and W respectively.

A row-wise linear operation on S¢°! can space out the non-zero elements in the matrix and give us

S:Ow —
(wy, xy) 0 (w3, @) 0 o {wp,, /-1, %) 0
0 (wa, x4) 0 (wy, ) e 0 (wp,, /2, Tt)
(wp,, /241, Te) 0 (Wp,, /243, Tt) 0 o (WD -1, Tr) 0
(Wp,, /242, Tt) 0 (Wp,, /244, Tt) - 0 (Wp,,, Tt)
0 0 - 0 e 0 0
0 0 . 0 .. 0 0

Finally, a column-wise linear operation on S;°" helps to get the non-zero elements in the correct order.

Sv;:ol _
(w1, ) (wa, ) (w3, ) (wy, ) T <wa/2—1, x;) <’me.X/27 xy)
(Wp, /241, Tt) (WD 242, %1) (WD, 248, @) (WD, 244:®1) -+ (WD —1,%:) (Wb, Tr)
0 0 0 0 e 0 0
0 0 0 0 0 0
The desired output is then given by VECTORIZE({E?Z;}}JD;“{), which contains Wz, in the first Dy, coordinates. The

operations that convert S; to S¢° and S7°% to S7°" represents a split-wise 6-split linear operation, while the operation
that converts S°! to S7°% represents a dimension-wise 6-split linear operation. A naive linear operation on the output
of the attention heads would require D?  parameters, while its replacement requires D2 /6 parameters to represent a
dimension-wise 6-split linear operation, and an additional 12Dy;,, parameters to represent the split-wise 6-split linear
operations.

D. Self-attention layer

We first introduce multi-head attention, generalizing single-head attention (Definition B.1).

Definition D.1 (Auxiliary self-attention with H,, heads). For query, key, and value weights W, Wy, Wy, € RPuxX Dus
and bias bg, by, by € RDPax | a self-attention layer with H,,, attention heads and a function fa¢n : RTr — RTwx takes a
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Figure 7: The gradient w.r.t. the value vectors {0,, } (Definition D.2) forms the integral component for both TINT self-
attention backward and descent update modules. TINT computes {0y, } using a softmax attention and a linear attention layer.
We first use residual connections to copy the query and key vectors to the current embeddings from the TINT Self-attention
Forward module (Figure 6). The softmax attention layer re-computes the attention scores {aﬁ j} between all token pairs
{(t,7)} and stores them in the token embeddings. The linear attention layer uses the one-hot position embeddings of the
input tokens as the query to use the transposed attention scores {a,} for all token pairs {(¢, j)} and use the gradients {3, }
as the value vectors to compute {9, }.

ey

sequence {x; € RPw}, o1 asinput and outputs {y; };<7,,, with

y, = VECTORIZE({ Y af jvl}ucn,,)- )
jSTauX

aﬁ ; 1s defined as the attention score of head / between tokens at positions ¢ and j, and is given by

aﬁj = softmax(K"q/");. (10)

Here, g, k:, v; denote the query, key, and value vectors at each position ¢, computed as Wox: + bg, Wi x: + bi, and
Wy, + by respectively. In addition, g/, k!, v} denote SPLIT,, (q:)n, SPLITy,, (K¢)n, and SPLITy,, (v;);, respectively
for all t < Ty, and b < Hyyx. K" € RTwXDax g defined with its rows as {k,’}}tSTm for all h < Huy.

In the discussions below, we consider a self-attention layer in the auxiliary model with parameters
{Wo,bg, Wi, b, Wy, by} that takes in input sequence a1, - - - , &7, and outputs ¥y, - - , Y., with {g;}/} given by
(9). As in the definition, g, k:, v; denote the query, key, and value vectors for position . We will use TINT self-attention
modules in order to simulate the operations on the auxiliary’s self-attention layer. To do so, we will need Hgy,, > Hayx in the

corresponding TINT self-attention modules.

TINT Self-attention forward module The input embedding to this module e; at each position ¢ will contain x; in its
first D,,x coordinates. The self-attention module can be divided into four sub-operations: Computation of (a) query vectors
{@:}i<r, (b) key vectors {k; }+<r, (c) value vectors {v; }<r, and (d) {y: }+<7 using (9). Please see Figure 6.

* Sub-operations (a): The computation of query vector q; := Wgx; + bg at each position ¢ is a linear operation
involving parameters W, bg. Thus, we can first feed in the stacked rows of W and bg onto the prefix embeddings
{v;}. We use a Linear Forward module (Appendix C) on the current embeddings and the prefix embeddings to get
embedding e at each position ¢ that contains g; in the first Dy coordinates.

* Sub-operations (b, ¢): Similar to (a), we feed in the stacked rows of the necessary parameters onto the prefix embeddings
{v,}, and call two Linear Forward Modules (Appendix C) independently to get embeddings e, and e? containing k;
and v, respectively.

We now combine the embeddings e?, ef, and e} to get an embedding e; that contain g, k¢, v; in the first 3Dy«
coordinates.
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* Sub-operation (d): Finally, we call a TINT self-attention module (Definition B.2) on our current embeddings {e;}<r
to compute {y; }:<7. The query, key, and value parameters in the self-attention module contain sub-Identity blocks
that pick out the relevant information from gy, k;, v, stored in e;.

Remark: Sub-operations (a), (b), and (c) can be represented as a single linear operation with a weight W ¢ R3Daun X Dax
by concatenating the rows of {Wg, Wi, Wy, } and a bias b € R3P«x that concatenates {bg, by, by }. Thus, they can be
simulated with a single Linear Forward Module, with W b fed into the prefix embeddings. However, we decide to separate
them in order to limit the number of prefix embeddings and the embedding size. E.g. for GPT-2, D,,x = 768. This demands
either a 3x increase in the embedding size in TINT or a 3x increase in the number of prefix embeddings. Hence, in order to
minimize the parameter cost, we call Linear Forward Module separately to compute g;, k;, and v; at each position ¢.

Aucxiliary’s backpropagation through self-attention For an auxiliary self-attention layer as defined in Definition D.1,
the backpropagation layer takes in the loss gradient w.r.t. output ({9y, }+<r,,) and computes the loss gradient w.r.t. input
token ({ Oz, }t<T.,)-

Definition D.2. [Auxiliary self-attention backpropagation] For query, key, and value weights W, Wi, Wy, € RPuxX Dus
and bias bg, by, by € RPw | the backpropagation layer corresponding to a self-attention layer with H,, attention heads
takes a sequence {0y, € RP»}, o7 and {z, € RPw},1  asinput and outputs {9z, };<7,,,, with

O, = W 0q, + Wi Ok, + Wy 0y, with
O, = VECTORIZE({> _ a}';((9,n) "ol [k} — Zat],k 1Y h<m);
J

Ok, = VECTORIZE( {Zaj tqj [(Oy Za ,v I h<Ha);

J

O, = VECTORIZE({Z a;tayy Yhe<m,)
j

Here, g, k;, and v, refer to query, key, and value vectors at each position ¢, with the attention scores {af}, j}t, < T h< Hos -

Complexity of true backpropagation The much-involved computation in the above operation is due to the computation
of 0q, and Oy, at each position ¢. For the following discussion, we assume that our current embeddings e; contain g, k¢, vy,
in addition to the gradient d,,,. The computation of g, (and similarly O, ) at any position ¢ involves the following sequential
computations and the necessary TINT modules.

{{0yp) TV} } i<t I n< i, with a TINT linear self-attention module (Definition B.2), with atleast Hoyy attention heads

aux

that represent the attention score between e; and any other token e;, by {(J,, ) v} MY < Ho -

* Attention scores {af, ;j Yh<H,,» Which requires a TINT softmax self-attention module (Definition B.2), with at least
H i heads, that uses the already present {q:, k¢, v:} in the current embeddings e; to re-compute the attention scores.

* {af ;(9yr) "} }n<,, forall j < Ty by multiplying the attention scores {af'; }n< ,,, With {(9yn) "0} }n<,, using

an MLP layer (Lemma B.5). Furthermore, {3, a} ;k"} <, needs to be computed in parallel as well, with additional
attention heads.

* 0,, with a TINT linear self-attention module (Definition B.2), with atleast H,, attention heads that repre-
sent the attention score between any token e; and e; by {a};(9, ) v} n<m,,. With value vectors given by

{k? Z]' atﬂ k] }hSHaux-

The sequential computation requires the simulator to store {{J,» )T'v? }j< T Y h< Ho and {af! ;jh<H,, in the token embed-
ding e;, which requires an additional 27,4 H,,x embedding dimension size. To avoid the much-involved computation for
the true gradient propagation, we instead only use the gradients w.r.t. v;.
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Figure 8: TINT simulates the backward pass of a self-attention layer of the auxiliary model using a Linear Backward module
(Figure 4). The input embeddings contain the gradient of the loss w.r.t. the value vectors (0,, ) computed in Figure 7. The
value matrix W7y, is encoded in the prefix embeddings. We call the Linear Backward module on this sequence.

Approximate auxiliary self-attention backpropagation We formally extend the definition of approximate gradients
{9, }12 from Definition D.3 to multi-head attention in Definition D.3.

Definition D.3. For query, key, and value weights Wg, Wy, Wy, € RPwxDux and bias bg, b, by € RP=, the
approximate backpropagation layer corresponding to a self-attention layer with H,,, attention heads takes a sequence
{0y, € RPw},_p and {x; € RP=}, o1 as input and outputs {Jy, := VECTORIZE({Ogn }n< Hyy ) H<Ty,» With

O, = W 0y,, where 0y, = VECTORIZE({> _ a0y }n<m,,)
5,0yl Th<
j

Here, q,, k;, and v, refer to query, key, and value vectors at each position ¢, as defined in Definition D.1, with the attention
scores {a}! ; }¢ j< Ty h<H,, defined in Equation (10).

In the upcoming theorem, we formally show that if on a given sequence {x; }:<7,,, for all token positions all the attention

heads in a self-attention layer primarily attend to a single token, then the approximate gradient J,, is close to the true
gradient J,, at each position ¢.

Definition D.4 (c-hard attention head). For the Self-Attention layer of H,, heads in Definition D.1, on a given input
sequence {:nt}tT;“i, an attention head h < H, is defined to be £-hard on the input sequence, if for all positions ¢ < T,
there exists a position ty < T, such that aiﬁto >1—-c.

Theorem D.5. With the notations in Definitions D.I to D.3, if on a given input sequence {:L’t}tTg’{, with its query, key, and

value vectors {q, k¢, vt}tTg‘{, all the H,,, attention heads are c-hard for some € > 0, then for a given sequence of gradients

{0y},
10g, Nl + |0k, 11, < O(eB2BLBy),  forallt < Ty,

where B, = max¢<t,, ||Tt|ls B,
max{[|Wk |y, [Wall,, [Wvlly, [[bv s, [0k |y, [[bv |5}

= maXtSTa

Oy, |lo» and B, =

ux

This implies, for each position t,

a/\wt _awt

< O(eB2B:B,).
2
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Figure 9: TINT simulates the backward pass of the self-attention layer in the auxiliary model by employing the Linear
Descent module (Figure 5). The input embeddings consist of the gradient of the loss with respect to the value vectors (0y, )
computed in Figure 7. Additionally, we incorporate a residual connection to copy the input from the Self-attention Forward
module (Figure 6) into ;. Before invoking the Linear Descent module, we represent the value parameters (Wy,) into the
prefix embeddings. TINT simulates the backward pass of a self-attention layer of the auxiliary model using a Linear Descent
module (Figure 5).

TINT Self-attention backpropagation module The input embeddings e; contain 0y, in the first Dy, coordinates. Since
we require to re-compute the attention scores {aﬁ 15 <Tun h< Hoy» W need to copy the query, key, and value vectors gy, ki,
and v; from the TINT self-attention Forward module at each position ¢. Furthermore, we use the residual connection to copy
the prefix embeddings {v; }, which contain the rows of Wy, from the TINT self-attention Forward module.

The operation can be divided into three sub-operations: Computing (a) attention scores {aﬁ j}hg m,. forall j < Tk, at

aux

each position ¢, (b) dy, from {al’ ;}4<p,, and dy,, and (c) 8/; from 0, .

» Sub-operation (a): Since, the current embeddings e; contain gy, k¢, we can simply call a self-attention attention module
to compute the attention scores {aﬁ jYn<,, forall j < T and store them in the current embeddings. We further retain
0Oy, and v, for further operations using residual connections.

* Sub-operation (b): With the current embeddings e; containing the attention scores {a,’f’ jYn<H,, forall j < T, and the
gradient 0y, , we can compute J,, using a TINT linear self-attention module with atleast H,,, attention heads, that
represent the attention scores between tokens e; and e; for any j as {a.’;’t} h<H,, and use SPLITf, (0y,) as their value
vectors.

* Sub-operation (c): And finally, the computation of 8/; is identical to the backpropagation through a linear layer, with
parameters Wy, and by-. Hence, we call a Linear backpropagation module on the current embeddings, that contain d,,,
and the prefix embeddings that contain Wy, and by, .

Separating sub-operations (a) and (b) The operation for computing J,,, in Definition D.3 looks very similar to the
computation of y; in Equation (9). However, the major difference is that instead of the attention scores being {aﬁ P Fh< Hy
between token ¢ and any token j, we need the attention scores to be {a?)t}hg H,, - Thus, unless our model allows a transpose
operation on the attention scores, we need to first store them in our embeddings and then use an additional self-attention
module that can pick the right attention scores between tokens using position embeddings. Please see Figure 8.
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Auxiliary’s value descent update Similar to the complexity of true backpropagation, the descent updates for
Waq,bg, Wk, b are quite expensive to express with the transformer layers. Hence, we focus simply on updating
on Wy, by, while keeping the others fixed.

Definition D.6 (Auxiliary self-attention value descent). For query, key, and value weights Wy, Wi, Wy € R Duwx X Daux
and bias bg, by, by € RPax | the value descent layer corresponding to a self-attention layer with H,,, attention heads and
any function fagn : R7wx — RTw takes in a batch of gradients {9,, € RPw},o1 and inputs {z; € RP=}, 5 and
updates W7y, by, as follows:

Wv%Wv—nzautxz, bvebv—nZ&,t,
t<Tux t<Thux

where 9, = VECTORIZE({Y _ a0, bn< )
? J -
j

Here, v; refers to value vectors at each position ¢, as defined in Definition D.1.

TINT Self-attention descent module The input embeddings contain J,, in the first Dy, coordinates, from the TINT
self-attention backpropagation module. Furthermore, the prefix embeddings {v;} contain the stacked rows of Wy, and by,
continuing from the TINT self-attention backpropagation module.

Since we further need the input x; to the auxiliary self-attention layer under consideration, we use residual connections to
copy x; from the TINT self-attention Forward module at each position ¢.

The updates of Wy, and by are equivalent to the parameter update in a linear layer, involving gradients {9, } and input
{x;}. Thus, we call a Linear descent module on the current embeddings and the prefix embeddings to get the updated value
parameters. Please see Figure 9.

D.1. Proofs of theorems and gradient definitions

We restate the theorems and definitions, before presenting their proofs for easy referencing.

Definition D.2. [Auxiliary self-attention backpropagation] For query, key, and value weights W, Wy, Wy, € RPusxXDa
and bias bg, bi, by € RPax | the backpropagation layer corresponding to a self-attention layer with H,, attention heads
takes a sequence {0y, € RP»}, 7 and {z, € RP=},7  asinput and outputs {9z, }1<7,,,, With

aux

O, = W 0q, + Wi Ok, + Wy 0y, with

Oq, = VECTORIZE({> _ a}';((0yn) Tv}!) [k} — Zat],k D h<m);
J

Ok, = VECTORIZE({) _ df},q}'[(3,: Za] U < )i
J

h
O, = VECTORIZE({Z a0y Yh< i)
J
Here, g, k;, and v, refer to query, key, and value vectors at each position ¢, with the attention scores {aﬁ G < T B Hoy -

Derivation of gradient in Definition D.2. Recalling the definition of y, from Definition D.1,

ys = VECTORIZE({ Z aiﬁjv;’}hSHﬂ“x); agj = softmax(thf)j,
jSTﬂ“X

g =Wox, +bg ki =Wgx +bg, v,=Wyx,+by.

ql, kP, vl denote SPLITy, (q:)n, SPLITy,, (K¢)n, and SPLITg, (v;), respectively for all ¢ < Ty, and b < Hyyy.

aux

K" € RTwxDun ig defined with its rows as {k}'};<7,, forall b < Hyy.
We explain the proof for an arbitrary token position £. With the application of the chain rule, we have

_ Q4 Okt \ vy
amti(awt) 6Qf+(8 t) akt+(8wt) avt

=Wy 0q, + Wg Ok, + Wy 0y,
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where the second step follows from the definitions of g, k¢, and v; respectively.

Computation of 0,,:  With the SPLIT operation of g; across H,, heads for the computation of y,, the computation of

the backpropagated gradient Jg, itself needs to be split across H,. heads. Furthermore, query vector g; only affects y,,

implying %Ztt’ = 0 for any ¢’ # t. Thus, we have for any head h < H,y,, if y! represents the output of attention head A,

: h ok
given by > <y, @595

oyl
Our = (g Ot
dal
= <v’-‘,8 {1> ’L]
JSZT v gy

o ol ar)
_ h
= 2 Oy gm () an

(k! .ql)
D<€

<
, 1 9e kTt ok at) oelkiar)
= 3 o, - ge T (12)
J7 7Y (k" ,ql) h (kM ,ql)\2 h
< T Ser, et 0g; (Cpen, @2 ) 0

ol al) (kT al) (ki)
= E <'U;'Zvay,"> TR k;L - (k" ql) E (k" ") k;'L’ (13)
< T Yt €T Yt € ) i ma \Dv<n, €Y

_ h o/,h h h L.h
= Z at7j<vj78y¢> kj — Z ay i k3

j STaux j/ STZIUX

In Equation (11), we have expanded the definition of softmax in aﬁ ;= softmax(K"q}); in order to better motivate the

derivative of aj' j WLt q. Finally, 0y, is given by VECTORIZE ({Ogn }h< iy, )-

Computation of Ji,:  Continuing as the computation of J4,, we split the computation of Oy, across the H,,y attention
heads. However, unlike q;, k; affects y; for all j < T,u. For any head h < H,., we follow the chain-rule step by step to
get

-
oy" 0y aj vl
_ JINT _ 3 <Taux 750" 7
b= X Gl - X (Emtth) g
F< T t F< T t

h aa?’t h aa?vj'

J<Tuux J<Toux ' <Taux;J' #t

o (ki a))
h
= 3 b0y g () (15)

(k™ ,q")
3< T D<€ Y

h a e<k?/7Q;‘l>
F2 X Wi s as)

F< T 3" <TawxsJ’ #t # <To €

h ekt a)) h ekia;) i h
= Z@t'aayﬁ = ey | T\ e | Y 7)

(K7 (k
5 < T Dotr<T €Y Dot <Ty €
h h
h elkir ;) etk ai) h
B Z Z <vj'7ay?> (Kl qh) (Kl qh) 9 (18)
F< T §' <Touwesj’ # div<m, e Yyt €

F h h h F h _h _F
= Z <'UtLvay;?>(aj,t - (aj,t)Q)qj - Z Z <”jb’78y§‘>aj7j’ajl7tqjl

J<Tuux < Tux §' <Taux;§' #4
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= E a ,'Ut E aJ J/'U 57

j S Taux

In Equation (14), we separate the inside sum into two components, since the derivative w.r.t. kJ differ for the two components,
as outlined in the derivation of Equation (17) from Equation (15), and Equation (18) from Equation (16). We have skipped a
step going from Equations (15) and (16) to Equations (17) and (18) due to typographical simplicity. The skipped step is
extremely similar to Equation (12) in the derivation of O . Finally, Ok, is given by VECTORIZE({y» }n<m,,)-

Computation of J,,,: Similar to the gradient computation of g;, the computation of 9,, needs to be split across the Hyyx
attention heads. However, like k;, v; affects y; for all j < Thux. For any head h < H,.x, we follow the chain-rule step by
step to get

}
oyl - 03 <1, 0.0V} h
=2 Gup) O = 2\ T g ) = 2 iy

J<Toux

O

Theorem D.5. With the notations in Definitions D.I to D.3, if on a given input sequence {wt}t “s, with its query, key, and
value vectors {qz, k, vt}t «, all the H,,, attention heads are e-hard for some € > 0, then for a given sequence of gradients

{0y,
19a. 115+ 1k, I, < O(eBIByBy),  forall t < T,

and By =

Oy,

where B, = MaX¢< T

max{|[Wk||,, IIWQHQ AWy,

By = maxg<rT,

aux

2

||bKH2v||bV|| 2

8/\% _amt

, < O(B2B}B,).

Proof of Theorem D.5. For typographical simplicity, we discuss the proof at an arbitrary position ¢. Recall the definition of
an e-hard attention head from Definition D.4. An attention head is defined to be £-hard on an input sequence {; } 1, if for
each position ¢, there exists a position ¢( such that the attention score a; 4, > 1 — ¢.

For the proof, we simply focus on dq,, and the proof for Jg, follows like-wise.

Bounds on g;: Recalling the definition of 04, from Definition D.2, we have

Oq, = VECTORIZE({> _ af' ;((Oyn) "0l )[K} = " af j k] <)
J J’

Focusing on a head h < H,yy, define 8(1? = Zj aﬁj((ay?)Tv?)[k? — Zj, aZj,k?/] and tg < T, as the token position

where the q; attends the most to, i.e. aﬁto >1—c¢cand ZKTM_].#O aﬁj < e. Then,

tl, = (120 s (@y) oDk = D a kG
j 7

2

= agto((ay) Uto)[ki%—Zaﬁj,kh Zam i) )" h kh Zah ,k:h

5/
J Jj#to 9

af' 1, (D) Top ) [k — Zam,kh HID T al;(0yn) "ol KD = al kR

‘ ~
9 Jj#to J 9

IN

Term1 Term?2

where the final step uses a Cauchy-Schwartz inequality. We focus on the two terms separately.

30



Trainable Transformer in Transformer

1. Term1: Focusing on ki — >~ ., af! ;, k", we have

h h ph
kto_zat,j'kj' = [|[(1 — as,)k Za”,k

7 ) J'#to 2
< (1= ar,) [|Kt ||, + Z 15l
i #to
< (1= au) + Y i) max] [k,
J'#to
< 2emax [k, (4

We use a Cauchy-Schwartz inequality in the second and third steps and the attention head behavior in the final step.

Hence, Term1 can now be bounded as follows:

h h h _ _h
at,to((a ”to kto E atg'k = Gyt

(Oyr) "y,

h Z b 1h
kto - at7jlk:j/ )
j/

<2eHa o max &5,

In the final step, in addition to the bound from Equation (19), we use a Cauchy-Schwartz inequality to bound
|(0,) Tl

and bound the attention score af, + by L.

2. Term2: Focusing on k;‘ -2 a,}; j/k;ﬁ for any j < T,ux, we have using two Cauchy-Schwartz inequalities:

(20)

hizaﬁj/k;}/ S ||k;LH2+ ZaZj/k?/ § (1+Za?3/)rnﬁx” j
I ‘ 5

, = 2]
> J
2 2

Hence,

Z aﬁj((ay?)%f)[k? - Zaﬁj,k;ﬂ Z ag max‘ yh )Tv;-“ k? - Z aﬁj,k;ﬁ
j/

Jj#to 9 Jj#to J’

, (o, ) (oma 51, )-

In the final step, in addition to the bound from Equation (20), we use a Cauchy-Schwartz inequality to bound
‘(811? )T and use the e-hard behavior of the attention head to bound

2

j#to at,y

(o) o

Combining the bounds on both terms, we have

<2 Ha ,

ot mae R, + 2= |0,

, (s, ) (max 21, )-

We bound the remaining terms as follows.

< 4e Hayiz

‘ay?

< By, under the bounded assumption of the gradients.

2

 Forany j < T, we have Hk;’“ < ||k;]|, since k; = VECTORIZE({k?,}h/GHﬂux). Furthermore, from the defintion of
the key vector k;, ||k;[|, = [[Wkx; + bk ||, < [[Wk||,[|z;|l, + ||bx]|, with a Cauchy-Schwartz inequality. Under
the bounded assumptions of Wi, bx and input ;, we have ||k;[|, < B, (1 + B,).

31



Trainable Transformer in Transformer

* Similar procedure can be followed for bounding max; ||v§1 ||2

k h/

Thus, we have Hﬁq? 7

2 < de Hayth

) (maxj ||’v§"||2) (man/ 2) S 4€B12U(1 =+ Bx)QBy

Bounds on ‘ From the definitons of 8/; and O, from Definition D.3, we have

8ac _aac
t t 2

where we use Cauchy-schwartz inequality in the second step. We use the assumed bounds on ||[Wg||, , | Wk |,, and the
computed bounds on ||0q, ||, , || Ok, ||, in the pre-final step.

éim\t 78%*;

, = Wik, + Wo0q]|, < Willy [0kl + [Well, 10,1
<8B3 (1+ B,)’B, = O(¢B3 B2B,),

E. Layer normalization

Definition E.1. [Layer Normalization] Define a normalization function f : R? — R< that performs f(z) = (= — u)/o,
where /2 and o are the mean and standard deviation of x, respectively. Then, layer normalization with parameters v, b € R
takes as input € RP= and outputs y € RP=, which is computed as z = f(x),y =7 ® z + b.

Definition E.2. [Exact Gradient for Layer Normalization] Using notations in Definition E.1, given the gradient of the loss
w.r.t the output of the Layer Normalization 0,,, backpropagation computes 0, as

0 = (02 = D' D _ 0, = (02,2)2) /0 0 =700,

Exact backpropagation is expensive because (0, z) z requires using at least two sequential MLPs. We thus approximate
it with a first-order Taylor expansion, which is entry-wise close to the true gradient.

Definition E.3. [e-approximate Layer Normalization Gradient] With notations defined above, this layer takes 0y, x € R P
as input and outputs 9, = (f(x + ey ® 0y) — f(x)).

€
In the discussions below, we consider a layer normalization layer in the auxiliary model with parameters {, b} that takes in
input sequence 1, - - - , x,, and outputs yi,--- ,yr,, Withy, = v © 2z; + b; z; = f(x;) for each t < T,,. Since this

involves a token-wise operation, we will present our constructed modules with a general token position ¢ and the prefix
tokens {v; }. We will use W, as a diagonal matrix in RPaxxDax containing + on its main diagonal.

TINT Layer normalization Forward module The input embedding to this module e; will contain x; in its first D
coordinates. The layer normalization computation can be divided into two sub-operations: (a) application of f, and (b)
linear computation using -y, b. We will present a TINT module for each sub-operation.

We can represent the function f using a layer normalization operation itself, with its weight and bias parameters set as 1
and O respectively. However, since the relevant input exists only in the first D, coordinates, the operation on the first
D,yx coordinates needs to be independent of the rest of the coordinates. To do so, we instead use Group normalization
(Definition E.6) on e;, with groups of size D,x.

Now, the embedding e; contains f(x;) in its first D, coordinates. The second sub-operation can then be viewed as a
Linear Layer computation, i.e. y, = W,x; + b. Hence, we simply stack the rows of W, and b, onto the prefix tokens
{v;} and call the TINT Linear Forward module (Appendix C).

Aucxiliary’s gradient backpropagation through layer normalization = With the definition of layer normalization and the
normalization function f in Definition E.1, the auxiliary’s backpropagation operation takes in the loss gradient w.r.t. output
(0y) and computes the loss gradient w.r.t. input (Oz).
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Definition E.2. [Exact Gradient for Layer Normalization] Using notations in Definition E.1, given the gradient of the loss
w.r.t the output of the Layer Normalization 0,, backpropagation computes 0, as

Daux
0 = (02 = D ' D _ 0, = (02,2)2) /0 0 =700,
i=1

Complexity of true backpropagation The above operation is computation heavy since it involves computing (a) 0,
(b) f(02), (c) (02, z)z, and (d) multiplying by a factor of % (02, z)z in itself will require two MLP layers, following
Lemma B.5. In order to reduce the number of layers, we turn to first-order Taylor expansion for approximating the above
operation.

Definition E.3. [e-approximate Layer Normalization Gradient] With notations defined above, this layer takes 0,, x € R P
as input and outputs 9 = X (f(x + €y © 0y) — f(x)).

€

The following theorem shows that the first-order gradient is a good approximation of the true gradient, and in the limit of €
tending to 0, the approximation error tends to 0 as well.

Theorem E.4. For any € > 0, and a layer normalization layer with parameters v, b € RP« for an input € RP= and
gradient 9, € R,

where o denotes the standard deviation of . Oy, 5; have been computed from x, Oy and € using Definitions E.2 and E.3.

5;—393

— 2 2
, S O(eDi2o 2 I3 19y15),

TINT Layer normalization backpropagation module The input embeddings e; contain d,, at each position ¢ in the first
D,x coordinates. Since we further need the input to the auxiliary’s layer normalization layer under consideration, we copy
x; from the TINT Layer normalization Forward module at each position ¢ using residual connections. Furthermore, residual
connections have been used to copy the contents of the prefix tokens {v; } from the Layer normalization Forward module,
which contain W, b. Recall that for ease of presentation, we use z; to represent f ().

We set € as a hyperparameter and return 5; as the output of this module. The computation of 6/9; can be divided into two
sub-operations: (a) computation of 9, := v ® d,,, and (b) computation of %( f(x + €0,,) — f(x:)). We represent each
sub-operation as a TINT module.

To compute 0,, := v © 0y, = W,0y,, We can observe that the required operation is identical to backpropagating through
a linear layer with parameters W, and b. Hence, we simply call the Linear Backpropagation module on the current
embeddings. We use residual connections to retain ; at each location ¢, and the contents of the prefix tokens {v;}.

Now, the embedding e; contains 0, and ;. In order to backpropagate through f, we first use a linear layer to compute
x; + €0, and retain ;. Following the same procedure as the Forward module, we use a Group normalization layer with
weight and bias parameters 1 and O respectively, to compute f(x; + €0, ) and f(x;). Finally, we use a linear layer to
compute 1 (f(x, + €0z,) — f(x1)).

Auxiliary’s Descent update And finally, the auxiliary’s descent operation updates parameters ~y, b using a batch of inputs
{z}+<7 and the loss gradient w.r.t. the corresponding outputs {0y, }i<7.

Definition E.5 (Auxiliary’s layer normalization descent). For parameters v, b € RP=, descent update takes in a batch of
inputs {x; € RPw}, 1 and gradients {9, € RPw»}, o7 and updates the parameters as follows:

aux aux

*y%’y—nzathZt; b%bfﬁzaym

t<Thux t<Tuux
where z; represents f(x;).

The update of v involves an elementwise multiplication between d,, and z;, which requires an MLP layer (Lemma B.5).
With the prefix tokens containing the rows of W, and b, we instead consider the update of b alone with the descent update.
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TINT Layer normalization descent module The input embeddings contain 0y, in the first D, coordinates. The prefix
tokens contain W.,, b, which have been copied from the Forward module using residual connections. The update of b is
identical to the auxiliary’s descent update through a linear layer. Hence, we apply a TINT Linear descent module to the
current embeddings, updating only the bias b and switching off the update to W/,

E.1. Additional definitions
We describe TINT group normalization layer below, which we use in different modules to simulate the auxiliary’s layer
normalization operations.

Definition E.6 (TINT D,,«-Group normalization). Define a normalization function f : R? — R that performs f(x) =
(x — n)/o, where p and o are the mean and standard deviation of x, respectively. Then, D,,-Group RMSnorm with
parameters yT™NT pTNT ¢ RPwx takes as input € RPs» and outputs y = VECTORIZE({y" € RP»}, .\ p. /p. |), with

yh _ ,YTINT ® f(mh) + bTINT7

where & = SPLIT p,, /D, | ()

E.2. Proof of theorems and gradient definitions

We restate the theorems and definitions, before presenting their proofs for easy referencing.
Definition E.2. [Exact Gradient for Layer Normalization] Using notations in Definition E.1, given the gradient of the loss
w.r.t the output of the Layer Normalization 0,, backpropagation computes 0, as

Dy

O = (02 — aux—lzazl (02,2)2)/0 D, =70 0y

Derivation of gradient in Definition E.2 . With the normalization function f and parameters «,b € RP= recall from
Definition E.1 that given an input & € RP=~, a layer normalization layer returns y = v ® z + b; 2 = f(x). Let y and o
denote the mean and standard deviation of x. They can be computed as

Dux Dux

1
_ )2
M DdUX 72; xz’ N D'dUX ;(xl M) ’
With the chain rule, we can compute J, from Jy as follows.
0z ) 0
Op = (52) 0x with 0, = (a—Z)Tay. 21

Since y = v ® z + b, we have g—g = W,, where W, represents a diagonal matrix with +y on the main diagonal. Thus,
0, = W,0y =7 © 0.

With z = f(x) = *-%, we have
0z _ 0 (z—p\_10z _10p_(@—p (00
dxr Ox o 0dx o0z o? Ox
I—

— M
0
o )
== 11" —z2z' |. (22)
g ( D aux

dé)a

In the final step, we require 8 an which are computed as follows.

. % € RPw with its jth element given by

onY _om _ 0 1 NR 1
ox ). O0x; 0z Dy P B
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. gﬁ; € RPw with its jth element given by

DauX
(80)A_ do 0 1 Z(xi_u)z
J

9z), = 9, = ) |\ Do 2
D,
1 aux a T —
- (2~ 210
Yol (@ — p)? i=1

D,
1 aux T — /,14
-—— ((wju)D mu))— L,
Z aux (xz _ M)2 aux i=1

i=1
where we have re-utilized the g—g in the pre-final step.

Hence, from Equation (21),

0z

1 1
)Taz = ; <I - 19711—r — ZZT> az =
aux

We repeat Theorem E.4 for easier reference.

Theorem E.4. For any € > 0, and a layer normalization layer with parameters v, b € RP« for an input € RP= and
gradient 0, € RPux,

where o denotes the standard deviation of ®. Oy, 5; have been computed from x, Oy and € using Definitions E.2 and E.3.

5;—5%

aux

— 2 2
, < 0Dz Il 19y 15),

Proof of Theorem E.4 . With the normalization function f and parameters x, b € R, recall from Definition E.1 that
given an input & € RP=x, a layer normalization layer returns y = 7y ® z + b; 2 = f(x). Let 1 and o denote the mean and
standard deviation of &. They can be computed as

1 Daux 1 Daux
= Ti, g = €Xr; — 2.
: Daux; ’ Daux;( £ #)

We will refer to g—; from Equation (22) and the formulation of d,, from Equation (21) for our current proof. To recall, they

are

0= _ (I— L11T - zzT) , Oy = (8z)T3z.

ox o aux oz

Using a second-order Taylor expansion of the normalization function f around x, we have

9 (0f(ze)
Ti —_—
01 5 ( Do >8z9d9

s+ 0, [ L (o
_f($)+€ aw az o 0_3 Hazng Daux.

where xy represents x + 00, z9 = f(xp). The second step follows similar steps for computing g—; in Equation (22).
We avoid this computation since we only need to make sure that the second-order term is bounded. Furthermore, if

flx+edy) = f(x) + eag(’”)az +/O

xTr

((1,02))* - (<Ze,3z>)QZ9> 0do,
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e<O (m) , we can show the £3-norm of the second-order term can be bounded by O(€2D§l{x20'_2 |0~ ||§) We

avoid this computation as well.

Thus, from the above formulation, we have

f(@+e0:) — fla) _0f(x), _ <8f(w))T b — o
z 8:1: z -

lim
e—0 € ox

Of@) _ 9z _ Ly _ 1 99T _ 4,7

The pre-final step follows from Equation (22), where

ox Oz o Dyux
symmetric. The final step follows from the gradient formulation in Equation (21). Including the error term, we have the final
bound as

) can be shown to be

< O(eD32572 |8, 13).

aux
2

Hf(w+eaz) — flz) o,

€

Using 0, = v ® Oy and a Cauchy-Schwartz inequality gives the final bound. [

F. Activation layer

Definition F.1 (Auxiliary activation). For a continuous function o, : R — R, an activation layer takes € R~ as input
and outputs Yy = oa () With y; = oue(z;) forall i < Dy

In the discussions below, we consider an activation layer in the auxiliary model with activation function o, that takes
in input sequence x1, - - , @, and outputs yi,- - ,yr, , With y; = oau(@;) for each t < T,.. Since this involves a
token-wise operation, we will present our constructed modules with a general token position ¢. Since no parameters of the
auxiliary model are involved in this operation, the prefix tokens {v;} contain 0 in the following modules.

TINT Activation Forward module The embedding e; contains x; in its first D, indices. We simply pass the embeddings
into activation o, which returns o, () in its first D, indices.

Aucxiliary’s backpropagation through activation With the definition in Definition F.1, the auxiliary’s backpropagation
takes in the loss gradient w.r.t. output (J,) and computes the loss gradient w.r.t. input (J,). We further assume that
the derivative of o, is well-defined everywhere. This assumption includes non-differentiable activation functions with
well-defined derivatives like ReLU.

Definition F.2 (Auxiliary activation backpropagation). For a continuous function o,y : R — R, with a well-defined
derivative o’ (¥) = Ooau () /O for each z € R, the backpropagation takes 9y, z € RP=x as input and outputs

Op = agct(m) © Oy,

where o7,

() € RPw with o

act

()i = ol (zi) at each § < Dyyy.
Complexity of true backpropagation The above operation is computation heavy since it involves o} () ©® 0. As
mentioned for the layer normalization module, the element-wise multiplication between o (x) and J,, will require an MLP
module following Lemma B.5. Furthermore, it involves changing the activation function in TINT in specific modules to o

act*
To circumvent this, we instead turn to a first-order Taylor approximation.

Definition F.3 (Approximate Activation backpropagation). For a continuous function ot : R — R and a hyperparameter e,
the layer takes 0y, © € RPax as input and outputs

o~

1
Oy =

€

(Uacl(w + 681}) - O-aCt(w)) :

The following theorems show that under mild assumptions on the activation function and the input, gradient pair, the
first-order gradient is a good approximation to the true gradient.
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Theorem F.4. For any ¢ > 0, By, Baet > 0, consider a second-order differentiable activation function o, : R — R,
with 020 4(x)/0(x?) bounded by By for each x € R. Then, for any input © € RP= and gradient 8,, € RP= with
10yll, < By, the following holds true:

where Oy, é; have been defined using x, 0y, and € in Definitions F.2 and F.3.

aw_5;

2
9 S O(BactBye)a

For ReLLU activation, which is not second-order differentiable at 0, we instead bound the difference between O, 5; by
defining some form of alignment between input and gradient pair &, 9,,.

Definition F.5 ((¢, p)-alignment). Input and gradient @, d, € RP=x are said to be (¢, p)-aligned, if there exist a set
C C [Daux), with |C] > (1 — p) D, such that for each i in C, |z;| > €[(0y )| -

e controls the fraction of coordinates where |z;| < €|(0y)i|- As e — 0, p — 0 as well for bounded gradients.

Example F.6. For any B,in, Bjmaz > 0, all inputs x that satisfy min; |x;| > By, , and gradients 0y that satisfy
max; [(Oy);j| < Bmaaz» are (Bmin/Bmag,0)-aligned.

Theorem F.7. For any ¢, p > 0 and By, > 0, for any input @ € R and gradient d,, € RP=, with ||0y|| . < By, that are

(e, p)-aligned by Definition F.5,
| < OBy V/pDaw).

where O, 5; have been defined using x, 0,,, € and o,, = ReLU in Definitions F.2 and F.3.

am_é;

TINT Activation backpropagation module The input embeddings contain 0y, in the first D,,x embeddings. With the
requirement of the activation layer input for gradient, we copy «; from the Forward module at each position ¢t. We set € as a
hyper-parameter and return J,, as the output of this module.

8/; will be computed using a single-layer MLP with activation o, as follows. The first linear layer of the MLP will be used
to compute x; + €0y, and x,. After the activation o, the embedding e, contains e (; + €0y, ) and oaei(x;). The final
linear layer of the MLP will be used to compute 2 (04c(¢ + €0y,) — oact(21)).

F.1. Proofs of theorems

We restate the theorems, before presenting their proofs for easy referencing.

Theorem F4. For any € > 0, By, Byet > 0, consider a second-order differentiable activation function o, : R — R,
with 020 4(x)/0(x?) bounded by By for each x € R. Then, for any input x € RP= and gradient 9,, € RPu with
10yl < By, the following holds true:

where Oy, é; have been defined using x, 0y, and € in Definitions F.2 and F.3.

a:c_ég

2
9 S O(BactBye)a

Proof. The proof follows along the lines of Theorem E.4. Recall that given an input x, the activation layer outputs
Y = 0,ct(), where the function o, is applied coordinate-wise on «. Given input « and the output gradient J,,, the gradient

w.r.t. the input is given by 0, = o} (x) © 0y, where the o, function is also applied coordinate wise to . We defined 0,

as an e-approximate gradient, given by 1 (0 (@ + €dy) — gaci()). Since both oy and o, are applied coordinate-wise, we

can look at the coordinate-wise difference between 9, and Oy.

Consider an arbitrary coordinate ¢ < Dy,x. Under the assumption that o, is second-order differentiable, we have

—~

(B)i = = (Gua + e(2y)0) = (1)

1 ‘ 62 ac
= Ol(:)(9y)i + - /0 9 gua(wg)

—o O}
= 01(2:)(By)i + O(€Bact (0y)7),

(0y)70d0
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2
where ¢ represents x; + 6(0y), in the second step. In the final step, we utilize the upper bound assumption on 8”"‘7“2(“7)

Thus, (92)i — (9a)i = O(eBqet(dy)?), and so

|

6;0—5;

Daux
, = O(eBact D _(9y)7) = O(Buct [0y 13) < O(eBuct B})-
i=1

O

Example F.6. For any Bi,in, Bpmaz > 0, all inputs x that satisfy min; |x;| > By, , and gradients 0y that satisfy
max; |(Oy)j| < Bmaaz» are (Bmin/Bmaz,0)-aligned.

Proof. Recall the definition of (e, p)-alignment from Definition F.5. Input and gradient @, 9, € R are said to be

(e, p)-aligned, if there exist a set C' C [Dyux], With |C| > (1 — p) Daux, such that for each ¢ in C, |z;| > €[(0y);] -
Consider an arbitrary coordinate ¢ < D,,. We have |z;| > €[(0y);| for any € < |z;| /|(9y):|. Under the assumption that
|;| > Bpin, and |(0y)i| < Bmaaz, a bound of By, / Bpae suffices. O

Theorem F.7. Forany €, p > 0 and B, > 0, for any input x € RP= and gradient 0, € RP=, with ||0y|| . < By, that are

(e, p)-aligned by Definition F.5,
| < OBy /pDaw).

where Oy, 5; have been defined using x, 0y, € and o,., = ReLU in Definitions F.2 and F.3.

(91,75;

Proof. Recall that given an input , the activation layer outputs y = o, (), where the function o, is applied coordinate-
wise on x. Given input « and the output gradient d,,, the gradient w.r.t. the input is given by 9, = ol () © O,
2t function is also applied coordinate wise to . We defined 5; as an e-approximate gradient, given by
%(aact(az + €0y) — gact()). Since both o, and o, are applied coordinate-wise, we can look at the coordinate-wise

() = sign(x) for all z € R\ {0}, with o.,(0) = 1 to avoid

where the o/

difference between 0, and ('/?; For ReLU activation, o,
ambiguity.

Going by the definition of (e, p)-alignment of the input and gradient from Definition F.5, we have a set C' with |C| >
(1 — p)Daux such that for each i € Dy, |z;| > €](9y);|. For all coordinates i € C, we can then observe that sign(x; +

€(0y):) = sign(z;), implying

Tact (T + 5(81/)2’) — Oaet(T3) = 6((91,)1‘0;6[(1‘1*) = €(0x)i
For coordinates ¢ ¢ C, we have three possible cases:

* sign(z;) = sign(z; +€(dy);): In this case, we can again Show e (i +€(0y)i) — Oact (i) = €(Dy)ioh (25) = €(0z)i-

* sign(x;) = 0, sign(z; + €(0y);) = 1: In this case, we have o, (z;) = 0, and so (05); = 0. Additionally,
sign((0y):) = 1, and so

|Oact (i + €(By)i) — Tact(i) — €(Oz)i| = |i + €(Ty )il < €|(Dy)il,
where in the final step, we use the fact that z; < 0 and |z;| < €[(0y)i| -

e sign(z;) = 1, sign(z; + €(0dy);) = 0: In this case, we have o}, (z;) = 1, and so (0z); = (0y);. Additionally,
sign((dy):) = 0, and so

|Oact(wi + €(Oy)i) = Tar(i) = €(F)il = | =i — €(By)i| < [e(Dy)il,
where in the final step, we use the fact that z; > 0 and |z;| < €[(0y)i| -
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Thus, from the above discussion, we have

1 DCII.IX 1/2
‘ am - 8:13 9 = E (;(Uact(zi + E(ay)z) - Uacl(zi) - 6(8;3)1)2)
) 1/2
~ (Z(amm T e(0y)i) — owali) - e(am»f)
i¢C
1/2
S (Z(ay)12> S V pDaux %fic},((ay)? S \% pDaUXBy'
i¢C
The final step includes a simple Cauchy Schwartz inequality and the desired bound comes from the assumed bound on
19y ll,- O
G. Language model head

Additionally, we provide a description of the gradient computation for the loss function that involves the language model
head. This computation entails performing a softmax operation over the entire vocabulary. If }V denotes the vocabulary
set of the auxiliary model, and E € RIVI*Pux denotes the embedding matrix of the auxiliary model, we directly utilize
the embedding matrix for the auto-regressive loss in the TINT. Additionally, we do not update the embedding matrix
of the auxiliary model; instead, we solely backpropagate the gradients through the language model head. Recent work
in (Kumar et al., 2022) has shown that keeping the embedding matrix fixed while updating the model can stabilize SGD.
We demonstrate that the backpropagated gradients can be expressed as the combination of the language model head and a
self-attention layer.

Definition G.1 (KL-loss gradient through auxiliary’s language model head). Given an embedding matrix E € RIVIXDPus
the language model head takes in input 2 € RP= and a target distribution ¢ € RIV| and returns gradient 9,, € RP=x, with
Oz = ET (softmax(Ex) — q).

In the autoregressive loss on a sequence of tokens, the target output distribution at any position is the next occurring token. If
{m%”}'f;“x denote the uncontextualized embeddings of a sequence of tokens after encoding them via the embedding matrix,
and {x;};™ denote their contextualized embeddings after passing through the auxiliary model, then the gradient J,, at
any position ¢ can be simplified as E T softmax(Ex;) — xy';. We illustrate the involved TINT module w.r.t. an arbitrary

position ¢.

TINT autoregressive loss gradient module The current embedding e; contains the contextualized embedding x; in its
first Dy« coordinates. Furthermore, e; includes the uncontextualized embedding x}'"*, copied from the input layer using
residual connections. The prefix tokens v; are assigned a value of 0 and do not participate in the subsequent computations.

The loss computation can be decomposed into two sub-operations: (a) computing y; := E softmax(Ex;), and (b)
calculating 0, = y; — x}};.

For the first sub-operation, we use a feed-forward layer with softmax activation, with hidden and output weights E and E "
respectively, that takes in the first D, of e; and returns y; in the first Dy, coordinates. We retain 3" using a residual
connection.

un

The final sub-operation can be interpreted as a TINT self-attention layer. With e; containing both y; and }™, we use a
linear self-attention layer (Definition B.2) with two attention heads. The first attention head assigns an attention score of
1 to pairs {(¢,t + 1) }+<1,,—1, while assigning an attention score of 0 to the remaining pairs. At any position ¢, —x}'" is
considered the value vector. The second attention head assigns an attention score of 1 to pairs {(¢,¢) }:<m,,, While assigning
an attention score of 0 to the remaining pairs. At any position ¢, y; is considered the value vector. The outputs of both
attention heads are subsequently combined using a linear layer.

Remark G.2. We conducted experiments using mean-squared loss and Quad loss (Saunshi et al., 2020), which do not
necessitate softmax computations for gradient computation. As an example, in the case of mean-squared loss, if our objective
is to minimize % Zthl ||act - ac?fll 2, the gradient can be computed as 0, = x; — z}}";. Similarly, in the case of Quad
loss, the gradient is 0, = ﬁ > ei—x} . However, in all of our language model experiments (Section 5), both gradients
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resulted in minimal improvement in perplexity compared to the auxiliary model. Therefore, we continue utilizing the
standard KL loss for optimization.

Remark G.3. For ease of implementation in the codebase, we utilize a dedicated loss module that takes in y;, ;'] as input
and directly computes O, = y; — T{}.

H. Parameter sharing

Feed-forward layer of auxiliary model: In a standard auxiliary transformer, like GPT-2, the feed-forward layer is a token-
wise operation that takes in an input x € RP« and returns y = Ao(Wz), with A € RPwxX4Dux and W € R Duwxx D A
naive construction of the TINTto simulate its forward operation will have 2 Linear Forward modules (Section 3), separated
by an activation. However, this requires 4 x more prefix embeddings to represent the parameters, compared to other linear
operations in the auxiliary transformer that use R« Pux weight parameters.

To avoid this, we can instead break down the computation into 4 sub-feed-forward layers, each with its own parameters
{{W, A"} }1<i<4. Here {W'} ;< represent 4-shards of the rows of W, and {A’};<;<4 represent 4-shards of the
columns of A.

The forward, backward, and descent operations on these 4 sub-feed-forward layers can be effectively parallelized. For
example, the forward operation of each layer can be simulated by a single TINTmodule, consisting of two Linear Forward
modules and activation, changing only the prefix embeddings to correspond to {{W?, A%} }1<;<4.

1. Additional modules

We describe the forward, backward, and decent update operations of additional modules, used in different model families,
like LLaMA (Touvron et al., 2023) and BLOOM (Scao et al., 2022). We discuss the simulation of these modules, using
similar TINT modules.

L.1. Root mean square normalization (RMSnorm)

The operation of RMSnorm (Zhang and Sennrich, 2019) is very similar to layer normalization.

Definition I.1 (RMSnorm). For an arbitrary dimension d, define a normalization function f : R? — R? that performs
f(x) = ®/RMS(x), where RMS(x) = (30, #2)!/2. Then, RMSnorm with parameters ~, b € R+ takes as input
x € RP=x and outputs y € RP=x, which is computed as z = f(z),y =y ©® z + b.

The extreme similarity between RMSnorm and layer normalization (Definition E.1) helps us create similar TINT modules as
described in Appendix E, where instead of Group normalization layers, we use Group RMSnorm layers described below.

Definition L.2 (TINT D,,-Group RMSnorm). For an arbitrary dimension d, define a normalization function f : R? — R
that performs f(x) = @/RMS(z), where RMS(z) = (30, 22)1/2. Then, D,u,-Group RMSnorm with parameters
ATINT pTNT ¢ RPw takes as input @ € RPsm and outputs y = VECTORIZE({y" € RP»}, < p, /p..)), With

yh _ ,YTINT ® f(sch) + bTINT’

where & = SPLIT | p, /D, | (®)h-

1.2. Attention variants

In order to incorporate additional attention variants, e.g. Attention with Linear Biases (ALiBi1) (Press et al., 2021), and rotary
position embeddings (Su et al., 2021), we can change the definition of softmax attention layer in Definition B.2 likewise.
We showcase the changes for ALiBi.

Definition 1.3 (Auxiliary ALiBi self-attention with H,, heads). For query, key, and value weights Wy, Wi, Wy €
RPwxDax bias b, by, by € RPw and m € RHwx ALiBi self-attention layer with H,,, attention heads and a function
fattn : RTwx — RTwx takes a sequence {x; € RD“"*}tSTm as input and outputs {y; }+<r,,, With

ux ?

y; = VECTORIZE({ Z ay ;v n<m,)- (23)
jSTﬂ\JX

40



Trainable Transformer in Transformer

aﬁ ; is defined as the attention score of head 1 between tokens at positions ¢ and j, and is given by

aﬁj = softmax(K"q! + MpTe) - (24)
Here r, € RT» denotes a relative position vector at each position ¢ that contains (j — t) at each coordinate j < Tj.
Here, q;, k;, v, denote the query, key, and value vectors at each position ¢, computed as Wy x; + bg, Wi, + bk, and
Wy x; + by respectively. In addition, g/, k!, v} denote SPLITg,, (q;)n, SPLIT,, (K¢)n, and SPLITg,, (v¢);, respectively
for all t < Tyyx, and h < Hyye. K" € RTwXDan jg defined with its rows as {kl'}<7,, forall b < Hyyy.

aux

To include operations involving ALiBi, we modify the self-attention module of TINT to change the definition of the attention
scores like Equation (24).

Definition I.4 (Modified TINT self-attention for ALiBi with Hgy, heads). For parameters {WCS‘NT7 NT g IINT
RDsimXDsim}’ {bSNT’ b’I]‘(INT, b’I‘}]NT c RDsim}’ {WS, W[I;’ W‘Z} = RnimXDsim/Hsim}’ {)\Q, )\K’ )\V c RHsim} and mTINT c
RTin TINT self-attention with Hy, attention heads and a function fag, : R75m — R7in takes a sequence {€; € RPn}, o,
as input and outputs {&; € RPsn}, 7. with

& = VECTORIZE({ Y al' ;0! )n}tn<h,,), Withal'; = faren (K" +mp™Try);
3 <Tsim

g = SPLITy (q:)n + AP Whp™T; k! = SPLITy (Ky)p + AEWE pI'™NT 1

ol = SPLITy (ve)n + A, WPpI™T.

Here ; € R%m denotes a relative position vector at each position ¢ that contains (j — ¢) at each coordinate j < Ti,. Here,

q:, k;, v; denote the query, key, and value vectors at each position ¢, computed as WgINTé} + bSNT, WiNTe, + bINT and

WINTg, 4 bINT respectively. K" € RTm*Din/Hin js defined with its rows as {k[ }e<r,,, for all b < Hyp,.

After referring to Appendix D, we make the following modifications to the Forward, Backward, and Descent modules. In the
Forward module, we incorporate the modified self-attention module to compute the attention scores using ALiBi attention.
In the Backward module, since we do not propagate gradients through the attention scores of the auxiliary model, the
backpropagation formulation remains unchanged from Definition D.3 when we have access to the attention scores. Similarly,
in the Descent module, we update the value matrix while keeping the query and key parameters fixed. The formulation of
the gradient update remains unchanged from Definition D.6 when we have access to the attention scores. Consequently, we
simply modify all the self-attention modules in the simulator to include ALiBi attention, as defined by Definition 1.4.

1.3. Gated linear units (GLUs)

We describe the operations of GLUs (Shazeer, 2020) using similar GLU units available to the TINT.

Definition L.5. For parameters W,V , W¢ € RPwxDux and biases by, by, byyo € RP»x, a GLU layer with activation
Oact : R — R, takes input & € RP=x and outputs 7 € RP=x, with

y= Wz +by)Oou(Ve+by); y=W°Y+bye..

Typical GLUs have 8/3 x D, as a hidden dimension (i.e. the dimension of y). We can use similar parameter-sharing
techniques discussed for feed-forward layers (Appendix H) with the TINT modules presented here. Furthermore, since
can be expressed as a combination of the gated operation and a linear operation, we focus on the computation of y here.

For the discussion below, we consider a GLU (without the output linear layer) in the auxiliary model, with parameters
W,V ,bw, by, that takes in input sequence 1, - - - , @7 and outputs yy, - - - , yr, withyy = (Wxi+bw ) Ooa (Vi +by)
for each t < T§;y,. Since this involves a token-wise operation, we will present our constructed modules with a general token
position ¢ and the prefix tokens {v;}.

TINT GLU Forward module The embedding e; contains x; in its first D, coordinates. The output y; can be computed
using three sub-operations: (a) linear operation for Wx; + byy, (b) linear operation for V&, + by, and (c) gate operation
to get (Wxy + by ) © cue(Va: + by).

We use three TINT modules, representing each sub-operation.
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(a) Wz, + by is a linear operation, hence we can use a TINT Linear Forward module (Appendix C) with the current
embedding e, and {v;} containing W, by to get embedding e; containing Wa; + by in its first Dy, coordinates.

(b) Vx; + by is alinear operation, hence we can similarly use a TINT Linear Forward module (Appendix C) with the
embedding e; and {vj} containing Wy, by to get embedding €; containing Va; + by in its first Dy, coordinates.

€; and €; are now combined to get an embedding e, that contains Wa; + by, Va; + by inits first 2D, coordinates.

(c) Finally, we can use a TINT GLU layer that can carry out the elementwise multiplication of Wx; + by, 0yt (Vs + by )
to get y; in the first Dy« coordinates.

Parameter Sharing: Since (a) and (b) involve a Linear Forward module, we can additionally leverage parameter sharing to
apply a single Linear Forward module for each of the two computations, changing only the prefix embeddings to correspond
to W, by, or Wy, by

Auxiliary GLU backpropagation For the GLU layer defined in Definition 1.5, the backpropagation layer takes in the loss
gradient w.r.t. output (9, ) and computes the loss gradient w.r.t. input (Oz).

Definition 1.6 (Auxiliary GLU backpropagation). For the weights W,V € RPw>Dax | the backpropagation layer takes
9y € RPw as input and outputs 9, € RP», with 8, = W "0y, + V' O, where

o~ —

Op = 0y © 09 (VX + by); Op = sV +by) © 0y © (Wz + bw).

/

A direct computation of 0, involves changing the activation function to ;.

Following a similar strategy for backpropagation
through an activation layer (Appendix F), we instead use a first-order Taylor expansion to approximate Oy.

Definition 1.7 (Auxiliary GLU approximate backpropagation). For a hyper-parameter € > 0, for the weights W,V €
RPawxDan the approximate backpropagation layer takes Oy € RPwx as input and outputs d, € RP= with 0, =

WTE‘; + VTg;, where

5; = 8y O] Uact(Vw + bV)
= 1
€

1
Op = 0act(VE + by + €0y) © —(Wx + b)) — 0ae(Vx +by) © E(Ww + bw).

TINT GLU backpropagation module The current embedding contains Jy, in its first Dy, coordinates. Furthermore,
since we need Wx; 4 by and Vx; 4+ by in the gradient computations, we copy them from the Forward module using

residual connections. We discuss the computation of W ' 9,,, and VTG’; as separate sub-modules acting on the same
embedding e; in parallel.

1. The computation of W Tz; involves two sub-operations: (a) gate operation to get T; := Oy, © oact(Vay + by), and
(b) linear backward operation to get W T z;. Since for this operation, we require W, we copy the contents of the prefix
embeddings containing W, by from the Forward module.

(a) Since the current embedding e; contains both 9y, and Wx; + by, we can use a TINT GLU layer to get an
embedding é\gl) that contains O, .

(b) The final linear backward operation can be performed by using a TINT Linear backpropagation module (Ap-
pendix C) with the embeddings é\gl) and the prefix embeddings. The final embedding &; contains W " Z; in the
first D,,x coordinates.

2. The computation of VT%: involves four sub-operations: (a) gate operation to get %(W:ct +bw) ©ogu(Vry + by +

€0y, ), (b) gate operation to get %(W:cf +bw) ®ou(Va +by), (c) alinear layer to compute aﬁi\? (c) linear backward
operation to get V' x;. Since for this operation, we require V', we copy the contents of the prefix embeddings
containing V', by from the Forward module.

(a) Since the current embedding e; contains y,, V x4+ by and Wz, + by, we can use two TINT GLU layers to get
an embedding aﬁ” that contains both L (W, +bw ) 04 (V@1 4+by +€0y, ) and 2 (Wi +bw ) ©0 (Vi +by).
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(b) A linear later on EEI) can then return an embedding 552) containing ; in the first D,y coordinates.

(c) The final operation can be performed by using a TINT Linear backpropagation module (Appendix C) with the

embeddings €2 and the prefix embeddings containing V', by-. The final embedding €; contains V' " z; in the first
D,ux coordinates.

After the two parallel computations, we can sum up €; and €; to get an embedding e; containing 9, (Definition 1.7) in the
first D, coordinates.

Auxiliary GLU descent Finally, the auxiliary’s descent updates the weight and the bias parameters using a batch of inputs
{#}+<7 and the loss gradient w.r.t. the corresponding outputs {0y, }i<7.

Definition 1.8 (Auxiliary GLU descent ). For weights W,V € RPw>Dux and bias by, by, € RP=, the linear descent
layer takes in a batch of inputs {x; € RPw»}, o1 and gradients {0,, € RP=}, 7 and updates the parameters as follows:

WvenZa;mI; bw%bW*ﬂzg\mm

tSTaux tST‘nux
o~ T. —
Ve Vend 0nal;  buebr—n Y O,
t<Thux t<Tux

where 5; and 5; have been computed as Definition I.6.

Due to similar concerns as gradient backpropagation, we instead use 5; (Definition 1.7) in place of 6’; for each t < Ty to
update V', by, .

TINT GLU descent module We discuss the two descent operations separately.

1. Update of W', byy: We start with the embeddings 8§1) from the backpropagation module, that contain 5; in the first
D,ux coordinates.

For the update, we additionally require the input to the auxiliary GLU layer under consideration, and hence we copy
from the Forward module using residual connections. Furthermore, we copy the contents of the prefix embeddings that
contain W, by from the Forward module.

With both 8/; and x; in the embeddings, the necessary operation turns out to be the descent update of a linear layer with
parameters W, by,. That implies, we can call a TINT Linear descent module (Appendix C) on the current embeddings
and prefix embeddings to get the desired update.

2. We start with the embeddings €§2) from the backpropagation module, that contain 8/; in the first D, coordinates.

For the update, we additionally require the input to the auxiliary GLU layer under consideration, and hence we copy
from the forward module using residual connections. Furthermore, we copy the contents of the prefix embeddings that
contain V', by from the Forward module.

With both 8/; and x; in the embeddings, the necessary operation turns out to be the descent update of a linear layer
with parameters V', by . That implies we can call a TINT Linear descent module on the current embeddings and prefix
embeddings to get the desired update.

Parameter sharing: Since both the descent updates involve a Linear descent module, we can additionally leverage parameter
sharing to apply a single TINT Linear descent module for each of the two computations, changing the input to correspond
to {€§”} and prefix to correspond to W, by, or the input to correspond to {égz)} and prefix to correspond to V', by
respectively.

J. Construction of other variants of pre-trained models

Though we only conduct experiments on an OPT-125M model, our construction is generally applicable to diverse variants
of pre-trained language models. Table 3 highlights many types of modules and the required size and computation for each.
The size of a constructed model is influenced by various factors, including the number of layers, and embedding dimension
in the auxiliary.
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K. Experiments

Computing environment: All the experiments are conducted on a single A100 80G GPU.

Hyperparameters: In the few-shot setting, we employ three different random seeds to select distinct sets of training
examples. Grid search is performed for each seed to determine the optimal learning rate for both constructed models and
dynamic evaluation. The learning rates considered for the learning rate hyperparameter in the descent update operations
in TINT are le — 3, le — 4, le — 5. ° Additionally, we explore various layer-step combinations to allocate a fixed budget
for one full forward pass. Specifically, we update the top 3 layers for 4 steps, the top 6 layers for 3 steps, or 12 layers for
1 step. These specific combinations were chosen to demonstrate the flexibility of TinT in simulating fine-tuning for any
number of layers and steps while staying within computational constraints. In all of these scenarios, TINT performs as well
as fine-tuning the auxiliary model.

Results of different settings. Table 4 displays the results of few-shot learning with calibration across various settings,
encompassing different loss types, input formats, and layer-step configurations. Our analysis reveals that employing a
label-only loss, utilizing a single-example input format, and updating all layers of the internal model for a single step yield
the most favorable average result. The performance of the multi-example format is disadvantaged when dealing with tasks
of long sequences such as Amazon Polarity. In general, we observe that calibrated results tend to be more consistent and
stable.

Table 4: Few-shot (k = 32) results with different loss types, input formats, and layer-step configurations with a fixed
compute budget, with calibration.

Loss Type Format Layer Step \ Subj AGNews SST2 CR MR MPQA  Amazon Avg.

Label Smgle 12 1 660(19) 647(02) 687(13) 690(07) 637(02) 828(05) 737(06) 698(01)
Smgle 6 2 627(02) 663(02) 683(61> 672(02) 618(16) 810(36) 743(05) 688(14)
Slngle 3 4 635(00) 672(08) 625(04) 687(14) 617(06) 768(33) 752(08) 679(08)
Multi. 12 1| 83205 43766 60757 7031 62859 84206 6630123 67.3000)
Multi. 6 2 | 83500 43204 52005 70560 585115 82004 55.8¢rg 63.6027)
Multi. 3 4 840(23) 423(84) 515(18) 682(46) 585(120) 802(21) 585(79) 633(30)

Full-context Slngle 12 1 645(04) 658(02) 632(09) 673(05) 608(14) 735(08) 750(04) 672(01)
Slngle 6 2 667(20) 660(04) 627(06) 705(21) 597(09) 777(22) 760(00) 685(04)
Single 3 4 64.0(0_0) 65.8(0_6) 65.0(1_9> 67.3(0_2) 59.5(0_4) 74.2(1_3) 77.0(1_9) 67.5(0_8)
Multi. 12 1| 838429 410006 51208 68045 583011 79.0me 56.0s1) 6250
Mllltl 6 2 853(19) 412(107) 512(13> 677(45) 577(108) 792(37) 558(79) 626(26)
Multi. 3 4 833(25) 417(113) 510(11) 682(47) 577(108) 790(32) 560(81) 624(28)

“When utilizing the full-context loss, the learning rates considered are 1e — 5, 1e — 6, and 1le — 7 due to gradient summations in
TINT.
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Table 5: Few-shot (k = 32) results with different loss types, input formats, and layer-step configurations with a fixed
compute budget, without calibration.

Loss Type Format Layer Step \ Subj AGNews  SST2 CR MR MPQA  Amazon Avg.

Label Slngle 12 1 633(02) 657(02) 713(06) 650(14) 707(09) 650(00) 767(02) 682(01)
Slngle 3 4 642(02) 665(11) 732(06) 757(05) 720(00) 832(10) 780(04) 732(01)
Multi. 12 1 | 64508 35574 568497 63067 58750 7520108 6223 59400
Multi. 6 2 | 77700 355¢4 57000 60063 52.3wp1) 58561 55879 56.7(2)
Multi. 3 4 67.5(11‘5) 38-5(842) 55.3(5.2) 67.0(3.5) 61-0(8.0) 65.2(11,2) 62.5(8<9> 59.6(1‘3)

Full-context Slngle 12 1 655(11) 665(00) 707(02) 648(05) 720(14) 670(00) 765(00) 690(03)
Single 6 2 647(06) 66.2(042) 71.2(0.2) 653(0.6) 71.5(0'4) 67.0(0,0) 76.7(02) 68.9(0‘0)
Single 3 4 64.2(0.2) 66.2(042) 71.3(0.2) 64.7(0.2) 71.0(0'0) 67.0(0'0) 76.5(00) 68.7(()‘0)
Multi. 12 1 622(75) 338(83) 522(31) 528(40) 508(12) 558(43) 553(72) 519(22)
Multi. 6 2 600(55) 337(84) 508(12) 522(24) 502(02) 543(25) ’550(67) 509(18)
Multi. 3 4 | 58749 3374 50812 5L3a1e) 50.000 54325 55372 50.6(20)
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