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Abstract

Large language models (LLMs) that have been trained on a corpus that includes
large amount of code exhibit a remarkable ability to understand HTML code [1].
As web interfaces are primarily constructed using HTML, we design an in-depth
study to see how LLMs can be used to retrieve and locate important elements for a
user given query (i.e. task description) in a web interface. In contrast with prior
works, which primarily focused on autonomous web navigation, we decompose the
problem as an even atomic operation - Can LLMs identify the important information
in the web page for a user given query? This decomposition enables us to scrutinize
the current capabilities of LLMs and uncover the opportunities and challenges they
present. Our empirical experiments show that while LLMs exhibit a reasonable
level of performance in retrieving important UI elements, there is still a substantial
room for improvement. We hope our investigation will inspire follow-up works in
overcoming the current challenges in this domain.

1 Introduction

Web assistants capable of understanding natural language commands and retrieving relevant infor-
mation from web user interfaces (UI) could significantly enhance human efficiency. With the recent
advancement of LL.Ms and their potential in understanding HTML, research attempts have predom-
inantly focused on LLM-driven web assistants capable of autonomous navigation [2, [3| 4} [1} |5].
However, as demonstrated by [3]] and [4]], these assistants can not yet exceed 15% task completion
accuracy for real-world websites. Given their limited performance, these autonomous agents are yet
to be a practical solution for day-to-day usage.

To successfully complete a user given task that requires navigating through a series of web-pages, an
autonomous agent must be able to perform a more fundamental operation — locating and retrieving
the most important UI elements from each page at each step of the corresponding task. Motivated
by this insight, in this paper, we aim to explore LLMs’ cabability to retrieve important and relevant
elements in a webpage. We conducted a comprehensive investigation into four key components
of an input prompt: 1) Example selection for few-shot prompting: How the selection of few shot
examples impacts the performance; 2) Specificity of natural language command: How the level of
details in an input command impacts performance; 3) HTML truncation strategy: How the strategy of
HTML encoding impacts the performance; 4) Specific role assumed by the LLM (persona): How the
choice of role imitated by the LLM impacts the performance. (We refer readers to figure[2fto view an
example.)

We find that the performance of LLM depends on these components. Carefully prompting the few-shot
examples can help LLMs to succeed as long as the input sequence size is reasonable. For instance,
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using few-shot examples that has semantically similar task descriptions, can boost the recall by 9.70%
in 1-shot prompting; however, it decreases the performance by 13.17% in 2-shot prompting. We also
show that an effective way to truncate the HTML document can alone lead to better performance
with gains upto 11.54%. We report critical limitations of LLLMs such as hallucinating non-existing
web elements and failure to follow input instruction. We conclude by providing future direction and
possible solutions to the limitations we observed in our study.

2 Related Works

2.1 LLM for Ul

LLM has recently gained popularity for many aspects of UI tasks. [2] shows an in-depth study
on LLM for interacting with mobile Ul — ranging from task automation to screen summarization.
[6] performs an offline exploration and creates a transition graph, which is used to provide more
contextual information to the LLM prompt. [7] introduces chain-of-action prompting that leverages
previous action history and future action plans to decide the next action. These works primarily
focus on Mobile UI — which has a significantly smaller search space than Web UI. Compared to
Mobile UI, Web Ul is much more complex and has more elements on each page — making it harder
to process and incorporate with LLMs [3| |4]. Most of the early works on Web UI are based on
synthetic frameworks, MiniWob [5] and WebShop [8]. [1] proposed a fine-tuned T5 model on
WebShop. However, these datasets are not well representative of real-world web activities. To
capture the complexity of real world tasks, [4] and [3]] introduce two realistic environments and
datasets encompassing real-world tasks. However, to the best of our knowledge, there has been no
in-depth analysis of the true capabilities of LLMs in the context of Web UI. Specifically, there is a
gap in understanding how to effectively prompt LLMs for Web UI tasks, which prompting strategies
yield favorable results and the underlying reasons behind their success or failure. In this study, we
explore the potential of LLMs for Web UI information retrieval through evaluating the effectiveness
of state-of-the-art prompting techniques.

2.2 Prompting LLM for Instruction following

LLMs are now largely used for many tasks related to instruction following [9} 110, [11} 112} 13} 114} [15]].
Due to the large pool of works active in LLM, we only provide a high-level overview in this section.
Especially for Vision-and-Language Navigation, LLM has been successful as a co-ordinator and/or
planner [16} [17, [18], [19]. Some of the most recent works proposed new frameworks for holistic
evaluation of LLMs [20, 21, 22} 23] 124]]. However, these frameworks are mostly for analytic problem-
solving for math and/or reasoning and may not be a proper reflection of the unique challenges
encountered in tasks related to user interfaces. This study specifically focuses on exploiting some of
these prompt techniques for Web UI and highlighting their feasibility in this domain.

3 Experiments

In our experiments, we use the Claude?2 modelE]by Anthropic [25]. Claude2 has a context length
of 100k tokens, which is the largest among all the LL.Ms to date. Having a large context window
is especially beneficial for Web Ul analysis considering the potentially thousands of elements on a
webpage [4} [1]].

3.1 Problem Formulation

We define each example as a set “ffw; qg; eg”, where w, q, and € represent HTML of the current
viewport, user-query, and ground truth UI element, respectively. A system, , has to
retrieve the most important UI element as,

e= (w;q); (1)

where € is the retrieved Ul element, which is compared with e to compute the performance of

"For each experiment, we use a fixed value of temperature = 1. We use a high temperature to encourage
exploration[3].
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